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LOCALIZATION AND NUMBER OF VISITED VALLEYS FOR A
TRANSIENT DIFFUSION IN RANDOM ENVIRONMENT

PIERRE ANDREOLETTI AND ALEXIS DEVULDER

ABSTRACT. We consider a transient diffusion in a (—x/2)-drifted Brownian potential W, with
0 < k < 1. We prove its localization at time ¢ in the neighborhood of some random points
depending only on the environment, which are the positive h¢-minima of the environment, for
h: a bit smaller than logt. We also prove an Aging phenomenon for the diffusion, a renewal
theorem for the hitting time of the farthest visited valley, and provide a central limit theorem
for the number of valleys visited up to time ¢.

The proof relies on a decomposition of the trajectory of W, in the neighborhood of h:-
minima, with the help of results of Faggionato [25], and on a precise analysis of exponential
functionals of W, and of W, Doob-conditioned to stay positive.

1. INTRODUCTION AND NOTATION

1.1. Presentation of the model. We are interested in a diffusion (X (¢), ¢ > 0) in a random
cadlag potential (V(z), x € R). It is defined informally by X (0) = 0 and

AX (1) = dB(t) — SV (X (1)),

where (5(t), t > 0) is a Brownian motion independent of V. More rigorously, X is a diffusion
process, starting from 0, and whose conditional generator given V is

Lvyd (v d
26 dz € dz /-

These diffusions in random potentials are considered as continuous time analogues of random
walks in random environment (RWRE) (see e.g. P. Révész 38|, B.D. Hughes [31], Z. Shi [43]
and O. Zeitouni [51] for reviews on RWRE).

The study of such a process starts with a choice for V. A classic one, originally introduced by
S. Schumacher [41] and T. Brox [10], is to choose V' as a Lévy process. In fact only a few papers
deal with the discontinuous case, see for example P. Carmona [11] or A. Singh [46, 45]. Most of
the results concern diffusions in a continuous Lévy potential V', that is,

V(z) = W(z) = W(z) — gx z €R,

where £ € R and (W (z), € R) is a two sided Brownian motion. We denote by P the probability
measure associated to Wy (.). The probability conditionally on the potential Wy, is denoted by
PW= and is called the quenched probability. We also define the annealed probability as

P() = /PWN(.)P(W,{ € dw).
We denote respectively by EW+ E, and F the expectations with regard to P"= P and P.
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In the case k = 0, the diffusion X is a.s. recurrent. More precisely, T. Brox [10] shows that
it is sub-diffusive with asymptotic behavior in (logt)?, and that it is localized, at time ¢, in the
neighborhood of a random point bjog¢ depending only on t and W, similarly as Sinai’s walk (see
Ya. G. Sinai [44]). More precisely, this result can be written:

Theorem 1.1. (Broz [10]) Assume k = 0. Then, for all € > 0,
lim P [X(t) € [biogt — €(log t)?, bogt + €(log t)2]] =1. (1.1)

t—+00

The limit law of bjog¢/(logt)? and therefore of X (t)/(logt)? was made explicit independently by
H. Kesten [33] and A. O. Golosov [29]. For recent results for this recurrent case, see for example

P. Andreoletti et al. [3], and R. Diel [18].

In the case k # 0, the diffusion X is a.s. transient, with a wide range of limiting behaviors,
depending on the value of k. It was first studied by K. Kawazu and H. Tanaka. Let us denote
by H(r) the hitting time of r € R by X:

H(r):=inf{s >0, X(s) =r}.

Kawazu et al. [32] proved in particular that under the annealed probability P, H(r)/r'/* con-
verges in law to a stable distribution when 0 < sk < 1, whereas H(r)/(rlogr) converges in
probability to 4 when x = 1, and H(r)/r converges almost surely to 4/(k — 1) if & > 1 (see
also Y. Hu et al. [30], and H. Tanaka [49]). More recently we mention the results for large and
moderate deviations, by M. Taleb (|47] and [48]), A. Devulder [14] and G. Faraud [26].

In this paper we study the case 0 < k < 1. We follow a different approach from Y. Hu et al.
[30] and K. Kawazu et al. [32|. Indeed we focus on a quenched study, which has attracted much
interest for transient RWRE in the last few years, see for example the works of N. Enriquez et al.
[21], [22], |23], [24], D. Dolgopyat et al. [19], and J. Peterson et al. [35], [36], [37]. Heuristically,
the diffusion X goes to locations where the potential is low, hence it goes to 4+o00, but it is slowed
by "valleys" of the potential, which trap the diffusion for some time. The diffusion even spends
most of its time in these valleys. We will prove this more in details in the present paper.

1.2. Main results. The goals of this paper are to localize the diffusion X, when 0 < x < 1,
in some valleys of the potential W, to understand the differences with Brox’s result given by
(1.1), and to prove an Aging phenomenon, corresponding to results obtained by Enriquez et al.
in their papers [22], [23| and [24] for transient zero-speed RWRE. We moreover obtain a central
limit theorem for the number of valleys visited up to time t. We also prove some intermediate
results, which we think will be useful for obtaining new results about the maximum local time
of X, as explained later in this introduction.

Let t — ¢(t) be a positive increasing function, such that ¢(t) = o(logt) and loglogt = o(¢(t))
as t — +oo, where f(t) = o(g(t)) means limy_, ~ f(t)/g(t) = 0. We prove the following aging
phenomenon:

Proposition 1.2. Assume 0 < kK < 1. For all o > 1, we have

t—+o00 ™

sin(km 1/a
lim IP’( X (at) — X(1)] < ¢>(t)) - ()/O w1 — w) " du.

More generally, aging usually denotes dynamical out-of-equilibrium physical phenomenons,
which appear in some disordered systems. It refers to the existence of a limit for a given two-
time correlation function of the system as both times diverge but keep a fixed ratio between them.
This subject has received a considerable attention in physics. For a physical or a mathematical
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point of view on aging, see e.g. respectively Bouchaud et al. [8] and Zindy [52|, and references
therein.

Proposition 1.2 is actually a consequence of Theorem 1.3. Before stating it, we first recall
the notion of h-extrema, which was first introduced by J. Neveu et al. [34], and studied in the
case of drifted Brownian motion by A. Faggionato [25]. For h > 0, we say that z € R is an h-
minimum for a given function f, R — R, if there exist u < x < v such that f(z) = infyc[,.) f(y),
f(u) > f(z)+hand f(v) > f(x)+ h. Moreover, x is an h-mazimum for f iff z is an h-minimum
for —f. Finally, x is an h-extremum for f iff it is an h-maximum or an h-minimum for f.

Since we want to study the diffusion X until time ¢ > 0, we are more especially interested in

the h;-extrema of W, where
h :=logt — ¢(t).
It is known (see [25]) that almost surely, the hi-extrema of W, form a sequence indexed by Z,
unbounded from below and above, and that the h;-minima and h;-maxima alternate. We denote
respectively by (m;, j € Z) and (M;, j € Z) the increasing sequences of hs-minima and of h-
maxima of Wy, such that mg <0 < my and m; < M; < mj4 for every j € Z. These hs-minima
m;, © € Z, can be considered as the bottoms of some valleys of the potential W, of height at
least hy, that will be defined more precisely in Section 2. We also introduce
Ny := max{k‘ eN, sup X(s)> mk},
0<s<t

so that my, is the largest hy-minimum visited by X until time ¢ if Ny > 0 (and limy_, o P(Ny >
0) = 1 as proved later, see Proposition 1.6 or Lemma 5.2). The main result of this paper concerns
the localization of the diffusion. It is stated as follows:

Theorem 1.3. Assume 0 < k < 1. There exists a constant C; > 0, such that
lim p(yxa) —my,| < clgb(t)) —1.

t——+o00

We first recall that X (¢) is asymptotically of order t* (see Kawazu et al. |32|), and that the
typical distance between two hy-minima of W, is asymptotically of order et = ¢fe=ro(t) (see
Faggionato [25] Prop. 1, partly recalled in our Fact 2.2 below). So, the size 2C1¢(t) of the
intervals in which X is localized in Theorem 1.3 is very small, since it is o(logt) and can be as
small as, for example, (loglogt)!*¢, ¢ > 0. Notice that it depends on the minimum height h; of
our valleys. We could not say however if it the best interval size that can be obtained.

The main difference with the result of Brox (1.1) is the appearance of the (random) integer
N, which is the number of typical valleys of height h; visited before time ¢. In the recurrent case
of Brox, the diffusion X is, with a large probability, localized near the bottom of a unique valley
of the potential, whereas in our transient case, the diffusion is localized near the bottom of one
among several valleys of the potential. This, and the absence of scaling for the potential in the
case 0 < k < 1, contrarily to the case k = 0, makes the study much more involved technically.

We also prove a renewal theorem for hitting time of the bottom my, of the last valley visited
by X before t:

Proposition 1.4. Assume 0 < k < 1. We have the following convergence in law under the
annealed probability P,

<H(mNt) H(mNt+1)

r Kk sin(mk e e
P ; > s too 7T()(y —x) " g 1) (@) Lp o) () dady.
This unables us to get the following results, which are useful for the proofs of Proposition 1.2
and Theorem 1.3:
3



Corollary 1.5. Assume 0 <k <1 andlet 0 <r <s<1 andwv > 0. Then,

H . 1-r
lim IP’<1 —s< H{m,) <1- r> = sm(7m)/ N1 — )" "dx, (1.2)
t—-+oo t ™ 1—
H i +o0
lim P(W > 1+ v> _ sin(mr) / 1+ 2) 'z "dz. (1.3)
t—+00 t T v

Moreover, the total time spent in the last valley of height at least h; visited before time t renor-
malized by t, that is [H(mpy,+1) — H(mp,)|/t, converges in law under P to a r.v. with density
sin(mr)r a5 (1= (1 - 2)%) 10 () + Lot so0) (2]

Let |z| denote the integer part of x, for any x € R. We introduce 0 < § < 1 and
ng = |e"¢O0F0) | (1.4)

We will see in Section 4 and 5 that Proposition 1.4 is a consequence of the fact that for any
integer 1 < k < ny, the hitting time H(my) can approximated by a sum of i.i.d. random variables
having the law of a r.v. U. This r.v. U is an approximation of the time the diffusion X spends
in a typical valley of height at least h; before escaping this valley.

These results are in accordance with those obtained by Enriquez et al. in their three papers
[22], [23] and [24] for transient RWRE. Compared to their study, we have the advantage of being
able to use some powerful stochastic tools. However, some other technical difficulties appear
in continuous time: for example local time and excursions are more complicated to deal with
in continuous time than in discrete time. The present paper is self contained, in particular we
provide in this same paper the technical study of the Laplace transform of the first exit time
U of a typical valley. The study of the environment mainly requires continuous arguments of
stochastic calculus, starting by a decomposition of the trajectory of W near its h;-minima, which
mainly comes from results of A. Faggionato [25].

The number N; of valleys having height at least h;, visited before time ¢ by the diffusion X,
goes to +00 as t — +00. However, we prove that P(N; < ng) —¢— 100 1, which explains why we
study the potential Wy (z) only for x < m,,, and the hitting times H(my) only for k < n;. More
precisely, we prove the following central limit theorem for N;, with renormalization e ().

Proposition 1.6. Assume 0 < k < 1. Then Nte_“¢(t) 5100 N in law under the annealed
law P; the law of N is determined by its Laplace transform:

Yu > 0, E (e*“N) = f # (—u)j (1.5)
= I(kj+1) \ Ck

where Cy, > 0 is explicitly known (see Proposition 4.1). This r.v. N has then a Mittag-Leffler
distribution of order k.

Moreover we expect that the results of this paper will be useful to study other properties for the
diffusion. In particular, let (Lx(¢,x), t > 0, z € R) be a bicontinuous version of the local time of
X. It is known that the maximum local time of X at time ¢, that is L% (¢) := maxzer Lx(t, ),
satisfies limsup;_, o, L% (t)/t = +00 a.s. in the cases Kk = 0 (see Z. Shi [42] and R. Diel [18])
and even in the transient case 0 < K < 1 (see A. Devulder [16]). Hence the maximum local time
of X exhibits very interesting properties, that contrast with those of the maximum local time of
RWRE at time ¢, which is naturally bounded by ¢/2.

We especially think that the better understanding of the localization of X and some interme-
diate results provided in this paper will be useful to prove new results about £%. Indeed, in a
work in progress with G. Vechambre [2], we use the methods and results of the present paper
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to study the local time of the diffusion. In particular we expect to obtain the limit law of the
maximal local time after suitable renormalization in the case 0 < k < 1. Note that the local time
plays a crucial role for estimation problems for random walk in random environment, recently
studied e.g. in [1], [4] and [13]. In particular in [13], the limit law of the local time process in
the neighborhood of the minima, obtained previously by [28], is used. In the same way a better
understanding of the local time of X may be useful to study estimation problems for diffusions
in a random potential.

1.3. Sketch of the proof and organization of the paper. We now give a general idea of
the proof and provide, at the same time, the organization of the paper. This subsection contains
some non rigorous heuristics which will be made rigorous and explained in details in the following
sections.

First, in Section 2, we build some valleys (E;,m,», Ez) of the potential, of height at least hy
(see Figure 1 page 11). The i-th valley is the potential W,,, restricted to some interval [f/;, Lil;
the minimum of W, in this interval is attained at a location called m;. The height of this valley
is at least hy, and more precisely, Wy (L;) — Wy (ri;) > hy, Wio(L;) — Wi(10) > (14 K + 28)hy,
These valleys, when recentered at m;, are i.i.d. We prove in Lemma 2.3 that with probability
nearly 1, m; = m; for 1 < i < ny, that is, the m;, 1 < ¢ < n; are in fact the n; first positive
hsminima. We also provide in this Section 2 different tools to study the law of W near m; or
m;, and in particular drifted Brownian motions Doob-conditioned to stay positive.

Then in Section 3, we prove (see Lemma 3.2) that with probability nearly 1, after hitting the
bottom m; of the each valley (f}; , M L) the diffusion X leaves this valley on the right, that
is, on L;. Moreover, we prove (see Lemma 3.3) that with probability nearly 1, the diffusion
X visits successively the valleys (E;,ml,il), (EQ_, Mo, Lo), ..., (f/i_, i, Li), ..., and does not
come back to previously visited valleys. Moreover, we show in Lemma 3.7 that the time spent
outside these valleys up to time ¢ is negligible compared to ¢. That is, the hitting time H (m,,)

of the bottom m,, of each valley number n < n; can be approximated as
H(mn)zU1+U2+-~-+Un_1, (16)

where U; can be seen as the time spent in valley number ¢. We also prove in Lemma 3.4 that
these r.v. U; are "nearly" independent under the annealed and quenched probabilities P and
PW=. Moreover, we prove that they have (under the annealed probability P) the same law as
some random variable U, defined by

L
U= [ e Wel-Walma)l £ (1B (Ay (L)), As(u)]du,
Ly

where Ag(z) = ff; eWr(@)=We(m2)qy > € R, and Lp and 78 denote respectively the local time
and hitting time of some Brownian motion B independent of W,. This r.v. U, which depends
on t, can be seen as the time spent by X in a typical valley, which X leaves on its right.

So, this reduces the study of H(m,,) to the study of a sum Uy +Us+- - -+ U,,—1 of independent
random variables having the same law as U under P.

The main goal of Section 4 is to study the asymptotics of the Laplace transform of U. More

precisely, we prove in Proposition 4.1 that for all A > 0,

E(e—AU/t) =1 CR)\He_K(b(t) + 0(€_H¢(t)) (17)
5



as t — 4o00. To this aim, we first approximate U by a more tractable expression, which is done
in Proposition 4.4 and Lemma 4.7. First, by scaling, U is equal in law to

Lo o ~ o
/ e Wl =Welm2)l 4, (L) L [P (1), Az(u)/ Az (L2)]du. (1.8)
Ly

Loosely speaking, for u "close" to ma, As(u)/Ay(Ly) ~ 0, and so (using our Lemma 4.3) we
have Lp[rB(1), As(u)/As(L2)] ~ Lp[TP(1),0] =: e1, which is by the first Ray Knight theorem
an exponential variable of mean 2, and is independent of Wi.

One the other hand, 4 is the minimum of the potential Wy in [l~)2_ , L] so for u "far" from 1y

we have e~ Ws(@)=Ws(m2)l ~ 0 And moreover, Ay(Ly) ~ fé?htﬂ) eWr(@)=Welm2)dg: where 75(h)

is the first hitting time of 2 > 0 by W,, — Wy (mn2) after ms, because eWr(@)=Wi(m2) i negligible
compared to As(Lo) for ma < x < To(ht/2) < To(ht) < Lo. All this leads to the approximation

i = (he /2 Fa(h L
U o~ /m2+/ 2(he/ )e—[Wn(U)—Wn(deu /2( +) +/ 2 eWr(@)=We(m2) 4g. | o,
i . Fo(ht/2) 72 (ht)

~ (I] +L)(ZF + I e,

which is the product of 5 independent random variables, the first 4 depending only on the poten-
tial W, and e; being independent of W,,. This approximation, the asymptotics of the Laplace
transforms of Z;", Z,, If' and I;r provided by Lemma 4.2, and some technical calculations help
us to prove (1.7) as claimed in our Proposition 4.1.

Section 5 is devoted to the proofs of the main results of this paper. First, using the asymptotics
(1.7) of the Laplace transform of U as well as (1.6), we prove the renewal results Proposition 1.4
and Corollary 1.5, using the same kind of techniques as in Enriquez et al. [24], inspired by Feller
[27]. We also show Proposition 1.6 about the number of visited valleys with a similar method.
We prove before, in Lemma 5.2, that with probability nearly 1, the number N; of valleys visited
by X up to time t is less than n;, which explains why we only consider the first n; valleys.

We then turn to the proof of the localization, that is, our Theorem 1.3. To this aim, using
the previous renewal results, we prove that with probability nearly 1, at time ¢, the diffusion X
has already spent a quite large amount of time in the last valley visited, that is, on [[ijvt, L AR
and that X (¢) still belongs to this interval. This allows us to prove that, knowing N(t) = 7,
the quenched law of X (¢) is nearly equal to the invariant probability fi; of a diffusion Yj in the
potential W, starting inside [f/;, f/]] and reflected at f/; and I~/j. This is a kind of convergence to
the invariant probability measure, which we prove as in Brox [10], by using a coupling between
Y; starting from Y;(0) distributed as its invariant measure fi;, and X (. + H(m;)). Since fi;
is proportional to exp(—[Wy(x) — W,Q(mj))]l[ij_ij}(x)dm, it is highly concentrated on a small
neighborhood of m;, which leads to the localization of X at time ¢ in this small neighborhood
of ﬁlj.

We then prove the Aging, that is, Proposition 1.2. For this, we apply the localization (Theorem
1.3), first at time ¢ with function ¢, and second at time «at but with another function ¢, defined
by log(at) — ¢o(at) = logt — ¢(t), so that the r.v. m; are the same in both cases.

Our hypothesis 0 < k < 1 is used many times in this paper. We recall that the typical
distance between two hi;-minima of Wy, or valleys of depth at least h;, is asymptotically of order
et = tre=w(t)  Moreover, the time spent by the diffusion X in such valleys is approximatively
proportional to the exponential of the depth of such valleys. So X is trapped a long time, of
order at least te~?®) | and then is slowed by such valleys if (and only if) it hits some of them.

In particular, the first A-minimum, or valley, appears at a distance of order et = tre=r¢(t)
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which is much smaller than ¢t if 0 < k£ < 1, and much larger than t if k > 1. Heuristically,
if 0 < k < 1, there are many hi-minima in [0,¢"¢], 0 < ¢ < 1 — k, which trap and slow the
diffusion X, which explains why X is zero-speed. However if k > 1, loosely speaking, the first
positive hy-minimum is very far from the origin, at a distance much large than ¢, and then at
time ¢ the diffusion X has not yet reached it; X has then not been trapped nor slowed by such
deep valleys, and in this case X has a positive speed.

In all the paper, 0 < xk < 1 is fixed, and C; and cy (resp. C_ and c_) denote positive
constants that may increase (resp. decrease) from line to line and may only depend on our fixed
constant k. Moreover some events are denoted by Ef'k for some i, j, k; for example 5?‘}'7 is the
event number 3 introduced in the proof of Lemma 4.7.

2. STANDARD VALLEYS AND PATH DECOMPOSITION OF THE POTENTIAL

2.1. 3-dimensional drifted Bessel processes. In this subsection, we introduce 3-dimensional
drifted Bessel processes as drifted Brownian motions conditioned to stay positive. These processes
are helpful to describe the law of the potential W, near the h;-minima m; and then to estimate
relevant quantities depending on this potential Wy, mainly with formulas (2.3) and (2.4) below.

For any process (U(t), t > 0) and any a € R, we denote the hitting time of a by U as
V(a) := inf{t > 0, U(t) = a},

with the convention inf() = +o0co. We denote by (Ly(t,z), t > 0, x € R) the bicontinuous
version of the local time of U when it exists, which is the case for X and for Brownian motions.
We also denote by U? the process U starting from a, with the notation U = U°. We sometimes
write P4(U € .) := P(U® € .). In particular, for z € R, ¢ # 0, W is a (—(/2)-drifted Brownian
motion starting from zx.

Let ¢ # 0. We recall the definition of a (—(/2)-drifted Brownian motion W¢ Doob-conditioned
to stay positive (see [25], 5. p. 1783, or [6], Chapter VIL.3 and references therein for more
details). We consider the o-fields F; defined on C([0,00),R) by F; := 0 (Y (s), 0 <s<t),t>0,
and Foo = o(Y(s), s > 0), for a generic element (Y(s),s > 0) of the path space C([0,0),R).
Following (|25], p. 1783), for z > 0, the probability measure P¢/*T is defined on C([0,+0c0),R)
by

1
1 — e$?

PS/2T(A) = E[p —exp(CWE)], WE e A, t <77E(0)|,  AeF, t>0. (21)
This induces a unique probability measure P/ on (C([0,00),R), Fso). Moreover, P21 con-
verges weakly as z — 07, in the space of Skorokhod D([0,0),R) (see [6] VIL.3 Prop. 14 and
comments below) and in C(]0,00),R) (see [25] p. 1784) to a probability measure on C([0, c0), R)

denoted by Pg/ 2T The canonical process, which we denote by (R(s), s > 0), takes values in R .

It is a Feller process for the family (PZC/ 2’T, z > 0), and then is strong Markov. Its infinitesimal
generator is given for every x > 0 by

1d> ¢ ¢ d
——— + 2coth [ 2z | —. 2.2

2d2 2% (237 dz (22)
This infinitesimal generator is given by Lemma 6 of |25], which is true in the case of positive or
negative drift /2.

This process R can be thought of as a (—(/2)-drifted Brownian motion W, Doob-conditioned
to stay positive, with the terminology of [6], which is called Doob conditioned to reach +oo
before 0 in [25]. We notice in particular that, by (2.2), or by (|25], eq. (5.4)), or directly by (2.1)
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combined with Girsanov theorem, the law of R is the same if ¢ is replaced by —¢. That is, W¢
Doob-conditioned to stay positive has the same law as W_; Doob-conditioned to stay positive.
This is the case in particular in (|25], Thm. 2) and then also in ([25], eq. (1.1)), where the sign
should be a + in every case.

This process R is also shown in Rogers et al. ([40], Thm. 3 and eq. (13)) to be equal in
law to the euclidian norm of a 3-dimensional drifted Brownian motion, with drift /2 in some
direction given by a unit vector of R®. We do not use this result in this paper, but for this
reason, in the rest of the paper, we call for z > 0 the process R with law PZC/ 2T a 3-dimensional
|¢/2|-drifted Bessel process starting from z. As in [40], its law is denoted by BES?(3, |¢/2|), and
by BES(3, |¢/2|) = BES(3, |¢/2|) if it starts from z = 0.

In the rest of the paper, it is often useful to consider a process (R(s), s > 0) with law
BES*(3, r/2) for some z > 0. We have by the previous remark, when R starts from z > 0,

P*(R € A) = PE2T(A) = P7R2T(A) = P(WZ, € Alr™25(0) = 00),  2>0, A€ Fo, (23)
where the last equality is noticed in [25] just before its Lemma 6 for A € F;, t > 0 since —k/2 < 0
and then W_, has a positive drift £/2, and so this is true for all A € F. As a consequence,
when R starts from 0, that is, when the law of (R(s), s > 0) is BES(3,/2), we have for all
A € Fw such that P(R € OA) # 0,

P(Re A) =P>T(A) = Py () = lin PRT(A) = lim P(WZ, € ATV (0) = 0). (2.4)

2.2. Path decomposition of the potential W, in the neighborhood of the h;-minima
m;. The point of view of h-extrema has been used recently in some studies of random walks or

diffusions in random environment in the recurrent case, see e.g. Cheliotis [12], Bovier et al. [9]
and Devulder [17]. We now recall some results for h-extrema of W,. Let

VO(z) := Wy(z) — Wy(mi), z€R, ieN
which is the potential W,; translated so that it is 0 at the local minimum m;. We also define

77 (h) == sup{s < m;, VO (z) = h}, 7i(h) == inf{s > m;, VO (x) = h}, h > 0.

K3
The following result has been proved by Faggionato [25] for (i) and (ii).

Fact 2.1. (path decomposition of W, around the hy-minima m;)

(i) The truncated trajectories (V(i)(mi —5), 0 < s <m—17 (hy)), (V(i)(mi +5s), 0<s<
Ti(he) — mi), 1 > 1 are independent.

(ii) Let (R(s), s > 0) be a process with law BES(3,k/2). All the truncated trajectories (V(i)(mi—
s), 0< s <m;—7; (ht)) fori>2 and (VW (mj+s), 0<s<r7j(hs) —mj) for j >1 are equal
in law to (R(s), 0 < s < 78(hy)).

(iii) Fori > 1, the truncated trajectory (V(i)(s + 7i(ht)), s > 0) is independent of (Wy(s), s <
7i(ht)) and is equal in law to (W}t (s), s > 0), that is, to a (—k/2)-drifted Brownian motion
starting from hy.

We point out that for reasons linked to renewal theory, the first trajectory in (ii) for i = 1
has a different law, which we will not use in this paper.

Proof: Notice that M;_1 < 7, (ht) < m; < 7(h) < M;, @ € Z. Moreover the hy-extrema of W,

are the r.v. m; and M;, i € Z. So (i) follows from the independence of the truncated trajectories

between consecutive hi-extrema proved by Faggionato (|25], Theorem 1; notice in particular the

comment about independence just before its equation (2.26)). Result (ii) is proved in Faggionato

([25], Theorem 2 p. 1785), since, as explained in the paragraph after (2.2) of the present paper,
8



a Brownian motion starting at 0 with drift /2 Doob conditioned to reach +oo before 0 has the
same law as a Brownian motion starting at 0 with drift —«/2 Doob conditioned to reach +oo
before 0, and the same law as BES(3,k/2).

Finally, let i > 1. For every x > 0, 7;(h;) < z if and only if the function s + Wi (s)1 (o 2)(5) +
Wie(2)1 (3 +00)(8) has at least i hy-minima in (0,z]. Consequently, 7;(h;) is a stopping time for
the o-field o(Wy(s),s € (—oo,z]), x > 0. Hence the strong Markov property gives (iii). O

We now introduce

71 (h) :==1inf{u >0, Wy(u) — [ionf] W, > h}, h > 0. (2.5)
U

We gather here some other results proved by Faggionato [25] that will be useful in the following:
Fact 2.2. (Faggionato [25]). The random variables Wy, (M;) — Wi(miy1) — he and Wi (M;) —

We(m;) — hy, @ > 1, are independent. They are exponential variables of mean respectively
(2/k) sinh(khs/2)e"/2 and (2/k) sinh(khs/2)e= /2 Moreover fori > 1,
e thi/2, [0 + K2 /4

V20 + k24 cosh(hyr/2a + £2/4) — (1/2) sinh(hy/200 + K2 /4) 26
2.6

24/2 2 /4 sinh(kh/2

E (e—a(n(h)—mi)) _ o+ K?/4sinh(kh/ ), 0<h<h, a> —1-62/8, (2.7)
rsinh(hy/2a + k2 /4)

P(0 < My < my) = P(0 € [mg, Mp)) ~t—s 100 Khee ™. (2.8)

Also, —inf{g rx(n)) Wi s, for h > 0, exponentially distributed with mean 2k~ L sinh(kh/2)e /2.
So for large h for all x > 0,

E(e—a(mi+1—Mi)) —

a >0,

P(inf[o’.,.*(h)} Wy > —.CC) < e . (2.9)

Finally,
E(r{(h)) < Cye™,  h>0, (2.10)

Proof: All this is proved in Faggionato [25] with © = /2, so we just explain where these results
are stated in this paper [25].

Thanks to ([25] Thm. 1 and the remark before its (2.26)), (Wi (M; + x) — W, (M;), 0 <
x < miy1 — M;) and (Wi(m; + x) — Wi(m;), 0 < x < M; —m;), i > 1, are independent, and
their laws are respectively P*? and P'J:/ 2, which are defined in (|25] p. 1769), with A = h; in
our case. In particular, the lengths m;11 — M; and M; — m; of these truncated and translated
trajectories, called h-slopes in [25], and their excess heights Wy (M;) — Wy (m;11) — hy and
Wi (M;) — Wy (m;) — hy are denoted respectively by ¢_, ¢4, (— and (4 in ([25], Prop. 1, formulas
(2.11), and (2.14) with A = 0, see also (2.1)), which provides their law, and in particular this
proves the present fact up to (2.6).

For 0 < h < hy, m; is a h-minimum, so for i > 1, by (|25], Thm. 1), (W, (z+m;)—Wys(m;), 0 <
x < 7;(h) —m;) has the law defined as Pf/Q for this h in (|25], eq. (2.9)). Hence 7;(h) — m; has
the same law as the r.v. called 7 — o in ([25] eq. (2.9), see also (2.2)). Its Laplace transform is
given in (|25] eq. (2.3) of Lem. 1). This gives (2.7).

Now, 0 < My < m; if and only if 0 € [mg, M), that is, the translated trajectory between the
two consecutive hs-extrema surrounding 0 belongs to the set of slopes starting at an A;-minimum
and ending at an h;-maximum, denoted by W in ([25] after eq. (2.10)). The probability of this
event is given in (|25], Thm. 1 and eq. (2.25) in the case W,, h = h;), which leads to (2.8).
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We turn to (2.10). For h > 0, 77(h) is denoted by 7 in ([25], eq (2.2)). Let /_ and ¢4 be as in
([25], Prop. 1), that is, £ Lr—o+o >1-0 by ([25], eq. (2.9)) and £_ £r o' +o>0 by
(|25], eq. (2.10)), where the values of ¢’ > 0 and 7/ — ¢’ > 0 are not important here. Applying
(125], eq. (2.17)) gives E(rj(h)) = E(r) = E[(T — 0) + 0] < B({_ 4+ {4) < 2k 2e",

Finally, inf|g 7+ (n)) Wi is denoted by 8 in ([25], eq. (2.2)); its law is given by ([25], eq. (2.4) in
its Lem. 1), which leads to our (2.9). O

2.3. Definition of valleys, and standard h;-minima m;, i € N*.

We would like to consider some valleys of the potential around the h;-minima m;, ¢ € N*, which
would be intervals containing at least 7, ((1+4 )h¢), M;]. However, these valleys could intersect.
In order to define valleys which are well separated and i.i.d., we introduce the following notation.
This notation is later used to define valleys of the potential around some m;, which are shown
in Lemma 2.3 to be equal to the m; for 1 <14 < n; with large probability.

Let
hi = (1 + K+ 26)hy.

We define IZ{J|r := 0, mo := 0, and recursively for i > 1 (see Figure 1),

L = inf{e > L, Wa(z) < We(Lf ) —hi},
Fi(he) = inf{z > L W(z) - infze Wi > e}, (2.11)
m; = inf {a: > [ig, We(z) = inf[ig,ﬁ(ht)] W,@},
LF = inf{z > F(h), We(r) < Wa(Fi(he)) — he — by}
We also introduce the following random variables for ¢ € N*:
M; = inf{s>m;, We(s) = max i+ We(uw)},
Li = inf{z>7(h), Wlx) = We(mi) = h/2}, (2.12)
7i(h) = inf{s > m;, Wa.(x) — Wg(m;) = h}, h >0, (2.13)
7, (h) = sup{s <my, Wi(x)—Wy.(m;)=h}, h >0,
Ly = 7 (k).

We stress that these r.v. depend on ¢, which we do not write as a subscript to simplify
the notation. Notice also that 7;(h:) is the same in definitions (2.11) and (2.13) with h = hy.
Moreover by continuity of Wy, Wy (7;(h:)) = Wx(m;) + he. So, the m;, ¢ € N*, are hy-minima,
since Wi (i) = infiz+ - Wes Wa(Fi(he)) = Wie(imi) + he and W (LE ) > Wa(in;) + hy.

177~—i

Moreover,
L, <L <mi<#lh) <Li<Li, ieN, (2.14)
L, <Ly < < #ilhe) < My < Lf,  ieN~. (2.15)

Furthermore by induction the r.v. EE, 7i(ht) and f/f, i € N* are stopping times for the natural
filtration of (Wy(z), > 0), and so L;, i € N*, are also stopping times. Also by induction,

Weo(LH) = inf W,,  We(my) = inf W, We(Lf) = inf W,=W(m)—h;, (2.16)
[0,L7] (0,7 (he)] [0,L]]

for i € N*. We also introduce the analogue of V@ for m; as follows:

VO(2) := W(z) - We(i),  z€R, ieN.

We call i th valley the translated truncated potential (V(i) (x), L
10
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FIGURE 1. Schema of the potential between I::r_l and I::r, in the case Eg < f{

We show in the following lemma that, with an overwhelming high probability, the first n; 4+ 1
positive hi-minima m;, 1 < ¢ < ny; + 1, coincide with the r.v. m;, 1 <i < n; + 1. We introduce

the corresponding event Vy := ﬂ?;#{mi =m;}.

Lemma 2.3. Assume 0 < § < 1. Fort large enough,

P (V) < Cpnge /2 = l=r/Zto(he

Moreover, the sequence ((f/(i) (x + I:;tl), 0<z< I:j - I:;tl), 7> 1), 18 1.4.d.

We notice that consequently, the valleys (f/(i) (x), ii_ <z < INLi), 1> 1, are also i.i.d.

Proof: Since m; is an hy-minimum for Wy, for every ¢ > 1, we have {m;, i € N*} C {m;,i € N*}.
We now assume that we are on the complement V; of V;. So the smallest 5 > 1 such that
m; # m; satisfies 1 < j < ny + 1. Due to the previous inclusion and since mg = 0, we have
mj—1 < m; < m;. If for this j, I~/§ < mj; < mj, there would be a v > m; > I~/§ such that

We(m;) = inf W, > inf W,
[m;,0] [ ]
Wi(v) > Wi(mj)+he > lglf W, + hy, (2.17)
[Lj,v}

since m; is an hy-minimum. The definition of 7;(h:) and (2.17) would give 7;(h;) < v, and then
Iig <mj < my; < 7j(h) < v, by definition of r;. Then Wi;(my;) = inf},,; ,) Wi < Wi (1), which
contradicts the definition of m;.

Hence, mj_1 < m; < ﬂg Thus by (2.16), W.(m;) > Wn(i}g) = W,.i(f/j_l) — hf =
Wi(fj—1) — 2h if j > 2, whereas Wy (m;) > Wy, (i%) = —h; if j = 1. Consequently,

Vi C{Wa(ma) = =} U UL We(my) > Wi(mj_1) — 2k} (2.18)
11



For j > 2, we have by the start of Fact 2.2,
PWy(mj) = We(mj—1) — 2hy] (2.19)
c,
< P[Wa(Mjo1) = Wilmy) < /%] + PIW(Mj1) = Wie(mj1) > /% — 21] < erhef2”
For 7 = 1, notice that either 0 < My < m1, which has probability
P(0 < My < my) < 2hse " (2.20)
for large ¢ by (2.8), either there is no hi-maximum in (0, m;], and so My < 0.

In this last case we show that m; < 7/ (h:), which we defined in (2.5). Indeed, assume 7 (ht) <
my. We consider v = inf {z > 0, Wy(z) = inf(o 7+ ()] W.} and y = inf{z > 0, W.(z) =
SUD[r+ (hy),m1] Wy}. It follows from the definition of hi-extrema that Wy(m1) = infjaz ) Wi
Since My < 0 < u < 71 (ht) < my, this would give Wi (m1) < Wyi(u) = Wil[rf(he)] — he <
Wi(y) — ht, and Wis(y) = supp, p,] Wi, s0 y is an hy-maximum and belongs to (0,m4], which
contradicts this case. So my < 7 (ht).

Hence in this case, there exists v > my such that Wy (v) > Wi(mq) + hy and Wi(mq) =
inf(,, o Wk, s0 71 (ht) < v. Thus, Wi (m1) = inf[mwi«(ht)] Wy. This, My < 0 and Wy(mq) =
inf(nsg,mi) Wi yield Wi (m1) = inf(g rx(n,)) Wi So, (2.9) and (2.20) give for large ¢,

P[Wﬁ(ml) > _ht+] < the—}iht + P[inf[O,Tf(ht)] W, > —h?] < C+€_Hht/2.
Hence, using (2.18) and (2.19), we get P(V;) < Cynge™ /2 for large t.
Finally, the fact that the sequence (f/(i) (a:+l~/i+_l), 0<z< E:r — f/itl), i >1,1isi.i.d. follows

from the strong Markov property applied at times Ll-tl, which are stopping times. U
The following remark will be useful in the rest of the paper.

Remark 2.4. On Vy, we have for every 1 < i < ng, m; = m;, and as a consequence, v (@ (x) =
V(2), z € R, 7, (h) = 7 (h) and 7;(h) = 7i(Rh) for h > 0. Moreover, M; = M;. Indeed, M;
is an hy-mazimum for W, which belongs to [m;, m;1] = [mi, mi11] on Vi, and there is exactly
one hy-mazimum in this interval since the hi-maxima and minima alternate, which we defined
as M;, so ]\Zfi = M;. So in the following, on Vi, we can write these r.v. with or without tilde.

2.4. Some technical estimates related to the potential. We first provide estimates for the
distance between some points of a given valley:

Lemma 2.5. Assume 0 < 6 < 1/2. For large t, for all 1 <i < nq,
P[Thi+1 - Mz < e'{(lits)ht, Vt] < P(mi+1 —M; < en(lia)ht) < C_:,_eimsht, (2.21)

P[#(h) —m; > 8h/k] < Cpre”™@V2 o< p<h, (2.22)

Pl — 7 (h) > 8h/k] < Cpe ™MD 0<n<h. (2.23)

Proof of Lemma 2.5: First, it follows from Remark 2.4 that {m;+; — ]\Zi < e”(l_‘s)ht} NV C
{miy1 — M; < e"1=9m) for 1 < i < ny. This gives the first inequality of (2.21), whereas for the
second one we can use the results of Faggionato [25]| that we have gathered in Facts 2.1 and 2.2,
and then BES(3, k/2) processes. This technic is used several times in this proof and later in the
paper.

Let i > 1. We apply (2.6) with a(t) = e (1= 5o that E(e-¢®mai=My o, x2e=r0h /9,
This and Markov inequality yield for large t,

P(mi+1 —M; < eﬁ(l—é)ht) - P(e—a(t)(mi+1—Mi) > 6_1) < C+e_m5ht.
12



This ends the proof of (2.21).
Applying (2.7) with a = —x2/16 gives

2 (B — s sinh(kh/2) 1 _
E (R ih-m)/16Y _ byt —=e (171 VDR/2, 2.24
<€ ) V/2sinh(kh/v/8) hot \/ie (2.24)

So, choosing Cy large enough, RHS of (2.24) < C’+e”(1*1/‘/§)h/2 for all 0 < h < hg. Thus,
P(7i(h) —m; > 8h/k) = P(e(“2/16)[ﬂ‘(h)*mi} > e”‘h/Q) < Cye 2V (2.25)
for all 0 < h < hy by Markov inequality. Since 7;(h) — m; = 7;(h) — m; on V; by Remark 2.4,
and P(Vt) < e—rhe/(2V2) < e~ R/ (2V2) for large t for all 0 < h < hy by Lemma 2.3,
P(7i(h) — m; > 8h/k) < P(ri(h) — m; > 8h/k, Vi) + P(Vy) < Ce "MV 0 < b < by,

which gives (2.22). According to Fact 2.1 (ii), m; — 7; (k) and 7;(h) — m; are equal in law for
i>2and 0 < h < hy. So we can replace 7;(h) —m; by m; —7; (h) in (2.25), which similarly as
before gives (2.23) for i > 2. Finally, m; —7; (h) has the same law as mg — 75 (h) for 0 < h < hy
by Lemma 2.3, so the case i = 1 of (2.23) follows from the case i = 2. O

We also recall that a scale function of W¢ (x +— W(x) —(x/2) is for { # 0 (see e.g. [25], (5.1)),
sc(u) = M —1= 2¢<%/2 sinh(Cu/2), u € R,
P () <™ (@) = scly-a)/sclz—2), w<y<z (2.26)
for which we remind that WZ/ denotes a (—(/2)-drifted Brownian motion starting from y.

We also need some estimates on hitting times by W, and a process R with law BES(3, x/2)
(recall that in (2.27), P®" denotes the law of R starting from ah, that is, with law BESY(3, r/2)):

Lemma 2.6. Let 0 < v < a < w, and R having law BES(3, k/2). For all h large enough,

pah (TR(’)/h) < rRwh)) < 2exp[—k(a—)h], (2.27)

P (TR(wh) —1R(ah) < 1) < dexp|—[(w-— oz)h]2/3], (2.28)

P(/T " effWdy > e(l_a)h) > 1 —3exp[—kah/2], 0<a<l, (2.29)
0

P(rf(h) > 8h/k) < C,exp [- /@h/(2\f2)]. (2.30)

Proof: We recall that R has the same law as the (x/2)-drifted Brownian motion W_, Doob-
conditioned to stay positive. In particular, this proof relies on (2.3) and (2.4). First, using (2.3)
and (2.26), we have for 0 <y < o < w,

LHS of (2.27) = [T X (yh) < TVER (Wh) | TV (00) < TR (0)]
< W (W) Pk (00) < 7R (0)] /P[P (o00) < 7R (0)]
_ <1_ _H[<a—v>h1> s-(7h)
S_gl(w—=")h] ) s—x(ah)
sinh[k(w — a)h/2] sinh(kyh/2)
sinh[k(w — v)h/2] sinh(kah/2)’

where LHS means left hand side. This gives (2.27) for large h.
13




Now, we notice that the left hand side of (2.28) is thanks to (2.4) for 0 < o < w,
liJ%IP[TWE”(wh) —7Wox(ah) < 1| 754(0) = o0
= lim P[r""«(ah) < W2 (0)] P[rV R (wh) < 1,7V5(0) = o0 /P [7V2x(0) = o],

where we applied the strong Markov property at time 7/V== (ah). Moreover for large h,

P[waz(wh) <1 = P< sup (W(z) + ah + ka/2) > Wh> < P<SUPW > (w—a)h— ;)
z€[0,1] [0,1]

< 2exp [~ [(w — a)h]?/3],

because sup 1 W £ |[W(1)|, where £ denotes equality in law, and P(|[W(1)| > z) < 2¢=**/2 for
z > 1. Since lim, o P[7" "= (ah) < 7V%(0)] /P[7"V"#(0) = oo] = (1 — e7"*")~1 < 2 for large h
by (2.26), we get (2.28).

To prove (2.29), let 0 < a < 1. Notice that the probability of {infTR[(l,a/Q)h]gugTR(h) R(u) >
(1 —a)h} N {rE(h) — 781 — a/2)h] > 1} is at least 1 — 3e~"*"/2 for large h by (2.27) and
(2.28). Moreover, we have on this event,

8 (h) 8 (h)
/ efWdy > / ety > [TR(h) — i1 - a/2)h]]e(1_°‘)h > (1=
0 TR[(1—a/2)h]

which proves (2.29). Finally for 0 < h < hy, 77(h) is equal in law to 71(h) —my by Fact 2.1 (ii),
so (2.30) follows from (2.25) O

We also provide in the following lemma some probabilities concerning (f/(i) (z), 77 (h) <
r < %i_(ht)). Unfortunately, they cannot be evaluated directly with the help of Fact 2.1 and
BES(3, k/2) processes, so we evaluate them with more elementary technics. The proof of this
lemma is deferred to Section 6.

Lemma 2.7. With probability P at least 1 — e~ *"/% for large t, we have for every 1 < i < ny,

i — Ly <L — Ly = LT —77 (k) < 40h] /k, (2.32)
/ VO W gy > ehj_”ht/Q, (2.33)

Ly
inf v > pye. (2.34)

(7 ()7, (he)]
We end this section with the following basic result and its proof:

Lemma 2.8. Let 0 < a < w. We have for large h,
Pt (—ah) > 2wh/k] < exp [ — Kk(w — @)?h/(4w)]. (2.35)
Proof: We have,
P[rWs(—ah) > 2wh/k] < P[W(2wh/k) > (w — a)h] = P[W (1) > Vkh(w — a)/V2w].

Since P(W(1) > z) < e=@*/2 for z > 1, this proves the lemma. O
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3. QUASI-INDEPENDENCE IN THE TRAJECTORIES OF X

We now assume that 0 < x < 1. In this section we provide some information on the typical
trajectories of X. We also show that the times spent in the different valleys are, asymptotically
in ¢, nearly independent under the annealed probability P (see Proposition 3.4). Then we prove
that the time spent by X between the valleys is negligible.

We start with some classical formulae about the diffusion X, its hitting times and local times,
which will be important in the rest of the paper.

3.1. Some formulas related to the diffusion X. We first introduce
) :/ V@) g, r e R, Aso ::/ " @z < 00 as. (3.1)
0 0

We recall that A is a scale function of X under PW= (see e.g. [43] formula (2.2)), that is,
PUA[H(:) < H@)] = [AW) - A@/AG) - A@),  c<y<z (32

Here IP’ZV = denotes the law of the diffusion X in the potential Wy, starting from y instead of 0,
conditionally on W, and IEL/V ~ is the corresponding expectancy. As in (Brox [10], eq. (1.1) or
Shi [42], eq. (2.2)), there exists a Brownian motion (B(s), s > 0), independent of W,,, such that
X(t) = A~YB(T~(¢t))] for every t > 0, where

T(r) = /07" exp{—2W,[A™Y(B(s))]}ds, 0<r<7B(AL). (3.3)
As a consequence, with this notation, we have (see e.g. Shi [43] eq. (4.5) and (4.6)),
H(r) =T[rP(A(r))] = /r exp|—Wi (w)|La[TP(A(r)), A(u)]du, r > 0. (3.4)

— 00

Moreover the local time of X is Lx(t,x) = e=V=@) Lp[T~1(t), A(z)], t > 0, = € R, as proved in
Shi (|42], eq. (2.5)). So,

Lx(H(r),z) =e V@ LplrB(A(r), A(x)]  r>0, z€R. (3.5)
It will sometimes be useful to notice that H(r) = H_(r) + H4(r), where

0
:/ Lx(H(r), z)dz, /EX o)z, >0,  (3.6)

are the time spent by X respectively in R_ and in R, before it first hits . We will sometimes
need the following result (see Dufresne [20], or Borodin et al. [7] IV.48 p. 78):

Fact 3.1. (Dufresne) The r.v. 2/A~ is a gamma variable of parameter (k,1), and so has a
density equal to e *z" g, (z)/T(k).

3.2. Probability that the diffusion X leaves the valleys on the right. In this subsection,
we prove that for most environments, with a large quenched probability, the diffusion X, after
first hitting m;, leaves the valley [L L] on its right, for every 1 < ¢ < n;. More prec1sely,
we introduce H,_,, := inf{s > H(x), X(s) = y} — H(z) for (z,y) € R%, which is equal to
H(y) — H(z) if x < y. We also introduce

m—)L’

={Ui<Hg_;-}, iz1l (3.7)

We have (notice that n;e™ = o(1) since ¢(t) = o(logt)),
15



Lemma 3.2. Assume 0 < 6 < 1/8. We have, for large t,

N{Erel (L) > 1 (1)) =P () < ewz}] > 1= Chmpe 0,

i=1

P

Proof: By the strong Markov property and then by (3.2), we have for all 1 <i < ny,

L i L; ~ (i —1
eV“@dx)(/_ V@ dr) < Qi/Di (38)

m;

PY(E) =Pl (H(L) > HED) = ([ ~ ~

where, since SUD(7,. 1] V) < SUD|7,. +] VO = VO (AL, ;) and L < My,

Qi = ([N/Z _ E;)ev(i)(Mi)7 D, — /mz V@) gy

We start with the denominator D;. By (2.33), we have for all 1 < i < ny, since 6 < 1/8,
P[D; > M =/ > 1 — g7/ > 1 — il (3.9)

We now consider the numerator @; for some 1 < i < n;. First by (2.32) and since I:Z <
L+, we have P(L; — L; > 40k} /k) < e~"ht/8  Moreover, since 7;(hs) is a stopping time,
(V(l) [z + 7;(ht)] — hey, > 0) is equal in law to (Wy(z), = > 0), so

P[f/(i) (M;) > he(1+ 5] = P< sup. (f/(i) —hy) > 5ht> <P <Sup Wi (s) > 5ht> < e RN,
[7i(he), L] 520
since Plsupyg o) Wi > @] = Plinfjg o) W < —z] = 7", 2 > 0, e.g. by (2.26). Finally
P[Qi < 40h2’n_1e(1+5)ht] > 1 — ¢ 0rht
for 6 < 1/8 and t large enough. This combined with (3.8) and (3.9) gives for large t,
P[P"=(&) < Cy hye I+ (W =rhe/2) < o=(5/2i] > 1 _ gg=rdhe, (3.10)

This proves the lemma. O

3.3. Probability that the diffusion X goes back to m; after leaving the i-th valley. We
introduce for ¢ € N* (see Figure 1),

L = inf{x > 7i(hs), Wu(zx) — Wi(m;) < 3hy/4} < L;. (3.11)

In the next lemma, we show that with a large probability, after hitting L;, X hits m;41 before
(maybe) going back to L} for 1 < i < ny. This is helpful in the proof of Lemma 3.7 and in
Subsection 5.2.

Lemma 3.3. We have for large t,

P IP’W”( Nty ! {HL < HL@-—JJ;‘}) >1-— Qnte*ht/g >1-— C’+nte*”ht/16. (3.12)

—)mLJrl

This, combined with Lemma 3.2, gives a picture of the typical trajectories of X. In particular,
with large probability, up to time ¢, X visits successively the different valleys [L L; i, 1 <i < my;
it exits each one on its right L;, then does not go back to Lf and then to m;, but goes to m;1.
That is, with a large probability, the diffusion X hits successively each hy-minimum m;, 1 < i < ny
and does not come back to the previously visited m;.

16



Proof of Lemma 3.3: We define A%, := [ e"=(W-Wu(@)qy, 2 € R. Let

33 . ng—1 _ - ng—1 - S
&7 = N H ) < Hpsped COEC{H Ly, < Hpope}s (313)
_ i 7 Lx -
g5% = npt{Al <M, AT e) < he/16 0 4L > ¢ /161,

Applying Fact 3.1 (Dufresne) we have P(Ax > y) < Cy ™" for y > 0, and P(Ax <y) < e /v
for small y > 0. Moreover, since L;, Tj+1(h¢) and L} are stopping times for the natural filtration

of Wy, the r.v. Agg, AT and AL have the same law as Ay under P by the strong Markov
property. Consequently for large ¢,

P(EF3) < ny (20, ™16 1 =" ') < Oy /16, (3.14)
Moreover, applying the strong Markov property and (3.2), we have on £33,
PV [Hp ey > Hipe) = Prr [H(Fia (h) > H(LY)] = Qf/D},  1<i<n—1,

where, recalling that W, (L;) = Wi (;) + he/2 and W,(L*) = W, (17;) + 3he /4,

Tig1(he) - _
Qr = / eVe@ g < el AL < exp (Wi (i) 4 he/2 + he/16),  (3.15)
L;
Tit1(ht) - =, _ ~
Df = / eWr@) gy = WelLD) gL _ WalFira(he)) gTira(he)
L;

on £33, Moreover, W, (m;11) < WH(E§+1) < Wi(L) < Wi(;) — hy, so on 33 for large t,

W,i(’r’fli+1)+ht eht/16 > eWn(ﬁli) [

e

D;k Z eWﬁ(ﬁLz)+11ht/16 _ e

11he/16 eht/IG] > eW,g(ﬁli)'f'llht/lG/Q

for all 1 <i < ny, so QF/D; < 2¢ /8 Thus PW= (@) ]155,.3 < 2ngeM/8. This and (3.14) give

P(£77) < P(EP3NEF?) + P(€37) < Come™ /16, (3.16)
which we need in the proof of Lemma 3.3. Moreover, we get LHS of (3.12) > P(PW(&3) >
1-— Qnte’ht/g) > P(SS'B') >1— Cynge /16 This proves (3.12). O

3.4. Independence in a trajectory of X. We are interested in the law of U, defined as
follows:

Ai(z) = /ef/(i)(")du, z€R, i€ N,
L2 e B(Ai(i-V A
U = / e L5 (7B (Aa(Es)), An(w)] du, (3.17)
iy

where (B(s), s > 0) is a Brownian motion independent of W, and then of V(). As explained
below in (3.22), U is equal in law to the exit time of X from the valley [f);, Ly] under ]PEX; if
X leaves this valley on its right. Notice that we have chosen the second valley in the definition
of U because Fact 2.1 provides the law of V# near m; for ¢ > 2 but not for ¢ = 1. Moreover we
stress that U, as well as the r.v. U;, ¢ > 1, depend on ¢, since the m;, ﬂi_ and L; depend on h;.

We now prove that the law of the sum Uy + - - - 4+ U, (defined in (3.7)) can be approximated
by the law of the sum of n independent copies of U, in the following sense:

Proposition 3.4. Assume 0 < § < 1/8. There exists a constant Co > 0 such that for large t,

YA >0, V1 <n <mn, ’E (e_AZ?:l Ui) a [E (e_mﬂn
17
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where nye= "M = o(1) since ¢(t) = o(logt). Moreover for all n> 2, [a,b] C [0,1] and a > 0,
n—1 n—1

P(ZZZ € [a,b],zn:lf Za) —/:P(Z? de)[P’(U/tZa—a:)

< Cynge™™M - (3.19)

Similarly forn =1, [P(Uy/t > a) —P(U/t > a)| < Cynge ke,

Proof: We fix 0 < ¢ < 1/8 and A > 0. We also introduce G, := o(X(u), 0 <u <s, Wy(z), v €
R) for s > 0. For n € N* and 1 <i < n, WehaveL < 1 < Li < my, by (2.14) and (2.15), s
U; and 1g, (defined in (3.7)) are Gpp,,)- “measurable. Hence for ¢ and n such that 2 <n < ng,

. n—1
]EWK, <€)\ Z?:1 Us H ]]_gl> = EWF" <IEVV"i (eAUn]lgn )> 67)\2?:_11 v H ]]-&>
i=1 ‘
B . W A fjn n— 1
=E <Emn (e ( )]1{H(Zn)<H(in>}) H te >

by the strong Markov property, applied at time H(7m,,) to X which is a Markov process under
the quenched probability P"+. Hence we obtain by induction on n,

EW= (e—AZ?—l Ui 1:[1 ]1&) - HE%K <€_AH(£Z)]]‘{H(E1)<H(Z:)}> . (320)

i=1

Under IP’W“ (X (u)—7ny, u > 0) is a diffusion in the potential Wy (z+m;)— Wi (1;) = VO (z+m;),
x € R, and starting from 0. So, applying (3.1) and (3.4) with A;(. + ;) instead of A(.), there
exists a Brownian motion (B;(s), s > 0), independent of V()| such that the hitting time of 7 > 0
by X — m; is under Pﬁvn[ff,
/ e VOEtm) £ o (7B (Ay(r + i), Ay + )| de, (3.21)
and is in fact H(r 4+ m;), hitting time of » + m; by X. So under IP’?;’? on {H(L;) < H(L;)},
~ E’L %0 5 o~ o~ ~
H(L;) =U; = / e VMg (PP (Ai(L)), Ai(uw)]du, (3.22)

where we replaced the born —oo in the integral by ff because e_Vm(“)EBl[ B; i(Ai(Ly)), Ai(u)]
is by (3.5) equal under }P’W“‘ to Lx(H(L;), ), which is 0 for u < L on {H(L;) < H(f/;)} For

the same reason, we also have, under ]P’EZ/_“,
7

Ui = Lx(H(L:),[L7, Li]), (3.23)

where Lx(s,A) := [\ Lx(s,x)dz, A C R is the total time spent by X in A until time s. Also,
let Lx([u,v],A) :=Lx(v,A) — Lx(u,A) for 0 < u < v. We have by (3.22),

(3.20) = [T EX- (exp(—)\Ui)]l{H(LKH(Z;)}) < TTEY" (exp(—AU,)). (3.24)
i=1 i=1
We notice that on {H(L;) > H(L; )} under IP’ﬁVZf“, we have thanks to (3.23), U; > Lx ([H (L) +

i i
Hi- o, ,H(L;)],[L;, Li]), which is the time spent in [L;, L;] by X between times H(L;) +
18



H; and H(L;). So, we get

L;%m
Wi [ ,—AU; ~ ~
B (6 1{H(L»>H<L;>})
W Wa (X HED+H L HELES LD, )
< En ( (H(L)>H(ED) ] ( : O H 1AH(L>>)

= PYr[H(L;) > H(L])|EY (e V) = PYVr(&)ER= (e V)
by the strong Markov property. This and (3.24) yield

o0 =1[ [E’% () =B (P o) ] > [T - P ) (7).

i=1 i=1
Consequently by Lemma 3.2,

E (642;;1[]1-) > E[(3.20)] > [1 _ e—nht/ﬂnE[ﬁEﬁW{: (e—AUz)] _ (ej;s:f'

=1

Since (V( Nz), Ly <x <L), i>1areiid. by Lemma 2.3, the r.v. ]Eﬁvzﬁ (e7AY7) are also i.i.d,

and U, £ U under P. Moreover, (1 —z)" > 1 — zn for 0 < 2 < 1, so this gives for large ¢ since
§<1/2,

E (e*)‘Z?ﬂ U") > [E(ef’\Uﬂn — C+nte*”5ht, (3.25)
for all 1 <n < ny. Similarly, using (3.24) and Lemma 3.2,
E (¢S 0) < E[(3:20)] + PUL, B < [Be)]" + Camie,

for every 1 < n < mn;. This together with (3.25) proves (3.18).
For (3.19), we obtain for n > 2, [a,b] C [0,1] and « > 0,

n—1 n
P(Z? - “"“’2? = g") B[ ocqu (L ey il

i=1 ¢t

)]

Since U; is, for 1 <14 < n—1, Gp(,)-measurable, whereas U, and 1¢, are under PW= independent
of Gy (m,,) by strong Markov property, this is equal to

b n—1
UA
Wi — ¢ _
E[]IE? U (E (]1%2&_9515”)}36:2@1%)] _/a IP’(Z : edx)IP’(Un/t>a 2, &),

i=1 t i=1

since Y7, U;/t is measurable with respect to o(Wy(v), v < L1, X(u), u < H(L,_1)), and
so is independent of EW (]lUn Jt>a—zlE, ) which is for every x € R measurable with respect to
oc(We(v+ L 1) = We(Lt ), v>0) with L,y < L} | < L by (2.14).

By (3.22), U, = H(f/n) = U,, on &, under ]P’EXZ, and U, £ U under P by Lemma 2.3. So,
PU/t>a—x)—PE,) <PU,/t>a—1,&) <PU/t>a—x), x €R. (3.26)
Since P(E,) < Cynge "M by Lemma 3.2, we get (3.19) for n > 2. Finally the case n = 1 follows

from (3.26). O
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3.5. Negligible parts in the trajectory of X. We now prove that the total time spent by
the diffusion X between the first n; valleys is negligible compared to t.

We first give some estimates about hitting times. To this aim, we recall the notation of Subsec-
tion 3.1 and in particular H_(r) and H, (r), which are defined in (3.6) and (3.5). We start with
an estimate concerning the total time spent by X in R_, that is, H_(+00) := lim, oo H_(r).

Lemma 3.5. For z large enough (this lemma is in fact true for every k € (0,00)),

P(H_(+00) > z) < C[(logz)/z]"/v+2). (3.27)

Proof: For a >0, « > 0 and b > 0, let
E3P = {sup,g e Wrl@) < a}, 3% :={Ax <}, &%= {supy<0 Lp[rB(a),y] < b},
LY (+00) :=sup sup Lx(H(r),z).
r>0 x<0
We first prove an inequality with regards to Ly (+00). We notice that by (3.5),
E}_(—i—oo) = sup sup {efW"(x)CB [TB(A(T)), A(a:)] } < (sup eiW“(x)> sup EB[TB(AOO), yl.
r>0 x<0 <0 y<0

By the first Ray—Knight theorem (see e.g. Revuz and Yor [39], chap. XI), there exist two Bessel
processes Ry and Ry, of dimensions 2 and 0 respectively, starting from 0 and Ra(«), such that
Lp(t8(a), ) is equal to R2(a — z) for z € [0, ] and to R2(—x) for < 0. Hence, for a < b,

b
B(E35) = P(R3(a) > b) + /0 P <21;13 R3(y) > b|R3(0) = x> B(R(a) € [z, + da]).

Since Ry is equal in law to the euclidian norm of a 2-dimensional Brownian motion and so R3(«)
is exponentially distributed with mean 2« since P(supg R > b|R2(0) =) =x/b,0 <2 <)
(a scale function of R3 being z +— =, see e.g. Revuz and Yor, [39] p. 442 with v = —1), and since
e ® < 1/x, x > 0, this gives by scaling

- 2 « (0% (07
P(E35) = exp ( - 21;) + E(RQIE)l{Rg(a)Sb}) <[2+E(RD)] 5 = 47- (3.28)

Now, let z > 0, a := Z%H, a = 272 and b := z%; Notice that on &£ N &5 N &P,
Ly (+00) < 2. Moreover, Plsupyg .y Wi > @] = ™", x > 0 by (2.26) as in the proof of Lemma

3.2. So, using Fact 3.1 (Dufresne) for P(@), we get for z large enough,

PILY (+00) > 2] < P(EFF)+P(EFT)+P(EF) < a " +[2/a]"/ (kT (x))+4a/b < Cyz™ 2. (3.29)
We now turn back to H_(+00). Define for ¢ > 0,

E3° = { min  B(s) > —az%}, £3° .= {’A_l(—z)‘ < clogz}.

0<s<78 ()

On N2_,E35, notice that by (3.5), for r > 0, Lx(H(r),z) = 0 if A(z) < Ming<s<,8(A(r)) B(S),

and in particular if A(x) < —azRi? = —2 since a > As > A(r), and so
0 0
H)= [ et s [ £ (oo
ATH(=2) A=l (=2)

This gives on N7_,E3?, since L3 (+00) < z on this event,

H_(400) < ‘A_l(—z)‘ﬁ}_(+oo) < czlogz. (3.30)
20



Moreover, for ¢ > 2/k, small € > 0, and all large z, using (W(—u), u € R) £ (W(u), ueR),
G35 clog z
P(8g5) = IP)[ —z < A(—Clog Z)] =P (Z > / €W(u)+nu/2du>
0

KC KC KC 2
< IP’[z > exp ( inf W) 2(z? - 1)] <P [exp < inf W) < 212+5] < 2,25 179) ,
[0,clog 2] K [0,clog 2]
(3.31)

since inf(g c10g ) W £ —/clogz|W(1)| and P(W(1) > z) < e */2 for large 2. Moreover,
P(E35) = o/ + ozz:%%] < L, Choosing ¢ large enough, this, together with (3.29), (3.30)
and (3.31) gives P[H_(+o00) > czlog z] < Cyz~%/(5+2) which proves (3.27). O
Lemma 3.6. There exists a constant C3 > 0 such that for every h > 0,
E[H, (7 ()] < Cael, (3:32)
where 7§ (h) = inf {u > 0, Wy(u) —infj ,; W > h} as in (2.5). Moreover,
P[H_(11) > t/log he] < C.[(logt)? /1]"/"+2), (3.33)

Proof: First, (3.33) comes directly from Lemma 3.5 since log h; ~;—, 4~ loglogt.

For (3.32), we notice that by the scale property of B, recalling that A(u) > 0 for all u > 0
and A is independent of B, we have for every r > 0, which can depend on the environment Wy,

WalH ()] = EWe ([ e Wel®) (20 (+B u)/A(r)) du ) .
EV*H,(r)] =E (/0 A(r)Lp (17(1), A(u) /A( ))d>

We remind that E[Lp(75(1),y)] = E[R3(1—y)] = 2(1—y) for 0 < y < 1, by the first Ray—Knight
theorem, Rs being a 2-dimensional Bessel process starting from 0 as in the proof of Lemma 3.5.
So by Fubini and due to the independence of B and W,,,
EW~[H, (r)] = / e e (A(r) — A(u)) du = 2/ / eWr (W)= W) gy dy, (3.34)
0 0 Ju

Hence, applying this to r = 7" (h) for h > 0, we get

() pri(h)
E[H, (7 (h)] = 2E< [ 6W~<v>—w~<u>dvdu>
0 u

oo 71 (u,h)
2E< / Lusrs (h) / eW*“”)‘W““’dvdu),
0 u

where 77 (u, h) := inf{zx > u, Wy(z) — inf}, ;) Wi > h} > 77(h). Applying Fubini followed by
the Markov property at time u, we get

() 7 (u,h)—u
E[H(r{(h)] < 2 / E<1u§7f(h) / 1 ew”(o‘+“)_w“(“)da>du
0 0

IN

00 ()
= 2/ E(]lu<T1*(h))E</ eW"‘(O‘)da>du: 2E (77 (h))Bo(h), (3.35)
0 B 0

where, similarly as in Enriquez et al. (|23], Lem. 4.9),

Bo(h) := E( /0 i ewm)du)_
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We now prove that 8y(h) < C e~ We notice that Wy (u) < h for all 0 < u < 7 (h) and
so Ly, (m1(h),z) = 0 for all > h. Consequently, by the occupation time formula and Fubini,

Bo(h) = E( /_ }; e””EWN(Tf‘(h),:n)dx> < E( /_ hoo ewﬁwn(oo,m)dx> _ /_ I; ¢ E[Lyy, (00, )] da,

where Ly, (00, z) = limy— 400 Lw, (u, z). Moreover, E Ly, (00,0)] = 2/k < oo, since Ly, (c0,0)
is an exponential variable of mean 2/k (see e.g. Borodin et al. [7], p. 90 at the end of paragraph
V.11). Furthermore by the strong Markov property,

E[,CWN (oo,x)] = P[TW” (x) < oo}E[ﬁWn (o0, O)] = []1(_00,0) () —I—e_’“ll(opo)(x)p//@, x € R,

since P[7W% () < oo] = e " for > 0 by (2.26), and is 0 for z < 0 since limjo W, = —00 a.s.
So for large h,

0 2 h 2
Bo(h) < / —e"da +/ ;e(l_”)”dx < Cpe=mh,
0

—0o0

This, together with (3.35) and E(77(h)) < Cpe™" provided in Fact 2.2 gives (3.32). O

We now have all the tools needed to bound the time spent by X between the valleys. We
recall that U; = H(L;) — H(m;) for i > 1. More precisely, we prove the following lemma:

Lemma 3.7. Assume 0 < 6 < 2732 and (14 28)x < 1. For t large enough,

nt k—1
2 2
P <H(m1) < ! > >P (ﬂ {0 <H(mg)— ) U < ! }) >1— Cyng(loghy)e W),

log fy k=1 i=1

where 30_, -+~ = 0 by convention. Notice that ni(log hy)e=®® < (loglogt)el1T0)s—1s(t) — (1)
as t — +oo since loglogt = o(¢(t)).

Proof : We use the notation L* defined in (3.11). We introduce
Xi(t):=X(t+H(L)), X;(t)=X(t+H(L)), t=0, (3.36)

)

which are diffusions in the environment W, starting respectively from L; and IN/;‘, by the strong
Markov property. We also denote by Hx;,(r) the hitting time of r by X; for r € R.

We first notice that since U; = H(L;) — H(1;), i € N¥,

H(mg) = H(mi) + Z Ui + Z ( (1) (ii)) . 1<k<n, (3.37)

and H (/1) — H(L;) > 0 since 71 > L; by (2.14). So, we just have to prove that H (1) +
S (H(mig1) — H(Li)) < 2t/ log hy with large probability.
The idea of the proof is to use Lemma 3.3, which says that on some large event £33

the diffusion X; starting from L; hits miy1 before L* This allows us to write (see step 2)
EWr[Hy, (Mig1)Lgss] < EZZ“ [H+(Ti+1(ht))]. Thanks to some large event studied in Step 1, we

can compare the expectancgf of this last quantity with E[H (7 (h:))], which we can bound by
Lemma 3.6.

Step 1: In this step, we prove that P(E37) < Conge /2 where,

Foa(hy) = inf{u> L, We(u) — inf W, >} < Fipa(he), i>1,
[} ]
55"7 = m17511{T+1 (ht) —Tz+1(ht)}
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where we used, for the inequality, I~/* < L; < Elﬁﬂ, coming from (3.11) and (2.14). By def-
inition of 7;41(h¢) and (2. 16) we observe that {THI h) # %Hl(ht)} = {%i*ﬂ(ht) < Jigﬂ} =
{mf[L F L ()] W, — Wi(L?) > —2hf — 3ht/4}. So, applying the strong Markov property at
stopping time L; yields

P[%;;l(ht) 7é 7-i+1(ht)] = P(inf[oﬂ-f(ht)] WH > —2h?_ - ?)ht/4) < C+hteiﬁht
by (2.9). Then P(@) < Cynghge M < O pnge /2,

Step 2: On &7, H(miy1) — H(Li) = Hx,(Mir1) < Hx,(Fip1(he) = Hx, (71 (ht)), which s,
on £33 (see (3.13)), the total time spent by X; in [L}, +00) before hitting 7i+1(hs) = 77,1 (he).
This last quantity is less than or equal to the total time spent in [L* +00) by X before hlttlng
7.1(ht). This is the total time spent in [0, +00) by X; — L before it first hits TH_l(ht) i
which has the same law as H, (7 (h¢)) under the annealed probability P, since X} — L} is a
diffusion in the environment (W, (L} 4 z) — W, (L), = € R), which has on [0, +00) the same law
as (Wy(x), x > 0) because i:‘ is a stopping time for W,. Consequently,

E[(H (1) — H(Ei))lg%.i&mgéﬁ.?] < E[H4 (71 (ht))], 1<i<mn—1. (3.38)
A Markov inequality, this last inequality (3.38), and then Lemma 3.6 lead to
ne— 1
7 t 33 037 o3.7
(H+ m1 + Z ( ml+1 H(LZ)) 2 @, 81 s 52 5 (93 5 Vt (339)
1 h log h
Og HE[H (1)1 7] +(nt—1)E[H+(Tf‘(ht))H < 08I, Caeht
where €37 := {my < 7/(h)} and since m; = my on V;. Recall that ¢(t) = o(logt) and
loglogt = 0( ( )) as t — +o00, and then log h; ~;_, 4 loglogt. This and (3.37) lead to
ne—1 ne—1
2t ~ 2t
P(H(mn)— S Ui > (H (i) — H(L)) =
< (Mmp,) ;U_loght> ( +Z (Mi+1) (Li) loght>

IN

P(H_ (1) > t/log by) + (3.39) + P(£33) + IP’(€3 7) +P(&37) + P(W)
< Cyny(loghy)e?®, (3.40)

Indeed, we used in the last inequality (3.33), (3.16), Step 1, Lemma 2.3, and the fact that
P(8§'7) < P(0 < My < my) < 2hie” " by (2.20) and the definition of h; maximum and My. As
explained after (3.37), this concludes the proof. O

4. TIME SPENT IN A STANDARD VALLEY
The aim of this section is to prove the following proposition, which gives the second order of
the Laplace transform of U, which is defined in (3.17) and is useful because of Proposition 3.4:

Proposition 4.1. Assume € (0,1) and 0 < § < inf(2/27,x2?/2). Let A > 0. Ast — +o0,
w00 (1-E (/) = Col 4 o(1),
where Cy, = 8"(Cy + |Yo|) > 0, with Cy :=T(1 — k)I'(k +2)/(1 + k)" and

Ton [ et (R ) Jyaco .

1,; being the modified Bessel function of the first kind.
23




Before proving this in Subsection 4.3, we need additional estimates given below.

4.1. Some technical estimates. Recall that (R(s), s > 0) is a process with law BES(3, x/2),
and that for a < b, (Wp(s), 0< s < e (a)) is a (—k/2)-drifted Brownian motion starting from
b and killed when it first hits a. We now introduce

() VR (a)
FE(z) = / exp(xR(s))ds, x>0, G*(a,b) == / exp (+ W,i’(s))ds, a <b.
0 0
(4.2)

The following technical lemma is useful to estimate the Laplace transform appearing in Propo-
sition 4.1:

Lemma 4.2. There exists Cy >0, M >0 and n; € (0,1) such that Vy > M,y € (0,m],
‘E <e_7F7(y)) —1+2y/(k+ 1)]_1‘ < Cymax(e™, ~%/?), (4.3)
‘E (e—vFﬂy)/e”) L= 2v/(k + 1)]( < Cymax(e™™¥,43/2),  (4.4)
}E (e—vGﬂy/m)/ey) S =T — &) (29)/T(1 + K)]( < Cimax(7"e /2 y).  (4.5)
Moreover, there exists ¢c1 > 0, such that for all y > 0, E[F*(y)/eY] < ¢1. Finally,

. o 27)&/2
1 E YE(z)) (
> Fo0 (6 ) KL (1) 10 (2v/27)

v > 0. (4.6)

The proof of this lemma is deferred to Section 6.

Before proving Proposition 4.1, we also need to introduce the following technical lemma, which
is useful to approximate U, and in particular the local time appearing in its expression (3.17):

Lemma 4.3. (B(t), t € R) being a standard two-sided Brownian motion, there exists a constant
co such that for every0 <e <1, 0<n <1 and z >0,

1/6
IP( sup ‘,CB(TB(I),U) —EB(TB(l),O)) > 6£B(TB(1),O)> < 02%, (4.7)
ue[—”hﬂ] €
P( sup EB(TB(l),u) > :c) < 472, (4.8)
u€l0,1]

P(itggﬁg(TB(l),u) > x) <

(4.9)

Proof: First, (4.9) is the particular case @ = 1 of (3.28), which we proved in Lemma 3.5.

Second, by the first Ray-Knight theorem (see e.g. Revuz and Yor [39], chap. XI), L5(75(1),u) =
R%(1 — u) for u € [0,1], where R3 is a 2-dimensional squared Bessel process starting from 0, so
(4.8) follows directly from Diel ([18] Lem. 2.3 (iii)).

We now turn to the proof of (4.7). Let 0 <e <1, 0<n <1 and
43 = { sup ‘EB(TB(l),u) - [,B(TB(]_),O)) > EEB(TB(l),O)}.

u€[—n,n
24



We have, for « > 0 and = > 0,
PEY) = PEYNn{Lp(r5(1),0) > a}) + P N {Lp(77(1),0) < a})

P(ues[l_u;n] £5(7(1),u) - £5(7(1),0)| > 5a> +P[Lp(72(1),0) < o

IN

< IP’[TB(l) > ] +IP’< sup

£B(s,u)—£B(s,O)‘ >5a> +E’ (4.10)
“6[—77777}, 0<s<z 2

since Lg(73(1),0) = R3(1) is an exponential variable with mean 2. Now, notice that

P[rB(1) > 2] = IP’( sup B(u) < 1) = P(|B(2)| < 1) < 2/v2rz.

0<u<z

Let 0 < g9 < 1/2. The second term of (4.10) is less than or equal to

|Lp(s,u) — Lp(s,0)] e
]P( sup |u‘1/2750 > 1/2—¢o
u€[—n,n]—{0}, 0<s<x n
1/2—60 _
ea ab, 0<s<z  |a — b|l/2=<0

the last inequality being a consequence of Markov inequality. Now, applying Barlow and Yor
([5], (i) p. 199 with v = 1) to the continuous local martingale (B(t A x), t > 0) and its jointly
continuous local time (Lp(t A z,a), t > 0, a € R) proves that the expectancy in (4.11) is less

than or equal to C4E[(supysq |B(sAz)]) 1/2+50] < Oy (y/x)Y/?*20. Consequently, (4.10) leads to
P(EY3) < 2/V2mx + Cy (V)2 Heopt/2=20(cq) ™1 4+ o /2.

Now, we choose o = e~ 2/591/5 ¢ = £%/5=2/5 and gy < 1/36; we get P(E43) < C n'/0e=2/5,
which concludes the proof. O

4.2. Approximation of the exit time from a typical valley.
We now prove that the standard exit time U, defined in (3.17), can be approximated by a product
of (sums of) independent r.v, (Z;7 + Z,7)(Z; + Z, )e1. We need this later to approximate the
Laplace transform of U and then prove Proposition 4.1, in particular because we have estimates
of the Laplace transforms of these r.v. Ili and I;E in Lemma 4.2.

Proposition 4.4. Assume 0 < § < inf(2/27,x%/2) and let & := 3e=(1=30M/6 " Possibly on an
enlarged probability space, there exist random variables If,I;,If and I, , depending on t and
e1, such that

(i) Z{, ZF, I, T, and ey are independent;

(ii) e is exponentially distributed with mean 2, and
L L _ L - L 4=
I =FT(h), I =G (h/2,h), I =1, = F (h/2),

L . .
where = denotes equality in law,
(iii) for t large enough, P(A;) > 1 — Cye () where

Ar = {|U~ (I + TNH(IT +Iy)er| < (I + IIT + I e - (4.12)

The proof of this proposition involves 3 lemmas. The first two are straightforward consequence
of what we have already proved and the last one is more technical.

The expressions of 7, Z,,, I;r and some intermediate r.v. Io+ are given in the following lemma,
which also provides their laws. The random variables e; and If are defined later, respectively
in Lemma 4.7 and in (4.35).
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Lemma 4.5. We have with the notations F* and G* introduced in (4.2),

2 (ht) 2(ht/2)
I = / P @az £ Fr(hy), I; = / eV @az £ F(hy/2), (4.13)
mo m2
L ye c e @ c
Izt ::/ eV @dx £ GF(hy /2, hy), Iy ::/ e V@ dg £ F(hy/2).
T2(ht) 75 (ht/2)

where Ly = inf{z > 72(ht), V®(x) = hy/2} is defined similarly as Ly in (2.12) without tilde,
so that Ly = Ly on V;.

Proof: This is a direct consequence of Fact 2.1 (ii) for Zy, Z; and Z, . and of Fact 2.1 (iii) for
. O

Recall the notation As(z) = fo V@@ dz introduced just after (3.20). We have,

m

Lemma 4.6. For all0 < (<1 and 0 <e < 1/2, fort large enough,
P[eM179) < Ay(F5(Chy)) < eMUF9)] > 1 — gemreche/2, (4.14)

Proof: First, notice that on V;, by Remark 2.4, Ay(72(Chy)) = fm(cht) eV ® @) dz, which is equal

ma2

in law to F'*(Ch¢) thanks to Fact 2.1 (ii). Hence by Lemma 2.3,
LHS of (4.14) > P[0 < FF(¢hy) < M UIH9] — P(Vy).
> P[F*(Chy) > eM0=9] = P[FF(Chy) > eSh(0+0)] — elow/2tolhe (4 15)

Since F*(Chy) < 71(Chy)eht | we have by (2.30) for large t,

P[F*(Chy) > e 0+9)] < P[rR(Chy) > ] < O eche/(2V2), (4.16)
For the lower bound, notice that by (2.29),

P[F*(Chy) > €U > 1 — Bexp(—reChe/2).

This together with (4.15) and (4.16) proves the lemma. O

In the following lemma, we provide an approximation of U by the product Ay (ig)I e, where
Ao (Lg) and Z~ depend only on the potential W,,, whereas e; is independent of the potential.

Lemma 4.7. For all 0 < & < inf(2/27,k%/2), and t large enough,
P([U— Ay(Lo)T | < 26707904y (L) T €1 ) 2 1= Che M (a17)

where

T2o(he/2) o o

I = / e‘V(Q)(“)du, e1=Lp [TB (A2 (Lz))ao] /A2 (L2)'
7y (ht/2)

Moreover, e1 is independent of Wy, and exponentially distributed with mean 2.

Proof Let 0 < ¢ < inf(2/27,x%/2). We first notice that
Ly o - L
U= [ VY0 Ay (L) Ly [r:(1), An(u)/ As(La)]du,
Ly
where B'(u) := B([[lg (ig)]Zu)/Ag (I~L2) for u > 0, and therefore (B’(u), u > 0) is by scaling,
as B, a standard Brownian motion independent of Wi, that is, of V(?). The idea of the proof is

that, loosely speaking, for u close to 0, and more precisely for u between 7, (h¢/2) and 72(h:/2),
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Ly [t5/(1), As(u)/A2(L2)] is nearly Lp/[75/(1),0] = e1, whereas for u far from 0, that is u ¢
[Ty (he/2), T2(he/2)], e~V @) is "nearly" 0, with large probability.

We first notice that e; = Lp/(75(1),0) is an exponential r.v. with mean 2 by the first
Ray-Knight theorem, and is independent of W,. We cut U/ A, (Lg) into three integrals:

7y (ht/2) Fo(ht/2) Lo _ ~ o
- U~ _ /2 +/ +/ e_V(2)(“)£B’ [75/(1), Ag(u)/ A (L2)]du
Az (L) iy 7 (hef2)  Jra(he2)
= Jo+ T+ D (4.18)

In what follows, we show that the main contribution comes from J;.
Step 1: study of As(u)/As(Ls). We introduce
b = e (1739)/2, (4.19)
EFT = {6 As(Lo) > As(Fa(he/2))},  E37i= {6:A2(La) > —As(75 (he/2))},
so that g&'fﬂ N 524'7, fb(u)/flg(f@) € [—0t,0¢] for all u € [Ty (ht/2),T2(ht/2)]. We first prove
that P(&}7) < Cype /4 By Lemma 4.6,
P[Ay(Fa(he/2)) < eMUF92] > 1 — O emrehe/A, (4.20)
Notice that A, (ig) = Iar + ZQJr on Vy, and that Iar £ F*(hy) by Lemma 4.5. So
P[A3(Ly) > MU79] > P[FT(hy) > ™79 — P(Vy) > 1 — de /2, (4.21)
where we used (2.29) and Lemma 2.3 in the last inequality. This, together with (4.20) gives
P(EFT) > P[6,Ay(Lo) > Gl (178) = MtUH9)/2 > Ay(7y(he/2))] > 1 — Cre™he/A (4.22)

Similarly on V;, — A (75 (ht/2)) = f:?(htﬂ) exp(V®)(s))ds £ F*(ht/2) by Fact 2.1, and so
2

P[- Ay(75 (he/2)) > eht(1+€)/2} < P[F*(h/2) > eht(1+5)/2] +P(V) < C+e—mht/(4\/§)’
by (4.16) and Lemma 2.3. This and (4.21) give for large t,
P(E37) > 1 — perehe/2,

Step 2: study of J>. We prove in this step that for ¢ large enough,
P[Jo > cyhle 179M/2] < O emreht/2) (4.23)
for some constants c; and Cy. Let £57 := {supyeo1] Lp (T (1),u) < b}, and define
83'7 = {inf[?z(ht/2),‘7'2(ht)] ‘N/(Q) > (1 - E)ht/z}, 8517 = {f/;— - IN/Q_ < 40h?_/,‘£}.
We have on 57N EFTNEXT,

Lo N N +
Jo < hy / e VW dy < hye M2 [Fy — 7 (hy/2)] < A0R e —1-eyhes2 (4.24)
72 (ht/2) K

Now, Fact 2.1, equation (2.27) with & = 1/2, v = (1 —¢)/2 and w = 1, and Lemma 2.3 give
P(EFT) < Plinfiy /2 mmey V< (1= e)he/2,V] + P(Vy) < 3er/2,

Moreover, P(@) < emrhe/8 < emrehe/2 1y (2.32) since € < 1/4, and P(@) < 4e~ /2 by (4.8).

This, together with (4.24) proves (4.23).

Step 3: study of Jy. We prove that for ¢ large enough,

P[Jo > 40k~ hfem(11M/2] < ¢ gmrehe/2, (4.25)
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Similarly as in Step 2, we introduce
&' = {inf7- cuesr (ho/2) VO (u) > (1/2 = )},
5?'7 = {supsgo EB/(TB/(l), s) < eaht}.
Lemma 2.3, equation (2.27) with vy =1/2 —¢, « =1/2 and w = 1, and (2.34) give
P(?) < P(infiggugfg(ht) ‘7(2)(15) < (1/2 —E)ht)
+P(Inf ) cucry () VO (W) < (1/2 = )b, Vi) + P(V) < 37",
Moreover, by (4.9), P(EXT) < 4e=<h.

Therefore, on Eg” N 581‘7 NEHT, i.e with a probability larger than 1 — C'Jre_’%hiﬁ7 we obtain

, 7y (he/2)
Jo < sup Lp[7P (1), 6] /~ : eV Py < 40k~ b e~ (127290 (4.26)

s<0 2

which yields (4.25).
Step 4: study of [J;. We prove that for ¢ large enough,
P[Jh < eje =t /2] < Cyem(e-)eh, (4.27)

First, recall that e; = Lp/(75'(1),0) and let

I

Lo (1)) = Ly (77 (1),0)| < 6L (77 (1),0)}.

47 . _
&' = {Supse[fat,at}

We know that P(?) < C+(5tl/30 by (4.7). Since on EF7NEFT, Ay(u)/As(Ly) € [—6;, 4] for all
u € [Ty (ht/2), 72(he/2)], we get on EF7 N EFTNEST,

(1=6/T er < < (1+6%)T e (4.28)

We finally prove that Z— is not too small, with a similar argument as before. First, we have

To(eht) -2
A Z / eiV (U)du Z [7:2(8}7‘15) _ ﬁlg]e*d” 2 e*Eht (429)
on &7, where &7 := {F2(eht) — 12 > 1}. Moreover for large t,

P(EET) > P(mo(ehy) — mo(ehy/2) > 1,V;) — P(V;) > 1 — e *M/4

by Fact 2.1, (2.28) and Lemma 2.3. Let &7 := {e1 > e ="/}, and observe that P(&7) >
1—e~="/2 gince ey is exponentially distributed with mean 2. Since on £7NEFTNEFTNELTNELT,

T > (1=6")T er > (1/2)e ey > e %M (4.30)
for large ¢ by (4.28) and (4.29), this gives (4.27).

Step 5: end of the proof. We have on N2, &7 for ¢ large enough, by (4.18), (4.28) and
(4.19),

U/Ay(Ly) > J1 > (1 — e m0739/6)77e,. (4.31)
Moreover on 0}205;1'7, for t large enough,
jO + jg < e(—1/2+36)ht < 6(—1/2+5€)htj1 (432)

by (4.26) and (4.24) for the first inequality, and (4.30) for the second one. As a consequence,

U/Ay(Ly) < [1+ 2] 7 < [1 4 2e MU =39)/0] 77 ey (4.33)
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for large ¢, where we used (4.18) and (4.32) in the first inequality, and (4.28), (4.19) and e < 2/27
in the second one. Finally, by (4.31) and (4.33), RHS of (4.17) > 1 — Z}gl P(&XT), where RHS

means right hand side, which proves the lemma. O
We are now ready prove Proposition 4.4, for which we use the notation of Lemma 4.5.

Proof of Proposition 4.4: The idea of the proof is that thanks to Lemma 4.7, we can already
approximate U by As(Ls)Z~ e, which is equal to (Z) +Z5 ) (Z; +Z; )e1 on V;. However, Z is not
independent of Z;", so we would like to replace it by ar.v IfL with the same law and independent

of 7,7, 7, , T, and e1. We do this by replacing in Z; the small quantity f;i(ht/z) VP () ds by
an independent copy of it.
More precisely, we define
T2(ht)
I} = / ") ds < . (4.34)
T2 (he/2)

By Fact 2.1 (ii), (V) (mg +s), 0 < s < 7a(hs) — ma) is a Markov process, so Z7 and Z; are
independent by the strong Markov property. Moreover by Fact 2.1 (ii), Z, is independent of this
Markov process and then is independent of I;’ and Z; . Also, by Fact 2.1 (iii), I2+ is independent
of (Wy(s), s < 72(ht)) and then of Z; , Z; and Z; . Finally by Lemma 4.7, e; is independent of
Wy and then I;r , Igr , 2y, 1, , and e are independent.

Furthermore, by Lemma 4.5, Z; £ F~(h/2), I, £ F~(ht/2) and Z.f £ G (hi/2,hy), e
is by Lemma 4.7 independent of W, and exponentially distributed with mean 2. Moreover as
before, by Fact 2.1, Lemma 4.5 and the strong Markov property, these r.v. 7,7, Z,, I;r and e
are independent of (V3 (s 4+ m(h¢/2)), 0 < s < mo(ht) — To(hs/2)) which has the same law as a
BES(3, k/2) starting from h;/2 and stopped when it first hits h;.

We now consider, possibly on an enlarged probability space, a process (R(l)(s), 0 <s<
TR(I)(ht/Q)), independent of W, and e; and then independent of Z;, Z; , Z;, e1 and (V@ (s +
m2(he/2)), 0 < s < 19(hy) — 72(he/2)), and distributed as (R(s), 0 < s < 7%(h;/2)), R being a
BES(3, k/2) process. We now extend this process by setting RV (u) := V@[u — 78" (b, /2) +
To(ht/2)] for TR(I)(ht/2> <u<RY (he/2) + 12(ht) — T2(ht/2). By the Strong Markov property,
(RW(s), 0< s < TR<1>(ht)) has the same law as (R(s), 0 < s < 7f(h;)), and then

r(D) r(1)
77 (he) TR (hy)
T = PV ds £ Fr(hy), I = BV g, (4.35)
1 3 (1)
0 TR (he /2)

Furthermore, since (R (s), 0 < s < 7RY (ht)) is obtained by gluing two processes independent
of 77, I, I;r and eq, it is also independent of these r.v., and so Ifr is also independent of these
rv. Z;, Z;, Z; and e;. This already proves affirmations (i) and (ii) of Proposition 4.4.

Moreover, with the same notation as in Lemma 4.7, we have on V;, 2= = Z; + 1, and
Ay(Ly) = mei VP @y = I3 + I, where I = fnz(ht) VP @ dz as defined in (4.13).

We now approximate Z; by Z;". Since Zj —Z; = sz(ht/Z) eV P)ds £ F*(hy/2) by (4.34)

ma

(1)
and Fact 2.1, and since Z;” — I} = fOTR (he/2) RV (s)q g £ Ft(hy/2), we get

F(h,/2
P (If ~If > e(”‘”’“/?) _p (Io+ ~If > e(1+5>ht/2) —p (6275;2/ ) e‘;ht”) < 652/2,
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by Markov inequality since E [F'+(y)/e¥] < ¢; for all y > 0 by Lemma 4.2. Moreover, Z5” < Z;",
and by (2.29), with a probability larger than 1 — 3e=%%/2 for large t, I} > e(1=0ht  Therefore,
with a probability greater than 1 — 4e~%%¢/2 for large t,

If =I5 + (I~ I) S If + M2 < (14 o -9/ 7
T > Tf = Tf — (@ —TH) 2 If — /2 > (1 = -0-300m/2)Tt,
and then
(1— 6—(1—35)ht/2)zfr <TH<(1+ 6_(1_35);”/2)1?
This and Lemma 2.3 give with probability at least 1 — 5e~roht/2

A + Tt
(1_6—(1—36)ht/2) < . A(f/Q)I_ - Ig_—i-.'[i < (1+€—(1—35)ht/2)_
I+ +1y) Iy +I,

since on V;, 2= =1, + 7, and A(Ly) = I +Z, . Finally, this and Lemma 4.7 applied with
e = § prove affirmation (iii) of the proposition. O

4.3. Second order of the Laplace transform of a standard exit time.
We are now ready to prove Proposition 4.1. This proof is quite technical and can be skipped at
first reading.

Idea of the proof of Proposition 4.1: In this proof we use Proposition 4.4 to approximate
the Laplace transform of U by that of (Z;” + Z,7)(Z; + Z; )e1, and take advantage of the fact
that the r.v. that appear in this product are independent. This allows us to condition first by
e1, and then by o(Z;",Z,7). We then cut this into 2 parts : one (studied in Lemma 4.8) for
which If' + I; is "small", which allows us to use the approximations of the Laplace transforms
provided by Lemma 4.2, and one (studied in Lemma 4.9) for which Z;” + Z; is "big", which
allows us to approximate If’ + I2+ by a r.v. having the same law as A, for which we know the
density.

Proof of Proposition 4.1: We fix x € (0,1), 0 < § < inf(2/27,x2?/2) and A > 0. We have for
every t > 0, A; being defined in (4.12), and with ¢, = 3e~(1=30)ht/6 55 defined in Proposition 4.4,

E (e_AU/t> —E (e_)‘U/t]l At) +E (e—AU/tnA—t) <E <e_)‘U/t]l At) +P(A).
Hence by the definition (4.12) of A; and Proposition 4.4, we get with A := 2\ (1 +¢;) /t,
Sgy — Cre (@) < (e_)‘U/t) < S+ Cpe(e)ohe (4.36)
where ngt =E (e_(’\ti/2)(IfL+I§r)(Il_+I2_)el) . Let 0 € (3x/4, k),

By = {T;} + Iy > te %W}, By:={T} + T <te ¥V} =B. (4.37)

Since e1/2 is an exponential r.v. with mean 1 and is independent of the r.v. Il-i, i €{1,2} by
Proposition 4.4, we have ngt = Sft + S;t, where for i € {1, 2},

SE = E(efu%/2)<If+I;><I;+I;>e1]IBZ_)
_ / T (15 EHEDE ) =g (4.38)
0

= /Oo E(]lg, [E (efzkf(lfﬂi)ff
0

30

If,zg)r Jesdz, (4.39)




since Z; and Z, are independent and independent of I1+ and I;r and have the same law, once

more by Proposition 4.4. We also define,

20" - >0
LY+ )|, 2>, S5y = / E(1p,Z}(2)) e *dz.  (4.40)
0

k+1

Zi(x) = |1+
We start with the study in the case Ifr + I; is "small", that is, If“ + I2+ < te (1) as is the
case on By. More precisely, we prove

Lemma 4.8. Ast — +oo, with Co =T'(1 — k)I'(k +2)/(1 4+ k)" as defined in Proposition 4.1,
(4.41)

Syy+ S5y =1 — Co8" X ™0 4 o(e7m1)),

Proof: Let a(t) := e~ 3/9%¢(1) Now, consider 0 < z < nra(t)e?®® /(tAF) = nra(t)e?®) /[20(1 +
et)], where 71 € (0,1) is defined in Lemma 4.2. We have on By for such z,

0 < 25 (ZF + ) < malt). (4.42)
This gives by (4.3) applied to Z; £ F~(h¢/2) for t so large that h;/2 > M and a(t) <1,

T+ I+) — E (e—VF_(ht/Q))
1= |’y:z)\?: (If“&-I;)

Zu(2) + Cama (7% [2XF (T +0)]),

E <6—zxf (T +Z)I;
<
on By for such z, thanks to the independence of Z;" and (Ifr ,I; ) for the equality. Therefore for

large t, by (4.39), and since 0 < Z;(z) < 1,

t)\t

nla(t)ﬁed’(t)
G
E (]182 Z2(2) 4+ 15,3Cy <[Z)\§E(Il+ +IH)) + e—“ht/2)) e *dz

Sy <
’ 0

+ / e “dz.
ma(t)ef?? ) /(tAF)

We notice that 1;a(t)e?®® /(tAEF) > ¢(t) for large ¢ since § > 3k/4, and so fma(t)e%(t)/(t)\}) e ?dz <
+ .

e=?®) . Moreover by (4.42), Jla(t)e%(t)/(t/\t 'E (1, [ANE(Z] +I)P?) e *dz < [pa(t))?/? =

o(e="M) and e"h/2 = o(e=*¢1") since ¢(t) = o(logt). So for large t since 0 < x < 1,

S5, < / E[15,Z}(2)] e *dz + o(e "W). (4.43)
0

Recall that for any random variable Y > 0, we have by Fubini,
E ((1 + Y)_2> - / du/ E ((mm) de.
0 u

So, by independence of Il+ and I; , we have for every z > 0,
+ )\I+
Wﬂ dr.  (444)

E(Z}(2)) = /OOO du/uoo ¢ "E [exp (—Wﬂ E [eXp (‘ t

where
w k+1
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Recall that ¢t = efte?®) T £ F*(h:) and Z,f £ Gt (h¢/2,hy) by Proposition 4.4. So applying
(4.4) and (4.5), we have whenever prza)/e?® < and hy > M,

%zz)\IJr 2 + )\ 3/2
E (ep T ) <1- % + Cy max (e”ht, (pfza:)\/ed’(t)) ) ,

piv 2T (1 — k) (2pFzz))" Tza)
— <1— K + o(t) —nht/2 Pk )
E(e ; ) <1 T(1Tr) e +C4max<(p,_iz:v)\/e ) N

So, (4.44) gives for large ¢,

+o0o +o0 (1 B /ﬁ}) (2p$2$A)R
/ du/ ( (1 + /i) emb(t) ) 1 izx)\/e¢ t)<771daj
“+o0o +oo
pEZAN® e pEzeh 1
+C+/ du/ <( O] ) e / + e¢(t) + enht/Q ]lpfzw)\/e‘ﬁ(t)gmdx

+0o0 +oo
+/(; du/ I]l iZiA/8¢(t>>771d (445)
u

Now, notice that f0+°° e *“dz 0+°° du fu+°° e T pEzaddz/e?® = 2pE N /e?t). Moreover, we have
f0+oo e *dz +°O du f+oo e * [pfzx)\/e‘b(t)]ndzv = O(e **(®), and furthermore Loy /et sy <
P zx)\/[ 1e¢(t ], so that [;"dze* [ du [ e "1 pEaa e sy, AT = O(e=?®), whereas

0 *dze? 0 *du fquoo e *dz = 1. This together with (4.45) and ¢(t) = o(h:) gives

[ B @) e

+o0 +o00 1—k 2p$2,x)\n )
/ / du/ < El + Iﬁ; ( ero(t) ) ) ]lﬂfz:c)\/eﬂt)gmdx + O(e ¢(t))

F(l _ /{ 8K \F “+oo +00
1+ —Z,kq —x n+1d
F(l + Ii) (1 + K,)Hemb( )( 5t) / e Z/ e "x €T

D(1 - k) (2A2)" too  pvos )
+ F(]. + K})e"ﬂb(t) /0 / du/ Z'/L‘ zx)\/e¢(t)>771 dl‘ + O(e ¢(t)) (446)

I'(1 —k)[(k + 2)8"\F
(1 + K)rere(®)
since, by the dominated convergence theorem, the integral in Line (4.46) goes to 0 as t — 400 and

then Line (4.46) = o(e~"*()). Combining equations (4.43), (4.40), then (4.47) and lim;_, o0 &y =
0, we get

—1-

(1+e)" + o(e 1), (4.47)

“+o00
S2i,t + ngt < / E (th(z)) e dz + o(e W) <1 — Cp8F N e M) 4 o(e7HM)) (4.48)
0

where Cy = I'(1 — k)I'(k + 2) /(1 + k)" as defined in Proposition 4.1. We prove similarly that
S;ft - ngt > 1 — Cp8"N\e ") 4 o), This proves (4.41) and then the lemma. O

We now turn to the case If + IQJr is "big", as is the case on By. More precisely, we prove
Lemma 4.9. We have, with Y as defined in Proposition 4.1,

(Sft - ngt) ~isroo (BN)Toe ). (4.49)

Proof: We introduce 0 < & < 1/2.
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Step 1: Approximation of Z;” + Z,. Since 0 < &, ee1=09() > ¢(logt)? > 8hy/k for t large
enough so that ¢(t) > 2(loglogt)/(1 — k). This gives as t — 400,

P(L} 2 ete™0) < P(rR(hy) 2 ce=00) < P(7R(hy) = 8hi/r) < Cpe™™/2V2 = o(e01))
(4.50)
since Z; £ F*(hy) < eMrB(hy) by Proposition 4.4, ¢(t) = o(logt), and thanks to (2.30).
Moreover, I; £ Gt (ht/2,ht) and I, I, , Z;" and Z; are independent by Proposition 4.4. So,
possibly on an enlarged probability space, there exists a random variable Ay equal in law to
Ao (As being defined in (3.1) and G* in (4.2)) and such that A, Z; ,Z;, Z; and Z, are
independent under P. We now introduce A, := e_htIQ+ + e M/2A_. By Markov property,

I; = ehi;foo — eht/2/~loo, A\OO £ Ao £ A, (4.51)
and EOO, 1,7y and If are independent. We have
P(eht/2floo > €t€_0¢(t)) < P(AOO > tl/g) < Ot R = o(e_¢(t)) (4.52)

as t — +oo, since ¢(t) = o(logt) and P(Ax > y) < Cy~" as explained before (3.14). Now, we
have on B; N {Zl+ < 5te—9¢(t)} N {eht/QAoo < 5t6—9¢(t)}’

te 09 < If’ +75 = Ifr + ehtle\oo — eht/Qfloo < ehtzzl\oo + ete 0¢(®)

This yields e Ay, > (1 — e)te %®) | and then IF+I < (1+ £ Jeht Ayg < (14 2e)eh Ay

—E&

Similarly, If' —I—I;' > ehtle\oo —eht/2ZA > ehbzl\oo —ete00(t) > (1-+5 )eht;l\oo > (1— 26)6}”200

i
on the same event. Consequently, replacing ¢ by /2, we get for 0 < ¢ < 1 for large ¢,

P(Bin{(1- £)eM Ay < If+Iy <(1+ s)eht;l\oo}c)
< P(Z{ > (e/2)te W) 4 P(M/2 Ay > (¢/2)te 09W) < =), (4.53)

by (4.50) and (4.52). Similarly, on {(1 4 ¢)e™ Ay, > te D} N {T} + T > (1 +e)eM AL}, we
have by (4.51),

ete 90 )(14e) <eeM Ay <If +T; — A <T;.
Moreover, we have on {(1 4 £)e™ Ay, > te= (M} N {ZTF+ T < (1 - e)eM A}, again by (4.51),
ete 0 /(1 + ) <eeM Ay < ™A, — I - I <eM?AL.
Consequently for large ¢, the last inequality being obtained as in (4.50) and (4.52),
P{(1+e)eM Ay > te Oy N {(1 - e)eM Ay < T + Iy < (1 +2)e™A})
< P(Zf > /(1 +e)te P?W) 4 P(M/2 A > [e/(1+e)|te W) < e7?B). (4.54)

Step 2: Simplification. Thanks to (4.38), (4.40) first and then the definition (4.37) of By, (4.53)
and |e=(+) — Z2(u))| < 1, we get

OO NI+ (@ +I) 2
< ; E[(e e T A —Zt(u))]l{IHI;Zte,%(t)}

- R — —o(t
X1{(1—s)ehtAmgﬁz;g(us)ehmm}} e tdu + ¢,
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Consequently, using 0 < Z; . o (u) < Z;(u) in the expectation for Z; . o defined below,

o0
aFu(1—e)eh A\Oo Ry
Sli’t o S3i7t S /0 E [(6 A7 u(l—e)e”t (Zl +I2 ) _ Zzs,oo(u)> ]l{z-fﬁ+l—;2te_9¢(t)}

- —¢(t
X1{(1—8)6’%2@SIf+Ij§(1+a)ehtﬁoo}} e Udu + e~?®
= Sﬁ:l%t,s + Sgl?t,s + eiqs(t)) (455)
where
—~ —1
Zieow) = [L+22Ful+e)em Ag/(x+1)]
o B B + B b T _ _
S‘ft,a = /0 ¢E [(e Aullme)ett doolhy +12) ZtQ,E,oo(’U«)) ]]'{(1+6)eht:4\oozte*9¢(t)}
]l{(l—&‘)ehtgw§If+I;§(l+a)ehtgw}i| du,
OO -~ — —
S5i,t,z—: = /0 e'E [(e_kti“(l_e)eht“xw(zl 1) _ Zzeoo(u))

[]1{11++z2+zte—9¢(t)} - ]]‘{(1+s)ehtzzl\oozte*9¢(t)}]]1{(175)6’%A\W§IT+I2+§(1+5)ehtA\oc}] du.

We will prove in our Step 5 that S;tﬁ is negligible. So, we start with Séftﬁ. Using (4.54) and
le=() — Z, - oo()?)] < 1 leads to

+ > AEu(l—e)eht A (T +T5) 2 du
S4,t,e_ 0 E|:(€ ¢ ! 2 _Zt,a,oo(u)> 1{(1+e)eh12m2te—9¢(t)}]

ot

1

- e¢(t) )
(4.56)

Recall that by (4.51) and Proposition 4.4, Z;", Z, and Ao, are independent, and Z; £ Z, . So,
the integral in (4.56) can be written as

co ~ o~ 2
/ E E (efAtiu(lfe)ehtAool-l ’Aoo) o deoo(u) 1. (1-0)6(t) efudu
0 » AOOEeT

o) B o 2 1 2 -2
S/ E (E (e—4>\(1—€)2ue ‘b(t)’}/n 111 |’7/‘€) — |:1 + (SA(—FE)U/] ) ]17 2(1+4e) ] dﬁ’
0 K

K+ 1)e¢(t)’y S Tonem | €Y
(4.57)
where 7, 1= 2/A, for t large enough so that 2\(1 — &)/t < AE < 20(1 4 ¢€)/t. Since 7, has
density 2" e *1g, (z)/I'(k) by Fact 3.1 (Dufresne), and is, as A, independent of Z;, the RHS
of (4.57) is equal to

oo % N2 8A(1 + 5)2u -2 xnflea’b
/ e_“du/e E (e_4’\(1_6)2“67¢<t)$7111) -1+ —F ———dx.
0 0 (k+1)e?® g I'(k)
With the change of variables y = Sule Mz~ this is equal to (8)\)56*”‘?’(’5)'1“@6, with Ty =
I 57 fre(u, y)dydu and
u

we— e N2 (1+¢)2y 27 g—8huy~le?®
) =1 ~ e E( (1—2)*yT, /2> |1+ .
fre(usy) {924)‘ui+i¢(t)} (k) [ € K+ 1 yrtl

Consequently by (4.56),

Sti. < BN)Fe ™0, 400, (4.58)
Step 3: pointwise convergence.
_ K/2
Notice that thanks to (4.6), 1imxﬁ\+ooE(e_“/F (x)) = %(2/\/27) for v > 0, and recall that
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I, £ F~(ht/2) by Proposition 4.4. Hence, for every 0 < e <1, u >0 and y > 0,

ufe (1— )2y~ (1+2)%\ "] oo
fue(:9) Ztoroo fo(u9) = s {[r(m DI21 =)yl (1 ! Fv+1> }y )
(4.59)

Step 4: dominated convergence. We notice that f;.(u,y) = arc(u,y) + bre(u,y) and fo(u,y) =
as(u,y) + be(u,y) for every 0 < e <1, u >0 and y > 0, where

—2 _ —1,—¢(1)
—u . (e—(1—5)2yzf/2>2 (14 (1 — 8)23/ e~ 8 uyle
K) k+1 yhtl ’

ke
T(r)
—u 1— 2 -2 1 2 -2 —8/\uy*167¢’(t>
btf(u?y): 4due” u c 1+w - 1+( +5) y ‘ 1 9
’ { > 14,_5 } F(I{) k+1 k+1 ylf+

at,é(u‘) y) = ]1{y> AAue—00(t) F
= 1+e

and their pointwise limits on (R%)? as t — +o0 are respectively
ufe™ g)2ryr (1—¢)%y —2
= (14 —= —r—1
ac(.y) [ /-@+1 201 — o)) < A > ]y ’
-2 -2
(1-¢2)1y (1+e)y —k—1
= — (14— R 4.60
be (u, y) K 1 > <+ ] y (4.60)
Since VYo > 0, I(x) > 1%1-231) + (xé2)+22) due to the series expansion of I,; (see e.g. [7] p. 638),

we get W — (1 + TH) T <0 for every v > 0. One consequence of this inequality
is that To < 0, T being defined in (4.1), and another one is that V(u,y) € (R%)?, a-(u,y) < 0.
This, and the fact that x — F (e v (I)) s nonincreasing for v > 0, lead to

*\2 ue (1-¢)%y - k-1
V(u,y) € (RL)",  ac(u,y) < are(u,y) < [1 - <1 + ,H_1> ]y =: he(u, y).

(4.61)

Hence, |atq(u,y)| < |ac(u,y)| + [he(u, y)| and [bec(u,y)| < |be(u,y)|. for every (u,y) € R? and

0 < & < 1. Moreover, since 0 < k < 1, |he/, |b:| and |a.| have finite integrals over R? (notice for

example that e“u="a(u,y) = O(y™*) as y — 0, since I,.(z) = (2/2)*/T(k+1) + (x/2)"2 /T (k +

2) + o(z"*+?) as & — 0 by (6.1) below, and —y " lure™"/I'(k) < ac(u,y) < 0 as y — +00).

Thus, by the dominated convergence theorem,

lim Y. = / / fe(u,y)dydu =: T, 0<e<l. (4.62)
t——+oo 0 0
Hence applying (4.58),
lim sup (SME (t)/\*“) < 8°Y, 0<e<l. (4.63)
t—+o0

Step 5: Let 0 < € < 1; we now prove that S5i,t,e is negligible. First, we have
00 . o o
S5 = / B [ (2R o) — N MO AT )
tAd] 0

]I{Ifr—f—I;<te*9¢(t>}]l{(1+€)ehtgooZte—gd’(t)}]l{(l—s)ehtA\OOSIf'—s-Z;'S(l—I—s)ehthoo}} du,
where we used (1g, —1g,)1Eg, = —151p,1E, + 1 151k, for events E; with 1, 15;1p, =0

in our case. Conditioning by (f(ﬁoo,IlJr ,Z5), which is independent of Z; and Z, gives since Z;
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and Z, are independent,
+ > —u 2 Au(l—e)eht ATy | 7 2
S5,t,a - / e 'E Zt,s,oo(u) - E (6 t o oo)
0

]l{zluz; <te‘9¢’(t)}]l{(1+e)ehtgooZte*%(t)}]l{(l—a)eht Ao T +IF <(1+4e)eht Ano}

| au

i)

du  (4.64)

0 — 1 -2 N
/ e UE 1+ 4u(l — 52)6 *M A, _E 6—2)\u(1—€2)e*¢(t)AooIf
0 K+ 1

]l{zluz; <te‘9¢’(t)}]l{(1+e)ehtgooZte*%(t)}]l{(l—a)eht Ao <T +I5 <(1+e)eht ZOQ}}

IN

for large t where we used 2A(1 — €)/t < A\f < 2\(1 4 ¢)/t. Consequently,

> 2\ —b(t) 4 12 R L2
Sgttf =< / e "E H [1 + Mufl - e%)e ( )AOO] _ E<6—2)\u(1—52)e¢(t),40011 ’Aoo>
sy 0 o + 1

IL{(lfe)eht A\mgte—9¢(t)§(1+5)eht,&m}] du. (465)

As in Step 2 after (4.57), since 7y, = 2//1,o has density 2"~ e 1g, (z)/I'(k), and Ay and then
7. are independent of Z;", the right hand side of (4.65) is equal to

/ /6(1 oD [ 8Au(1 — £2) ]2 B E<e4,\u(152)e—¢<t>z—1zl—>2
2(1—¢)

t
=060 (k+1)e?Vz

xﬁ—le—x

dedu. (4.66)

With the change of variables y = 8ule~?® 21 this is equal to

_ 4ul _92
(BN [Fute™ [Go0o® | L _ya-enzr2)? [, (1= %)y
0 T(k) J__am ¢ e
0 (1+¢)ef?(t)

dydu
yn+1 eBude—¢(y—1

So by (4.65),

])\)r [0 [oo
Sg‘ft,g < ( ) ‘Ft,(1—52),(1—52)75 ('LL, y) ‘dydu (467)
e”¢(t) 0 0

where for z1 > 0 and z2 > 0,

ufe™

—2
e e " —z1yZ; /2 2 22y 1
Fizy o e(u,y) i= L sremto) ) aremto "ol {E (6 o ) G g

Using the same method, we get for large t,

S A TR

This together with (4.67) gives

el (t) 0o oo
’Sg?tﬁ‘ (8/\)“ < /0 /0 (lFt,(1—62)7(1—82),6(u7 y)‘ =+ ‘Ft,(1—5)2,(1+5)2,5(ua y) Ddydu (4~68)

We have for every z1 > 0, z0 > 0,

ufe U 20y -2 1
Pz e(0:9) < s [1 - (1 — 1) S u20y>0 (4.69)
which has a finite integral over RZ since 0 < x < 1. We recall that lim,_, o E (677F7(I)> -

(27)~/2

_ L _ oy
TLevs) € [0,1] for v > 0 by (4.6), and that Z, = F'~(h;/2) by Proposition 4.4. Also,
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r— FE (e_VFf(x)> is nonincreasing for v > 0. So,

ue " (z1y)" 29y 1
Fz 29, ) Z ]l — 1
baaelind) e 290 <y hue 20y () [[KW)IK(?\/@)P ( +n+1> ]y”ﬂ
ue" (z1y)" 29y 1
> — (1 . 4.70
— T(k) |[FT(K5) e (2¢/Z19)]? <+H+1> yrtl (4.70)

Notice that RHS of (4.70) has a finite integral over R?, since it is, for fixed u, O(y™*) as y — 0
and O(y~"" 1) as y — 400, where we used I, (z) = (x/2)% /T (k+1)+(2/2)* 2 /T (k+2)+o(z"2)
as x — 0 by (6.1) below, and RHS of (4.70) > —2u*e~“y~*~!/T'(k). This and (4.69) prove that
| F} 21 20.¢| is dominated by some function which does not depend on ¢ and has a finite integral over
R2 . Moreover, _ 2)7(1_52)76(11,y)‘+‘Ft7(1_€)27(1+€)27€(u,y) ——+00 0 for every (u,y) € (R%)?
and 0 < € < 1. So, by the dominated convergence theorem, RHS of (4.68) —¢— 100 0. So by
(4.68), we get for every 0 < e < 1,

ngt,s = o(e "), t — +o00. (4.71)

Step 6: We now prove that Y. —._o Yo, and end the proof of Lemma 4.9. We recall that
Te = 7 fy° f-(u,y)dydu as introduced in (4.62), where f; is defined in (4.59). First, notice
that for every (u,y) € (0,00)?,

ufe—U yﬁ y -2 e '
fe(u,y) —es0 T(r) |[T(r+ I)IK(Z\/@)]Q - (1 + P 1) ]y L_. fo(u,y).

Using (1 + ¢(1 —2)?)72 — (1 + ¢(1 + 2)?)72| < 16¢x every for x € [0,1] and ¢ > 0, coming
from Mean value theorem, we have for b, defined in (4.60),

[be(u, y)| < ufe™y ™ TI0(R) T 16y Lpyeppny/ (K + 1) + 2Lgsin],  u >0,y >0,

which has a finite integral over (R*)?. Moreover, as in (4.70), is

. -2
(n+1)1(2ﬁ)}2 o (1 + %Jrl)
bounded by 2 on R, and is o(y) as v — 0. and so is less than |y| for every v in some nonempty
interval [0,¢). So, |as(u,y)| < u“e‘“y‘“_lf(/{)_l[|y|]l{y§c} + 21 y~cy] which also has a finite
integral over (R* ). Since |f-(u,y)| < |ac(u,y)|+ [be(u, y)| for every (u,y) € (R%)? (see the start

of Step 4), the dominated convergence theorem gives

o0, K,—U 00 K —2
u-e Yy Yy —k—1
T, - d (1 dy = Yo, (4.72
o [T [ e inemr - (i) =T o)
as defined in (4.1).

We proved that S&- te = o(e=**®) (in (4.71) in Step 5) and that lim supt_>+oo[5it,se“¢(t))\_”] <
8", (in (4.63) in Step 4). So, limsupt_>+oo[(5it7€ + ngt,g)e“‘z’(t))\_“] < 8%Y.. Then by (4.55),
(4.72) and since k < 1,

lim sup (S S?i) REMN=F | < 85T, —._,0 8" Y, (4.73)

t—+o0
so LHS of (4.73) < 8%Y(. We prove with the similarly that lim inf; o (Sft — S;L:t)e”d’(t))ﬁ” >
8%Yy. This proves (4.49) and then Lemma 4.9. O
Conclusion: This and (4.41) gives SOt = Slt + S;t =1+ (Yo — Cp)8"Aer¢(t) 4 o(e—re(1),
This and (4.36) give, since ¢(t) = o(log t),

1= E (€7Y) ~ty o0 85(Co = To)X e ™00,
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which proves Proposition 4.1. O

5. PROOF OF THE MAIN RESULTS

5.1. The renewal results : In this subsection we prove Propositions 1.4, 1.6 and Corollary 1.5.
We start with some important intermediate result on the exit time U.

In what follows, we mainly use the same ideas as in Enriquez et al. (|24] pages 441 to 443),
inspired by the book of Feller (|27] pages 470 to 472). We start with the following lemma, for
which we recall that for all i > 1, U; = H(L;) — H(7;), and C, is defined in Proposition 4.1.

Lemma 5.1. Fort > 0, let u; be the positive measure on Ry such that

ng—2 J .
Vo >0, 11([0, z]) := e7H9) Z P(Z % < x)

Then, (11)¢ converges vaguely ast — +oo to . defined by du(z) == (CkI'(k)) 12" (gt o) (z)d.

Moreover when t — +o00, T — e“¢(t)IP(U/t > x) converges uniformly on every compact subset in
(0,+00) to x — Crax™"/I'(1 — k).

Proof: First, let us prove that for all A > 0, we have as t — 400,

+o0 . +o0 e—/\xmn—l
/0 e Mdu(x) = /0 mdx+0(1)’ (5.1)

400 +oo C.
e~ erd(t) x = eM %  _dr+o )
/0 P(U/t > z)dz /0 F(1_1{)xd +o(1). (5.2)

Let A > 0. First, we have, by Proposition 3.4,
ne—2 -2 1

/0+°° e dul@) Z B =) - Z o [E(F)] +o <W> '
=

We notice that, by Proposition 4.1, [E (e‘AU/t)]”t_l = o(1), since ne "M -, .. +oo and
C. > 0. Hence, we get as t — 400, again by Proposition 4.1 and since (n;)2e =% e=50(t) = o(1)
because ¢(t) = o(logt),

+o0 —KkP(t) 400 ,—Az,.k—1
e _ e +o(1)) _ 1 _ / S
/0 e M) = ——— ) +o(1) = ot o(1) = T dz 4 o(1),

which gives (5.1). This implies the pointwise convergence of the Laplace transform of (p); to
that of u, and then the vague convergence of (1), to p (e.g. by Feller [27], XIII.1 Th. 2c). Now,
we have as ¢ — 400 by Fubini and then Proposition 4.1,

+o0 oo [ -
A / e NP (Uft > o) da = / / A MdaP(U/t € du) =E (1-e7tV) = “f%“)
0 0 0 e’i

Since A\® = )\f0+oo e Mp~rdx/T(1 — k), we get (5.2). Again, this pointwise convergence of
Laplace transforms gives the vague convergence of e**P (U/t > z) dx to Cyz—*dx/T(1 — k) as
t — 4o00. Since x — P(U/t > z) is nonincreasing, we have for all 0 < ¢ < z,

1

T+e T
. / OP(U/t > u)du < OP(U/t > z) < é / e OP (U /t > u)du
xr r—e

Using the previous vague convergence gives

1 x 1 z C'U/iﬂ
lmsupe® WP (U/tza) < 2l | OPUAZwdu=C | T du
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Taking the limit as e | 0 gives limsup,_, ., e**®P (U/t > 2) < Cz™"/T(1 — k). We prove
similarly that lim inft%+oo e"®OP (U /t > x) > Cwz~"/T(1 — k). This gives the pointwise con-
vergence of z — eOP(U/t > z) to x + Crez™*/T(1 — ) on (0,400) as t — +oo. Finally,
since z — e**MP(U/t > z) is monotone and its pointwise limit is continuous on (0, 0c), Dini’s
theorem proves that this convergence is uniform on every compact of (0, 00). U

We now introduce for t > 0 the unique integer Ny such that H(mg,) <t < H(mg,,,). We
notice that Nt N on V; due to Remark 2.4. We prove the following lemma:

Lemma 5.2. We have, as t — +o0,

P (N; > ny) = o(1), P(N, = 0) = o(1), P(N; > ny) = o(1), P(N, = 0) = o(1).
Proof: First, by equation (3.37) and the exponential Markov inequality,
ny—1
P(N; > ny) < IP’< 3" U < H(m,) < t) < eE(e—Z i 1U1/t)
j=1

This, together with Propositions 3.4 and 4.1, gives since ¢(t) = o(logt),
P(N, > n;) <e(E(e” Y/t " + eCynge %M < O exp ( — c_nie ") 4 eCynpe 0% = o(1).
+

(5.3)
This proves the third inequality of the lemma. Moreover, P(N; = 0) = o(1) by Lemma 3.7.
Finally, the first two inequalities follow from Lemma 2.3, since Ny = N; on V4. O

Proof of Proposition 1.4: First, let 0 <7 < s < 1, and ¢ > 0. Remark 2.4 and then Lemmas
2.3, 3.7 and 5.2 give for t > 0,

P[1—s < H(mpn,)/t <1—r, H(my,41)/t > 1+ al (5.4)
el H(mg) H(mg . ,) N

<N P(1-s<—— N <oy T NFL 5 Ny=j

=~ J; < LRSS n = r, n el +a7 t I Vt

+P(N; > ny) + P(Ny = 0) + P(Vy)

ne—1 j—1 j
2 U; U; 2
< E P(1—s— < E —<1- — >1 — 1).
- j=1 ( ° log hy — i=1 ¢ " i=1 ¢t e IOght> o)

We now use (3.19) of Proposition 3.4 and get for small € > 0, for large ¢,
1-r
(5.4) < / e POP(U/t > 1+ a—e — x)dp(x) + o(1). (5.5)
l1-s—¢

Using first the uniform convergence of u — e**P(U/t > u) on the compact [a +7 —¢,a+ 5] C
(0, 00) and then the vague convergence of p; (see Lemma 5.1), we get

1—r 1—r ”ll—i—a—a—x)“
li Ko p l4a—c— :/ (
im e (U/t>1+a—e—x)du(x) 1 TGT (= )

=400 J1_5_¢
Consequently, by letting € — 0, we obtain the first inequality of the following line:

dx.

—8—¢€

1—r P 1 fe’e) 1
limsup (5.4) < - k(1 +y—2) " ‘dydz < liminf (5.4).
maw (5:) < [ g [ by =0 s < fmint (5

We prove similarly the second inequality. Consequently, P[(H (my,)/t, H(mn,+1)/t) € A] con-
verges to [y k" Ny — )" M (g 1)(2)L1,00) (1) /(T (1 = £)(k))dzdy as t — +oo for A =

[1—s,1—7]x[l4+a,+00) and so for every A = [a,b] x [¢,d] C (0,1) x (1, 00). This gives the vague
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convergence on (0,1) x (1,4+00), and then the convergence in law of (H(muy,)/t, H(mn,+1)/t)
to k" (y — )7 Mg 1) (2)1(1,00)(y)/(T(1 — £)['(k))dxdy, which proves Proposition 1.4 since
I'(1 - k)I'(k) = 7/sin(7k). O

Proof of Corollary 1.5: First by Proposition 1.4, for v > 0 as t — +o0,
H
lim IP’<(tht+1) >1+ > sin(m / du/ ke (1 4w — x) " e

Using the change of variables z = z/(1+w —x) in the second integral leads to (1.3). (1.2) follows
from Proposition 1.4 by straightforward computations. Finally, for every continuous bounded
function ¢, Proposition 1.4 and the change of variables u =y — x give

Bl ((H ) = Hmw)) /)] —ovvoe [ 00 D0 [ )1 2o

s

which gives the convergence in law of (H(mpy,+1) — H(my,))/t under P as t — +oc. O

Proof of Proposition 1.6: Let A > 0. For ¢ > 0, we denote by 14 the measure on Ry such that

el CoXG\ (2 Ui
1[0, 2]) = e "M Zexp<—e:¢m>ﬁb<ztz §x>, x> 0.

j=1 i=1

In particular for j = 1, P(Zz;ll U;/t € .) =P(0 € .) denotes the Dirac measure at 0. We first
show that the Laplace transform of the measure 14 converges when ¢ goes to infinity. We consider
a such that 0 < A < a. We get as in the proof of Lemma 5.1,

/0+°° e dy(u) = e "0 "tz—l exp ( — i:;}:f) [E (e_O‘U/t)]jfl + O(e~" W p2e—0nhe)
j=1
- [ew (- @R ] o
exp (sot) + 25) [1 e (— S (e | T Gl T

by Propositions 3.4 and then 4.1. We also notice that
+oo +oo

I e G (=A%) /+OO —auy, w(145)—1
aF AR Z; ar(+i) jz:;) Lle(1+4)] Jo o "

=

J —au,, k(1+5)—1 . —+ )" _ A
Moreover, [;* > ] 0 ’F[n 1-&-)1)] - ’du < 00, since j:°8 F[(ma)—irj)} = 0(eM) as u —
400 for any € > 0, and k > 0. So Fubini gives,
+oo +oo
Va > A, lim e “dy(u) = / e ““dv(u) + o(1),
t—=+o0 fo 0
here v is th defined by d A s, (u)du. This pointwi
where v is the measure defined by dv(u) = Z e R, (u)du. is pointwise

convergence of the Laplace transform of 4 on ()\ +00 ) leads to the vague convergence of v4 to v
as t — +oo (e.g. by Feller [27], XIII.1 Th. 2c).
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We have, with the arguments already used between (5.4) and (5.5), for any a > 0 and £ > 0,

C,{AKNt H(mNt_,_l)
_ >
E [exp < ) ), , >1+a (5.6)
ntfl . ~ ~
5 CuXNj\ oy [Hmy) _ . H(igen) .
< eXp<_ €N¢(t) >P|: t ! < 17 t]+ > 1+G,Nt:j,Vt +0(1)
=1
ni—1 . Jj—1 J
C,{)\H] Ui 2 Ui
< il Zi _ <\ U
< z;exp< ew(t))]P Z; ; <1, 1+a loght_z; +o(1)
Jj= 1= 1=

1
U
< / P <t >14+a—¢c— x> dug(x) 4+ o(1),
0
since the term for j = 1 in the third line is less than P[U1/t > 1+a—¢] <P(U/t > 14+a—¢)+
o(1) = o(1) by the case n =1 just after (3.19).

Using the uniform convergence of z — ¢*¢*®P (U/t > 14 a — x) on [0, 1] provided by Lemma,
5.1 followed by the vague convergence of v; to v, we get the first inequality of

1
CH — . .
i < I — — K <
limfup(S.G) /0 T R)(l—l—a x) "dv(zx) ltlmﬁnf(5.6). (5.7)

We obtain the second one similarly. Since limgjolim¢ 400 P(H(mpy,41)/t < 1+ a) = 0 by
equation (1.3) of Corrolary 1.5, letting a | 0 in (5.7) gives

el (- )] - [ e -2 [ i

Since fol %1 (1 —2)*~'dz = I'(a)T'(b)/T'(a +b) for every a > 0 and b > 0, changing C\;\" into u

j
gives the pointwise convergence of E[exp(—uN;/e**®)] to ;:8 m (6—:) , which ends the

proof of Proposition 1.6. U

5.2. The localization : proof of Theorem 1.3. We recall the notation H,,, = inf{s >
H(z), X(s) = y} — H(z) for (z,y) € R2, which is equal to H(y) — H(z) if z < y. Let
¢*(t) := ¢(t)/¢, where 0 < ¢ < 1 will be chosen later. We define t* := t — ¢(1+20)¢7(1)

./4(] = {1 S Nt < nt}) Al = m?tz_ll{HZj—)fﬂjJ,_l S 2t/ log ht}’
Ay = m?tz_ll{Hmj*mHl < Hﬁ?j—)i;}’ As = {H(mNt) < t*}'

We also introduce I; := [m; — ¢*(t)/(,m; + ¢*(t)/¢], j € N*. Let € > 0. We have:
P (X(t) ¢ INt) < P (X(t) ¢1g, N = Nt(l—i—a)aAOaAl»AQ,A?)) +P(N; # Nyi4e)) + P (Ag)
+P (X(t) ¢ INtvﬁt = Nt(l+€)aA0,A1,A27I3> +P(A) +P(Az). (5.8)

We split the proof into three parts, in which we estimate these different probabilities. We start
with:
Part 1: We prove that for large t,

P (X(t) ¢ 1y, Ny = Nt(l+a)a AO,A1,A2,A3> < ny (C+hte_“(1_5)¢*(t)/16 + e_(C*)M’*(t)) . (5.9)
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Let Bj := {N; = Nt(lJrs) =j}NA N A for j € N*. We have

ne—1

P (X(t) ¢y, Ni= Nt(1+5),A0,A1,Ag,A3> = Y P(X(1) ¢ 1,80 Ay). (5.10)
j=1

Let 1 < j < n;. Notice that on B, Nt(l—l—s) =4, s0 H(Lj) + Hi ey = H(mj41) > t(1+e¢);
moreover for larNge b Hp g S et/2, then H(L;) > (1+¢/2)t, and so for all u € [H (), (1+
E/Q)t], u < H(LJ) < H(ﬁlj.H) = H(ﬁl]) + Hfh]--)ﬁ*ijrl < H(Thj) + an -, and then X(u) S
~ ~ J ~ ~
(Lj_, Lj). That is, if ¢ is large enough, on Bj, after first hitting m;, X stays in (Lj_,Lj) at least
until time (1 4 ¢/2)t. Therefore, conditioning on H () and using the strong Markov property,
P(X(t) ¢ I;,B;NA3)
E

< (]P’W“ [X(t) ¢ 1;, H(iny) <t*, Yu € [H(my), (1 +¢/2)t], X (u) € (ij—,zj)])

j%i

E</ot PV (H(imy) € ds)Pr [X(t —s) ¢ 1, Yu € [0,(1+/2)t — 5], X (w) € (I, L) )

< E( sup ]P’?L/J’? [X(t —s)¢L;,Vuel0,(1+¢e/2)t —s], X(u) € (i}]_,ij)} ) (5.11)

0<s<t*
Now, as in Brox ([10], proof of Prop. 4.1) we introduce a coupling between X (under IP%”) and
a reflected diffusion Y} defined below. To this aim, let (Yj(w) (u), u > 0) be (in words) a diffusion
in the potential Wy, starting from x € [ij_, f/j] and reflected at EJ_ and f)j. We denote its law
by 13;/{;“ More precisely, this process Yj(x) is defined as in Brox ([10], p. 1216) by

Y}(x)(u) — A1 (Ej(x) (f—l(u)>>, u>0, ze [f/j_, IN/]-],

7,z
where (Ej(-x)(s), s > 0) is a one-dimensional Brownian motion independent from W, starting
from A(z) and reflected at A(i;) and A(I:j), and fj,x is defined as T' (see (3.3)) replacing B
ST . ~ L. = ~
by B]( ). This enables us to define (Yj(s), s >0) by P]W"(Yj €.):= fi]ﬁ Pﬁ”(.)duj(x), where

L; . -1
Aty 0) = exp(- V@) ([ o700 an) (5.12)

As is proved in ([10], proof of Prop. 4.1), fi; is invariant for the semi-group of Y}; in particular
PJW*’" (Yj(s) € A) = [1;(A) for every s >0 and A C [f/]_, L.

We can now, as in [10], build a coupling QﬁVZ‘ of X and Yj, such that Q%”(Yj €.)= P]W"(Yj S
.), and Qmwj (X e.) = IP)T% (X € .), these two Markov processes Y; and X move independently
until

Hix—y,y = inf{u >0, X(u) =Y;(u)},
which is the first collision, then X (u) = Yj(u) until the next exit time
HP = inf {u> Hix_y,y, X(u) ¢ (L7, L;)},
and then X and Y; move independently again.
We introduce (see Figure 2)

ti=t—tt=eUPTO L F(et(1), Ly =75 (67(1):
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We now prove that, with a large probability, under Q , X and Y] first collide before time 21,

that is, H (x=v;} < t1. To this aim, we first provide a result concerning only the hitting times
H of X:

— ¢ (1)/¢
: L ;o gma T (/¢
Ly N\ Liwmi Ly [, M

* 9o o o ¢ & ¢ L S

FIGURE 2. Schema of valley number ¢ and some notation around its minimum
for small ¢

Lemma 5.3. For large t, with a probability larger than 1 — e~(¢-)9¢"(®)

Qi (H(L7) v H(L7) > 00 0) < 0y g (1)e0 O, (5.13)
uniformly for j € [1,n;) and with z V y := max(x,y),

The proof of this lemma is deferred to Subsection 5.4. We deduce from (5.13) and the definition
of z V y = max(z,y) that with probability larger than 1 — e~ (¢-)3¢" (),

Q- (Hix=y,) > t1)

<QY [H{X Y;} >H(L )V H(L )] QWK[ ( )\/H(L ) > t1]

Cio*(t)

< Qurr (Hpxayyy > HI;)LY;0) < iy + Qi (Hpxayyy > H(ED), Y(0) 2y ) + —H500

On {Hx_y,; > H(L;),Y;(0) < 1 }, Y;(0) — X(0) = Y;(0) —; < 0 under Qv", and by

mj

continuity Y; — X < 0 up to time ﬁ{X:yj} and in particular at time H(EJ_), SO

Qi (Hix—y,y >t1) < Q%(Yj[ﬂ@;)}e[i;,iﬂ, ﬁ{X:,/ij(E;))

~ P ~ C. b*
QU (HEN] € [} L), Apxory > HED) + 200
< ([L7,L7]) + s ([L]. Ly]) + Cug(t)e " M/8, (5.14)

where the last line comes from the independence of X and Y; until H {x=y;} and since Q%ﬁ‘ (Y;(s) €

A) = PW"( Yi(s) € A) = [ij(A), for every s > 0 and A C [IN/;, L] as explained after (5.12).
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We would like to bound (5.11). Let s € [0,¢*]. Using first t1 =t —t* <t —s < (1+¢/2)t — s,
and second X (u) = Yj(u) for every Hyy_y,; <u < H]e;xit and Qﬁ‘% (Yi(t—s) €.) = p;(.),
Qi (X(t—s) ¢ 1, Vue [0,(1+2/2)t - 5], X(u) € (L7, L)) (5.15)

IN

Qi (Hpxoy;y > t1) + Qn (ﬁ{xzyj} <t <t—s<(1+e/2)t—s< HM X(t—5) ¢ 1j>
Qnr (Hpxoyy > 1) + Qur (Yit = 5) ¢ 1)
Qnr (Hix=vyy > 01) + i ([L7, L] N T5). (5.16)

In the following lemma, we show that with high probability, the invariant probability measure fi;
is highly concentrated on the small neighborhood I; of 7. The proof of this lemma is deferred
to Subsection 5.4. More precisely:

IN

IN

Lemma 5.4. If ( < /8, for all 1 < j < ny, with a probability greater than 1 — e~ (0o (1)

A (L7 L) 1) < g (L5, L7]) + s ([L], Ly]) < Chye™ 1707 0/16, (5.17)
Notice that for any ¢ > 0, the right hand side of (5.17) go to 0 as t — +oo since hy < logt and
loglogt = o(¢(t)) = o(¢*(t)), and is o(1/ny) if ¢ is chosen small enough.

Moreover, notice that we can replace Qﬁw;“ by IP’ﬁVZ’? in the first line (5.15) since QﬁV,[L/: (Xe.)=
Pﬁvq[;’? (X €.). So, (5.16), (5.14) and then Lemma 5.4 give

sup PWs (X(t—s) ¢ L, Yuel0,(1+¢e/2)t —s], X(u) € (i;,ij))

0<s<t* 7
- 7o _ 7 Cio™(t) | _ 17— 7
<B([L5, L5 ]) + m ([1] L)) + e + (L7 L] N 1) <

Cihi  Ciot(h)
e(1=0)re*(t)/16 ~ od¢*(t)/8

with probability at least 1 —e~(c-)9¢"(!)  Finally, integrating this and applying successively (5.10)
and (5.11) leads to (5.9), which ends the proof of this Part 1.

Part 2 : We prove that there exists c3 > 0 such that if { < x/48,

P (X(t) ¢ 15, N = Nyite), Ao,Al,AQ,./‘T3> < e~ /¢ (5.18)
First, we prove similarly as in Part 1 from (5.10) to (5.11) that, using H(m;) <t on B,
P (X(t) ¢1g, Ni= Nt(HE),AO,Al,Ag,Ag) = Y P(X() ¢ 1,8, N A3) (5.19)
=1

n

1E < sup P (X(t —s) ¢ 1, Vuel0,(1+e/2)t—s], X(u) € (Ej—,ij)))

t*<s<t

VAN
jivg

3
—

t—

< E< sup }P’ﬁm{; [H(fnj —¢*(t)/O) NH(mj+ ¢*(t)/¢) <t — s]) ,

7 t*<s<t

[
Il

by definition of I, = [m; — ¢*(¢t)/(,m; + ¢*(t)/(], and with = A y := inf(z,y). Since t —t* =
J J J
e(1+20)¢"() this gives
(5.19) < ny 1<]'SBEL)—1E <IP’,‘%/; [H (; — ¢*(t)/C) A H(mj + ¢*(t)/¢) < e(1+26)¢*(t)]> . (5.20)

We estimate this with the following lemma, the proof of which is deferred to Subsection 5.4:
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Lemma 5.5. Assume ¢ < k/48. For large t, for each 1 < j < ny, with probability at least
1— e ()" (®)/C

P (H (i & 67(1)/) < 4290970 < =)o@/,

m;
This together with (5.20) leads to (5.18), which ends this Part 2.

Part 3: We prove that if 0 < 6 < 1/16 and (1 + 20)k < 1, as t — 400,
P £ Ntso) + P () + P (A0) + P (A2) < 5/(1—m) Ho().  (52)

First, P(Ao) = o(1) by Lemma 5.2. The fact that P(A;) = o(1) for such § follows from (3.40)
since (log hy)ne™ /t = o(1) as stated in Lemma 3.7. Furthermore, by Lemma 2.3 and then (1.3),

P(Ny # Nirse)) < PIH(m,) < t(1+ )]+ P(V) <€%/(1— r) +o(1).
Moreover by the strong Markov property, recalling that Iii_ <mj < E;‘ <L < mj4+1 by (3.11),

Py (Himgn) < HLD)) = B (H(L) < HE)) < B (Himge) < BZT))

Y

P (H(Ej) < H(/ij—)) x By (H(mj+1) < H(i;))
> (1- €7Hht/2) x (1- 2ntefh’t/8) =1-—o(1/ny),

forall 1 <j <ny— 17\7Vith probability > 1 — C’+nte*“5hf by Lemmas 3.2 and 3.3 since § < 1/16.
This proves that P (Az) = o(1). This leads to (5.21), which ends this Part 3.

Conclusion: We now choose ¢ = §2. We recall that ¢(t) < h; < logt = exp(o(4(t)) since
loglogt = o(¢(t)). Combining (5.8), (5.9), (5.18) with (5.21), and choosing ¢ small enough gives
limsup,_, . P(X(t) ¢ INt) < el=F/(1 — k), for every ¢ > 0, and so is 0. So,

lim P(IX()—m| > 6(0)/¢%) = lm P(IX()—rig,| > 6(t)/¢%) = lim P(X(t) ¢ Tg,) =0,

t—+o00 t—+4o0

since N; = N; and m; = m; for 1 < j < n; on V; by Remark 2.4, P(Vt) = o(1) by Lemma 2.3
and P(N; ¢ [1,n]) = o(1) by Lemma 5.2. This proves Theorem 1.3, O

5.3. The aging : Proof of Proposition 1.2. We fix a > 1 and § > 0. We recall that the r.v.
(m;); depend on hy. In what follows, we apply Theorem 1.3 first at time ¢ with function ¢, and
second at time ot with a function ¢, defined by log(at) — ¢q(at) = logt — ¢(t), so that the r.v.
m; are the same in both cases. By Theorem 1.3 and Lemma 5.2, we get

B(|X (at) — X(8)] < 3C16(t), Ny < Not)

< P[|mn,, — mn,| < Ci[46(t) + ¢alat)], Ny < Nat < nat, Ni € [1,n4)] + P[Ne ¢ [1,1)]

+ P[[X(t) —mpy,| > Clgb(t)} + IP’UX(at) —mn,,| > Clqba(at)] + IF’[NM ¢ [1,nat)}

Nat

< Zt: > P(mj —m; <AC1p(t) + Cl%(at)) +o(1),

i=1 j=i+1
as t — 400. So, (2.21) and Lemma 2.3 leads to P(| X (at) — X (t)| < C1¢(t), Ny < Nut) = o(1)
since ny = €°") and nyy = €M), Consequently,

P X (at) = X(1)] <3C19(t)) = P(|X(at) — X(#)] < 3C16(t), Ni = Nar) + o(1)

< P(N; = Nat) +o(1). (5.22)
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Moreover, by Theorem 1.3 applied at time ¢t with function ¢, we have for large t,
P(1X (at) = X (t)] > 3C16(t), Ni = Nat)
P(| X (at) —my,| > 3C16(t) — C1(t), Ny = Nat) + P[IX(t) —my,| > C16(1)]
PlIX (at) — my,,| > 2C1¢(t)] 4 o(1)
P(IX(at) = mn,,| > Ciga(at)) + o(1).
This is o(1) as t — +o00, by Theorem 1.3 applied at time at with function ¢,. Therefore,
P(N; = Nu) = P(|X(at) — X(t)] <3C1¢(t), N¢ = Not) + o(1)
< P(|X(at) — X(t)] < 3C19(t)) 4+ o(1).
This together with (5.22) gives

ININ A

P X (at) = X(t)] < 3C1¢(t)) = P(Ne = Nat) + o(1) = P[H(mn,+1) > at] + o(1).
This, combined with (1.3) and the change of variables u = 1/(1+z) proves Proposition 1.2, since
¢ is choosen up to a multiplicative constant. O

5.4. Proof of Lemmas 5.3, 5.4 and 5.5.
Proof of Lemma 5.3: Let j € [1,n;). First by (3.2), Pﬁ% (H(L*) > H[77 (14 6/2)¢"(t ))])

IN

~ ~ LY VO () ~ o ey VO (z) T+ —
Q;/D;, where Q; := fmj e dz and D; := f%JfJ((1+6/2)¢>*(t))e dz. Recall that L] =
7;(¢*(t)). With a method similar as for (3.10), we get with a probability larger than 1 —
—(c-)dg* (1)
€ )

@j < (E;r — M) exp [max[mjjj] V(j)] < 8k (t) exp(9* (1)), ﬁj > (149/8)¢"(?)
by (2.22) for the first inequality and by Fact 2.1 (ii) and (2.29) with h = (1 4 §/2)¢*(t) and
a=1- ﬁgg for the second one, together with Lemma 2.3 since ¢(t) = o(logt). Hence, with
such a probability,

Pﬁ% [H(LT) > H[F (14 6/2)¢"(1)] < Cypop™(t)e ¢ O/5, (5.23)
Moreover, as in (3.22) and by scaling, we have under IP)T‘;Z'? on {H(E;r) < H[7; ((1 +6/2)0* ()]},
H(LH) £ 4;(L1) / ’ e VO Ly rp(1), Aj(u)/A;(L)] du, (5.24)
o [(146/2)67 (1)
where A;(u) = fy;; V@ dg for u € R as before. Since A; (Ej) < [7(9* (1) — 1m;]e®” D we get
RHS of (5.24) < " O[7(¢" (1)) = 77 [(1 + 8/2)6" ()] subyex L[5 (1), 2].

We know that P[%j(d)*(t)) —1; > 66¢*(t)/3] < C_‘_efm;ﬁ*(t)/(?\/i) and P[fnj _7~—j_[(1_|_5/2)¢*(t)] >
S /3] < C+e*””¢’*(t)/(2‘/§) by (2.22) and (2.23). So, we get with probability at least 1 —
Cre "0/ 7i(¢*(t) — 7, (1 +0/2)¢"(t) < 2e9" (/3 and then
Pﬁvxﬁ (RHS of (5.24) > e(1+6)¢*(t)) < ]P’?;j”(supxeR Lp(tB(1),z) > 66¢*(t)/3/4) < Cpe "3
where the last inequality comes from (4.8), (4.9) and the independence of B and W,. This,
(5.23), (5.24) and Qg]j (Xe.)= P%ﬁ (X € .) give with a probability larger than 1 — e=¢-%¢"(t),

Q,,V;Il/j (H(Ej_) > 6(1+6)¢*(t)) = P”[T/ZN (H(Z;‘) > €(1+5)¢*(t)) < C+¢*(t)€_6¢*(t)/8. (525)
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We get the same result for H (L ; ), since the law of V) restricted to [7; (he), 7j(hy)] is symmetric
with respect to m; for j > 2 by Fact 2.1; the result from j =1 follows from the fact that the
valleys for j = 1 and j = 2 have the same law by Lemma 2.3. This together with (5.25) gives
(5.13). 0

Proof of Lemma 5.4: Let 1 < j < n;—1 and assume 0 < { < /8. Recall that E; =7; (¢*(1))
and LT = 7(¢*(t)).
First by (2.22) since ¢*(t) = o(logt) and ¢ < /8, we have for large ¢,
P[L} > 1w + 6" () /¢] < P[7;(6"(t)) — i > 8¢7(t) /] < Ce 9" (0/2V2),
Similarly by (2.23), P[L; < 1, — ¢*(1) /g] < CLe " (/(2V2) S0 with probability at least
1 — Cre e ()/(2V2), [EJ_,E;'] C [m; — ¢*(t)/(,m; + ¢*(t)/¢] = I; as in Figure 2, and then

i ([L7, L) N 1) < i ([L7. L7 ]) + iy (L], L;]). This gives the first inequality of (5.17) with
such probability.

We now prove the second inequality of (5.17). First, we observe that for large ¢,
- Lj dy ilad™ (0] qy “ .
7 .= _ > : > [+ ()] = 7. 9] e—2"( O]
/ij VO = /Tj[am)/z] o = [Hled (O] = nles™(t)/2A]e
on PNV, where )4 = {1j[ad*(t)] — 7j[ag*(t)/2] > 1} and a := (1 — §)x/16. By (2.28) and
Fact 2.1 (ii), P(55 4) < 4e=*9"(0?/12 Moreover, due to the definition (5.12) of fi;, we have
ai([L7 L7)) + i ([LF L)) = (s + Ta + Ts + Tl 2, (5.26)

where

) g O nh) g bid
I3 3:/] \7(37'?()’ Ja ::/] v(f)/ J5 _/ \707'?()’ Jo ::/ Wy()
- eVl #(he) € 7o (1)) eV 7i(he) €7

Recalling that V@) = V() on V; by Remark 2.4, we introduce v = (1 — §)x/8,
&t = {inf{V(j)(S)v (0" (1) < s < mi(he)} > 99" (1)},
eyt = {Fj(hy) —mj < 8hy/r}.  EFt = {L; — 7(h) < 2hy/k}.
Equation (2.35) Wlth h=h, a= 1/2 and w = 1 gives for large t since 7;(h;) is a stopping time,
P(E3Y) = P(r"r(=he/2) > 2hy/k) < e /16,

We have P(@) < C+e*“ht/(2‘/§) by (2.22). Moreover using Fact 2.1 (ii) if j > 2 and taking
the limit as ¢ — +o0 in (2.31) applied with h = ¢*(t), a =1, v = (1 — §)x/8 and w = hy/¢*(t)
gives P(£51) < 2er(-1)¢7(0) < 9¢-0x*¢" (/8 We have on E54 N EFANEF NV,

Ts < [Fi(he) —my)e " <8k~ e 70 Ty < [Ly — F(he)]e P < 26 e M2,
We prove similarly that there exists an event 55?'4 such that P(@ N Vt) < 2er(y—De" (1) 4

C’+e*’“‘ht/(2\/§) and Jy < 8« thie 7" on E24NV,. Furthermore, by Lemma 2.7 equations (2.32)
and (2.34), on some event £5** which has probability at least 1 — e /8 > 1 — O e ()00 (1)

T3 < (75 (he) = L7 )e™™/? < 405~ hf e /2 < 857 e 79"
for large t. These inequalities combined with (5.26) and Lemma 2.3 give on N¢_ 34 NV,

(L5 B7) + 5 ([ L4]) < 80l ™0 e hi2ent"® < € e 00070,
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since ¢*(t) = o(logt). Since P(NS_,E74NV;) > 1—Ce ()9 () due to the previous inequalities
and to Lemma 2.3, this proves the second inequality of (5.17) for 2 < j < ny — 1. This is also
true if 7 = 1 since the first valley has the same law by Lemma 2.3. O

Proof of Lemma 5.5: Let j € [1,n). By (3.21) applied with ¢ = j and r = 7;[k¢*(t)/(8¢)]—mn;,
there exists a Brownian motion B, independent of V), such that under IP’,‘%/;,

7ilke*(£)/(8¢)] . - *
S VD@ p [ B 5 (=~ K™ (t) i —. gt
(5w 0/50)) = [ 0Ly [ (4 (5 2L ))). A au = 7,
where for all z € R, 4;(z) = [ V@ dz. Now, let £34 := {7;[ke™(1)/(8C)] — my < ¢*(t)/C}.
By (2.22), P(£2%) >1— Ce "¢ (1/(16¢V2)  We have on E24 under IP?L/;,

H(m; +¢"(t)/¢) = H(7[ke"(t)/(80)]) = H.
Assume ¢ < k/48. In order to estimate H;r, we introduce

~ H¢*(t)}

B * 7575
5 1= R0 (M/U80) ¢ (0, 1), Jr = A, (?j [Kéét)b, Tg = [ *

By scaling, there exists some Brownian motion B’ independent of V7) such that

efv(j)(“)du.

m;

~ R (t
Tj[N16£‘)

H > / eV ToL g (75 (1), Aj(u) ) T7 ) du > TFr TsTo

m;

on £34 1= {A; (% [“52]) < 0;Tr} with Jp = infac(ogr) L (77 (1), 7). We have

Js > [Fi[re" (t)/(480)] — Fi[k¢" (1) /(96Q)]] exp[—r¢™(t)/(48C)] > exp[—re™ (t)/(48()]

with probability > 1 — e~ (¢=)("(0)*/¢* _ ¢=ht/4 for Jarge t by (2.28), Fact 2.1 (ii) and Lemma
2.3. Moreover,

Jo > [1— (63 Lp (77 (1),0) > (1/2)Lp: (77 (1),0) > e7r¢"(0/(180)

for large ¢ with probability > 1 — ¢o(8;)'/3° by (4.7) for the first inequality, and with probability
> 1 — 19" (1)/(480) fo1 the last one since Lp/ (TB,(1>, 0) is exponentially distributed with mean
2 as before by the first Ray-Knight theorem. Furthermore, by Lemma 2.3, Fact 2.1 and (2.29),

R *
5ro* (1) T (k" (1)/(8C)) rd* (1) - (e )o* (1)
P<.77 > ¢ st ) > P(/ R dy > 1710 s ) ~PV)>1—4e < .
0

Finally by (2.22), with probability at least 1 — C exp(—”%*(t)),

32¢V2
(5[0 < [ [200] - ] exp (00 < £ p (200,

The last two inequalities give P [55'4] > 1 — e (¢)¢"(M/C As a consequence, we have
Pﬁ";’: [H(fnj + ¢*(t)/C) > H]"' > JoTaTe > efd™(1)/(160) > €(1+25)¢*(t)} >1— e ()" ®/C

with probability at least 1 — e~ (¢=)?"(1)/C gince ¢ < k/48 and 0 < 1. We obtain the same result
for H(m; — ¢*(t)/¢) by symmetry of the law of V) for j > 2 by Fact 2.1 (ii), and then for

j =1 by Lemma 2.3 as before. 0
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6. PROOFS OF SOME TECHNICAL ESTIMATES RELATED TO THE ENVIRONMENT

6.1. Proof of Lemma 4.2. We denote by I, and K,; the modified Bessel functions, respectively
of the first and second kind. We remind that as x | 0 (see e.g. |7] p. 638), since 0 < k < 1,

1 z\" 1 z\ "t .
o= (3) *rrm(s) roe o
@ @] o (/27 (/27 (/2" 5
Knl) = 2sin(mk)  2sin(7k) [F(l — k) T(k+1) * I'2-k) 0. (62)

Moreover, we remind that (see e.g. [7] p. 638),
I (u)Kx(u) — Io(u) KL (u) = 1/u, u > 0. (6.3)

Let y > 0. First, (|7], 2.10.3 page 302) with « =0, x =y, z = y/2 < z, § = 1/2, and
= —r/2 gives for G, which is defined in (4.2),

B (6" 00) _ _ / T i as)] - g KOV (2v/27e"”) 0
e = exXp Y . (& S = (2\/7624/4) "y> .

So, E <e‘7G+(y/27y)/ey> = e“y/‘l% = g+ (2v/27, [2¢/27eY/4]%). where

u K (u)
g_l,_(u,'l)) = m, U>07 v > 0.
We have, as max(u,v) | 0, by (6.1) and (6.2),
oo (0.0) uaniiI:r(mf) [ 1 ) (u/2)~" +1)(u/2) + F(2 (u/2)2 5t o(u?)]
+ ) = T v71
2sin(mr) [F(ll—n) 2-F F(n-‘,—l) 9 T 0( )]
(1 - k) us 9
1-— m@ + O([max(u,v)] )

This gives, with u = 2y/27 and v = [2¢/27e " ¥/4]% as v | 0 and y — +o0,

=Gt (y/2,y)/e¥ ) _ _M K K —ky/2
B (e ) =1 R (20" + Omaax(y. e ) (6.4

We now turn to F*(y), defined in (4.2). We have for v > 0, by (2.4),

7'VVE"‘”h 1 x
E <e_7Fi(y)) = limE[exp < — 7/ v einK(S)d8> {TVZ’”(O)=OO} } .
zl0 0 P[TW*“(O) = 0]

The expectation in the right hand side of this equality is equal to, first by the strong Markov
property, and second by ([7], 3.10.7(b) page 317) with a =0,a=0,b=vy, S =£1/2, u = K/2
and z > 0, and since P (7" (0) = co) = 1 — e~"® due to the scale function (2.26),

w<e

T R (y) P[TWEK(O) = OO]
E o iWEK(S) 1 T T
[exp< 7/0 € ds =R )< VR (0)) P[TWf'“"(O) = OO]
el=lul@ED)y 5 (2\/5611/2’2\/5) 1—e™ "
e(p—|pl(£1)) xS (2\/ﬂ€iy/2’2\/ﬂ) 1— ez’
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where Sy (u,v) = (uwv) "[L(u) Kk (v) — Kx(u)I(v)] as defined in (7] p. 645). So E(e_VFi(y)) is
the limit, as = | 0, of

[1x(2v/27e=?) Ko (2V/27) = Kin(2y/27/%) 1 (2/27)] sinh(ry/2) _ Ni(z,y)
a2V ) K, (2y/3) — Ke(2(/Z7e50/2)1,(2y/27) sinbi(ke/2)  Di(w,y)’
Now, notice that as = | 0,
Lo(2¢/2ve*?) = L. [20/27(1 £ 2/2 + o(z))] = L [2¢/27] £ V271, Q\F:Ho
Ko (2¢/27e*"?) = K, [2¢/29(1 £ 2/2 + o(z))] = K, [2/27] £ /27K [2\/29]z +
So by (6.3),
Ni(@,y) ~ajo £V [L2V2K(2V/27) = K[ [2V/20]1:(2/27)] sinh(sy/2)z
~gzo  Esinh(ky/2)z/2.
Moreover, sinh(kz/2) ~ o k2/2, and then

A FE(y Ni(z,y) +r1 sinh(ny/Q)
E(Y) =i )~ havm Ry K ey O

We now consider
_(,U—H _ ,UIQ)

flu,v) = 261 (uv) K (u) — Ko (uv) L (u)]
so that E(e " W) = E( —7FT W) WY = f(24/27,e7Y/2), and so F~(y) £ Ft(y)/eY. We get

(6.6)

successively, as max(v2%, u?) 0, by (6.1) and (6.2), using D(1 — k)[(x) = 7/ sin(m),
Kolu)T(u) = 5 v+ 8(/£v1L1) v 4 o Fo(max(v?, o)),

L(uo)Ka(w) = v*/(2k) + v o(max(v®, u?)),
20 Ly (w0) K () = Kun) ()] = o 0™ = 4 (Hi o v om0, u))

This yields

f(u’v) = 1

K __ —K __
vt I(mtD)

(T — o)

=1- u? + o(max(v?®, u?)).
v™Ru? 4+ v Fo(max(v®, u3)) 4(k+1) (max( )

Consequently, as max(e_“y 73/ 2y =0,

9 -1
y/2 _ —KY A3/2\) — i —ky 3/2
f(24/27,e n+1 + O(max(e™ ", v°/%)) <1—|— K,—l-l) + O(max(e™ ", 7% 7).

Since E(e*VFJr(y)/ey) = B(e™"" W) = f(2/27,e7¥/2), this and (6.4) proves the existence of
Cy >0, M >0 and n € (0,1) such that (4.3), (4.4) and (4.5) are satisfied simultaneously for
all y > M and v € (0,m].

We now prove E[F(y)/eY] exists and is bounded, by computing %E(e‘7F+(y)/ey) at v =0.
To this aim, we fix y > 0 and observe that as vy | 0, once more by (6.1) and (6.2),

RY/2 _ o=ry/2=y —yt+ry/2 _ o—ry/2
—vFT(y)/eY) _ /9 y/2 _ [6 i e ] _ (6 € )
E ( ) 12 ¢ (k+1) s.inh(/ﬁy/Q)ry (1 — k) sinh(ky/2) 7+ o).
Hence,
B e = - (£)  p(erroe) e B e,
37 (k 4+ 1)sinh(ky/2) = (1 — k) sinh(ky/2)

which is a bounded functlon of yon Ry.
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Finally, taking the limit of E(e‘”Fﬁ(y)) in (6.5) as y — 400 with the help of (6.1) and (6.2)
proves (4.6). O

6.2. Proof of Lemma 2.7. We consider £5-2 := N {LF — 77 (h}) < 40h) /k}. We also
introduce €52 := {W, (1) > —nse®h/4}. We have,
P[ES?] = P[W,(1itn,) < —npe®/4] = P(Z (2h + Wo(LE) — Wi () > nt65“ht/4>.
i=1
Recall that the r.v. W,{(ig) — Wi(m;), i > 1 are equal in law to —inf(g +(n,)] Wi, which ex-
pectancy is 2 sinh(rhy/ 2)erht/2 (as recalled before (2.9)). By Markov inequality, for large t,

— ny 2 . K —K
P[Eg?] < W(2h+ ﬁslnh(l‘iht/2)e ht/2) < Cre M/, (6.7)

On 562 there exists 1 < i < n; such that L] — 7, (h+) > 40h;" /K. There exists an integer
j € Z such that —j > W,[7 (k)] > —j — 1. Sooné’ by (2.16), —j > Wi (m;) > We(mp,) >
—nge®M/t thus j < nte5"“ht/4 Moreover, we have by (2.16),

Wl (b)) = Welimi] + hi < Wi(LE) + b = Wa(LE) <0, (6.8)

so j > 0. Since 0 > —j > W,[7 (h)], we have 7W=(—4) < 77 (h;). On the other hand,
—j = 1 < W7 (h)] = We(;) + i, so by (2.16),

W.(LF) = inf W, =W.(m;) —hf >—j—1-2h,
[0,2F]

and then 7Wr[—j—1—2h] > L. Hence, 7Wr[—j—1-2h; | —7Wr(—j) > LT 77 (b)) > 40n; /k.
So for large ¢,

P(£52n&S?)

IN

P e — 1= 2] — 7V (=) > 408 [}

< (mgedrhe/t 1)P(TW~[—1 —2h}] > 40h) //<;>

< 2my 5“hf/4P( *[-3h)] > 40h+//<;> < 2n,e7 M/ exp [ —3kh] < e rhe,
by Lemma 2.8 with h = h;", @ = 3 and w = 20 and since n; = ") because ¢(t) = o(logt).

We also consider
5% = Nt inf[f{(hj)@—(hj)ﬂ] VO > pf - rkhe/2}, E92 = {1, < e¥hy,
We notice that since E[t"=(—1)] < oo,
E[Lf = #1(h)] = E[r"*(=hf — h)] < (|he) + DE[7"*(=1)] < Cyhe.

Similarly, E[ﬂﬂ E[mWs(=h{)] < Cyhy. Moreover, E[7(h) — Eﬁ] = E[rf(hy)] < e
(2.10). Combining these inequalities gives E[L+] < Cief and then E[m,,] < E[fﬁ] =
ntE[ﬂﬂ < Cpnge’™™ since (L;:-l I}:r), 1 > 0, are i.i.d. Consequently for large t,

P[54‘2] < E[mnt]/62nht < e—nht/Q'

On @, there exists 1 < ¢ < n; such that 1nf[~7(h+) ~(h)+1] v < hf — khy/2. Since

VOFE (W) = b, for k = [77(h)], we have SUp[g py2) We — infg pqg Wi > Khe/2, and
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0<k<my < e2tht on 52'2. Moreover we have for every k € N,

khy N
P| sup W, — inf W, > rh/2| < supW > — — k| + P inf W>——«
[k, k+2] [k, k+2] t/ ] { [0,2] 4 ] [ [0,2] 4 }

= 2P[|W(2)| > khy/4 — K] < dexp [ — (khy/4 — k)?/4]

for large ¢ since supjy o W £ (W (2)| and P(W(1) > x) < e~*"/2 for large . Consequently,

Le2mhtJ
- JR— I h
6.2 6.2 ~ 6.2 6.2 _ 6.2 —rhy /4
P(£92) < P(£52nE82) + P(£92) < ;:0; P[[ks]?fmw Jnt Wi > 55 +P@EF) <

for large ¢. Notice in particular that on £§-2, we have for every 1 < i < ny, 77 (b)) +1 < my
since V@ (1m;) = 0 < b — khy/2, and

e 7R+
/ eV gy, > / t VW) gy > e —rhe/2 (6.9)
L= 7:1'_ (hj)

Finally, let £8% := N { 1nf[~7(h+) ~ (ho)] Ve > ht/2}. On €52 we consider 1 < i < ny such
that inf[ff(hj) = (ho)] VO < hy/2. There exists an integer j € Z such that —j > W[5 (hf)] >
—j — 1. As before, just before and after (6.8), this yields 0 < j < ngedhi/4 on £92.

Consider now y; := inf {z > 7Wr(—j — 1), Wy(z) — nfwe(—j1)q We 2 h/2}. We have

y; > TWN(fj — 1) > 0. Moreover, due to the definition of our ¢, and since for all 0 < z <

TWe(—j = 1), We[tWe(2)] > —j — 1 > Wi(1) + b — 1 and so, for large t, VO (z) > hy/2 >
1nf[~7(h+) = (he)] V® we have

VOI7 (hy)] - inf VO > VOFE=(hy)] - inf V@O >p/2
[T (=5 =1),7; (he)] [ (h5) 7 (k)]

Thus, y; <7, (ht).
Hence, infwi ;1)) Wk = infjo 7,,)) Wi = Wi(m;) by (2.16). Thus for these j and i,

inf Wi — (=) — 1) 2 W) — (—j — 1) 2 Wy(n) — Walf (b)) = —h,  (6.10)
[TWK(_J_l)vyJ]
W Wa— Waly) 2 W)~ (= D+ ba/2 2 - /2 (610)
Yj,Tillt
So on @ﬁ £52 there exists 0 < j < [nge®"/4| and some 1 < i < ny such that such that (6.10)
and (6.11) are satisfied. More over for this i, we showed that y; < 7,”(h¢), one consequence of
this being that 7;(h:) — y; plays the role of 7} (h;) for the process W (. +y;) — Wi (y;). Moreover
y; — 7r(—j — 1) plays the role of 75 (hs/2) for Wy[. + 7Wx(—j — 1)] — (—j — 1). Applying the
strong Markov property for every 0 < j < |nse®"/*| at stopping times 7= (—j — 1) and yj, we
get for large t,

Lntesnht/4J

©6.2 A £6.2 : a4 . o+
P[85 ﬁEQ] = ]z:% P[[O,n*u(%lft/2)]WN2 ht:|P|:[0,7}1£1(fht)]WHZ g ht/ﬂ

2nedrhe/4 [hfe_””hiﬂ] [(hzr + ht/2)e_“ht] < e_ht/S/IO

IN

where we applied (2.9) and n; = e) since #(t) = o(logt). This together with (6.7) gives
P[(c/‘562] < 67Hht/8/2.
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Since (2.32), (2.33) and (2.34) are true for 1 <4 < n; on E92NEF2NES2, due to (6.9) for the
second one, the lemma is proved O
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