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Abstract

The purpose of the present work is to establish decorrelation estimates

for some random discrete Schrödinger operator in dimension one. We prove

that the Minami estimates are consequences of the Wegner estimates and

Localization. We also prove decorrelation estimates at distinct energies for the

random hopping model and Schrödinger operators with alloy-type potentials.

These results are used to give a description of the spectral statistics.

1 Introduction

To introduce our results, let us first consider one of the random operators that will
be studied in the rest of this article. Let (aω(n))n∈Z be a sequence of independent,
real random variables uniformly distributed on [1, 2]. Define Hω : ℓ2(Z) → ℓ2(Z) as
the following hopping model :

∀u ∈ ℓ2(Z), [Hω(u)](n) := aω(n+ 1)u(n+ 1) + aω(n)u(n− 1). (1.1)

We know that, with probability one, Hω is bounded and is self-adjoint. As Hω is
Z-ergodic, we know that there exists a set Σ such that, with probability one, the
spectrum of Hω is equal to Σ (see for instance [10]). Using [11, Theorem 3], we know
that

Σ = [−4, 4]. (1.2)

We also know ([10]) there exists a bounded density a state E → ν(E) such that for
any continuous function ψ : R → R

E (〈δ0, ψ (Hω) δ0〉) =
∫

R

ψ(E)ν(E)dE. (1.3)

Let N(E) be the integrated density of state, i.e the distribution function of the
measure ν(E)dE.

∗The author thanks his supervisor Frédéric Klopp, for his advice and guidance over the course

of the study
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One of the purposes of this article is to give a description of the spectral statistics
of Hω. In this context, we study the restriction of Hω to a finite box and study the
diverse statistics when the size of the box tends to infinity. For L ∈ N, let ΛL =
[1, L] ∩ Z and Hω(ΛL) be the restriction of Hω to ℓ2(ΛL) with Dirichlet boundary
conditions. In order to study the spectral statistics of Hω(Λ) we use four results,
the localization assumption, the Wegner estimates, the Minami estimates and the
decorrelation estimates for distinct energies. They will be introduced in the rest of
the section.

Let I be a relatively compact open subset of R∗. We know from the [16, Section
IV] that the following Wegner estimates hold at the edges of the spectrum.

(W) : There exists C > 0, such that for J ⊂ I and L ∈ N

P

[

tr (1J(Hω(ΛL))) ≥ 1
]

≤ C|J ||ΛL|. (1.4)

This shows that the integrated density of state (abbreviated IDS from now on)
N(.) is Lipschitz continuous. As the IDS is a non-decreasing function, this imply
that N is almost everywhere differentiable and its derivative ν(.) is positive almost-
everywhere on its essential support.

Let (Ej)j∈{1,...,L} denote the eigenvalues, ordered increasingly and repeated ac-
cording to multiplicity. One purpose of this article is, as in [6], to give a description of
spectral statistics. For instance, we obtain the following result. Define the unfolded
local level statistics near E0 as the following point process :

Ξ(ξ;E0, ω,Λ) =
∑

j≥1

δξj(E0,ω,Λ)(ξ) (1.5)

where
ξj(E0, ω,Λ) = |Λ|(N(Ej(ω,Λ)−N(E0)). (1.6)

The unfolded local level statistics are described by the following theorem which
corresponds to [6, Theorem 1.9] with a stronger hyp

Theorem 1.1. Pick E0 ∈ I such that N(.) is differentiable at E0 and ν(E0) >
0.Then, when |Λ| → ∞, the point process Ξ(ξ;E0, ω,Λ) converges weakly to a Pois-
son process with intensity the Lebesgue measure. That is, for any p ∈ N

∗, for any
(Ii)i∈{1,...,p} collection of disjoint intervals

lim
|Λ|→∞

P























ω;

♯{j; ξj(ω,Λ) ∈ I1} = k1
...

...

♯{j; ξj(ω,Λ) ∈ Ip} = kp























=
|I1|k1
k1!

. . .
|Ip|kp
kp!

(1.7)

Now, one can wonder what is the joint behaviour at large scale of the point
processes Ξ(ξ;E0, ω,Λ) and Ξ(ξ;E1, ω,Λ) with E0 6= E1. We obtain the following
theorem which corresponds to [6, Theorem 1.11].

Theorem 1.2. Pick (E0, E
′
0) ∈ I2 such that E0 6= E ′

0 and such that N(.) is differ-
entiable at E0 and E ′

0 with ν(E0) > 0 and ν(E ′
0) > 0.

When |Λ| → ∞ the point processes Ξ(E0, ω,Λ) and Ξ(E ′
0, ω,Λ), converge weakly
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respectively to two independent Poisson processes on R with intensity the Lebesgue
measure. That is, for U+ ⊂ R and U− ⊂ R compact intervals and {k+, k−} ∈ N×N,
one has

P

(

♯{j; ξj(E0, ω,Λ) ∈ U+} = k+

♯{j; ξj(E ′
0, ω,Λ) ∈ U−} = k−

)

→
Λ→Z

( |U+|k+
k+!

e−|U+|

)( |U−|k−
k−!

e−|U−|

)

.

To prove these theorems we use three results, the localization assumption, the
Minami estimates and the decorrelation estimates. They will be introduced in the
rest of the section.

We know from [16] that the operator satisfies the following localization assump-
tion.
(Loc): for all ξ ∈ (0, 1), one has

sup
L>0

sup
supp f⊂I

|f |≤1

E





∑

γ∈Zd

e|γ|
ξ‖1Λ(0)f(Hω(ΛL))1Λ(γ)‖2



 <∞. (1.8)

Now, we introduce the Minami estimates. We prove the

Theorem 1.3 (M). For any s′ ∈ (0, s), M > 1, η > 1, ρ ∈ (0, 1), there exists
Ls′,M,η,ρ > 0 and C = Cs′,M,η,ρ > 0 such that, for E ∈ J, L ≥ Ls′,M,η,ρ and ǫ ∈
[L−1/s′/M,ML−1/s′ ] , one has

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
)

≤ C(ǫsL)1+ρ.

It is proven in [13] that, in dimension one, for the continuum model, if one has
independence at a distance and localization, the Minami estimates are an implication
of the Wegner estimates. We show that this statement also holds for discrete models,
such as the random hopping model. In both cases, the Minami estimates are not
as precise as the Minami estimates proven in [3], but are sufficient for our purpose.
(Loc) and (M) are sufficient to prove Theorem 1.1.

We now introduce the decorrelation estimates at distinct energies. We prove the

Theorem 1.4. There exists γ > 0 such that for any β ∈ (1/2, 1), α ∈ (0, 1) and
(E,E ′) ∈ (R∗)2 such that at |E| 6= |E ′|, for any k > 0 there exists C > 0 such that
for L sufficiently large and kLα ≤ l ≤ Lα/k we have

P

(

tr1[E−L−1,E+L−1] (Hω(Λl)) 6= 0,

tr1[E′−L−1,E′+L−1] (Hω(Λl)) 6= 0

)

≤ C
l2

L1+γ
.

Decorrelation estimates give more precise results about spectral statistics. They
are a consequence of Minami estimates and localization. In [15], Klopp proves
decorrelation estimates for eigenvalues of the discrete Anderson model in the local-
ized regime. The result is proven at all energies only in dimension one. In [18],
decorrelation estimates are proven for the one-dimensional tight binding model, i.e
when there are correlated diagonal and off-diagonal disorders. As we used (M) in
the proof of Theorem 1.1 we use Theorem 1.4 to prove Theorem 1.2.
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2 Models and main results

Let (aω(n))n∈Z ∈ R
Z and (Vω(n))n∈Z ∈ R

Z be two random sequences. Define ∆a :
ℓ2(Z) → ℓ2(Z) by

∆au(n) = aω(n+ 1)u(n+ 1) + aω(n)u(n− 1) (2.1)

and define Hω : ℓ2(Z) → ℓ2(Z) as the following Jacobi operator :

∀u ∈ ℓ2(Z), [Hω(u)](n) := (∆au)(n) + Vω(n)u(n). (2.2)

For L ∈ N, let ΛL = [1, L] ∩ Z and Hω(ΛL) be the restriction of Hω to ℓ2(ΛL)
with Dirichlet boundary conditions. We will study these operators in two cases :
(•) (Vω(n))n∈Z are random variables not necessarily independent with a common
compactly supported bounded density ρ and the sequence (aω(n))n∈Z is deterministic
(or random provided it is independent with Vω) and there exists M > 0 such that

∀n, 1

M
≤ |a(n)| ≤M .

For instance, fix (a(n))n and for i ∈ Z, fix ui ∈ ℓ1(Z). We may take Vω(n) =
∑

i∈Z ωiui(n − i) where (ωi)i∈Z are i.i.d random variables. The functions (ui)i are
called single-site potentials. When all (ui)i are equal, the potential is said alloy-type.
In particular, when ui = δ0, we obtain the Anderson model.
(•) (aω(n))n∈Z are random variables not necessarily independent with a common
compactly supported bounded density µ and the sequence (Vω(n))n∈Z is deterministic
or random (not necessarily independent with aω).

For instance, fix Vω := 0 and take (aω(n))n i.i.d random variables, then we obtain
the following random hopping model :

Hω(ΛL) =











0 aω(1) 0 . . .
aω(1) 0 aω(2) 0 . . .
0 aω(2) 0 aω(3) 0 . . .

. . .
. . .

. . .
. . .

. . .











. (2.3)

We assume that the operator satisfies a condition of independence at a distance :
(IAD) : There exist S ∈ N such that for all n ∈ N and (Λk)k∈{1,...,n} any collection
of intervals in Z, if for k 6= k′ dist(Λk,Λ

′
k) ≥ S then the operators (Hω(Λk))k∈{1,...,n}

are independent.
The discrete alloy-type Schrödinger operator with compactly supported single

site potential and the hopping model satisfy (IAD).
Let I be a relatively compact open subset of R. Suppose a Wegner estimate holds
on I :
(W) : There exists C > 0, s ∈ (0, 1], ρ ≥ 1 such that for J ⊂ I and Λ ⊂ N

P

[

tr (1J(Hω(Λ))) ≥ 1
]

≤ C|J |s|Λ|ρ. (2.4)

Wegner estimate has been proven for many different models, discrete or continuous
(see [3] for the Anderson model). In this paper, we rely on [19] when the potential
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is alloy-type, on [16] for the hopping model and on [14] (see also [8]) for the other
models. When ρ = 1, if the integrated density of state (which we will write IDS
from now on) exists, (W) implies that the IDS is Hölder continuous whereas when
ρ > 1, (W) gives no information about the IDS.
Finally, we suppose that there exists I ⊂ R such that we have a localization property.

(Loc): for all ξ ∈ (0, 1), one has

sup
L>0

sup
supp f⊂I

|f |≤1

E





∑

γ∈Zd

e|γ|
ξ‖1Λ(0)f(Hω(ΛL))1Λ(γ)‖2



 <∞ (2.5)

This property can be shown using either multiscale analysis or fractional moment
method. In fact we suppose that I is a region where we can do the bootstrap
multiscale analysis of [7]. (Loc) is equivalent to the conclusion of the bootstrap
MSA (see [6, Appendix] for details). We do not require estimates on the operator
Hω but only on Hω(ΛL). In order to make the multiscale analysis one needs an
initial estimate about the Green function (H(ΛL0)−E)−1 where L0 is large enough.
For the Anderson model in dimension one, this estimate is valid on the whole axis.
For alloy-type potential with undefined sign, we only know it at large disorder (see
[4] and reference therein), i.e when ‖ρ‖∞ is sufficiently small. For the hopping model
(2.3), (Loc) is proven at the edges of the almost-sure spectrum [16].

The purpose of this article is to give a description of the spectral statistics for
some discrete random Schrödinger operators in dimension one. Two key tools to get
this description are the Wegner estimates and the following Minami estimates. For
instance we prove

Theorem 2.1. For any s′ ∈ (0, s), M > 1, η > 1, ρ ∈ (0, 1), there exists
Ls′,M,η,ρ > 0 and C = Cs′,M,η,ρ > 0 such that, for E ∈ J, L ≥ Ls′,M,η,ρ and
ǫ ∈ [L−1/s′/M,ML−1/s′ ] , one has

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
)

≤ C(ǫsL)1+ρ.

The Wegner estimates have been proven for many type of model whereas the
Minami estimates are known for all dimension mostly for the Anderson model([3]).
Following [13], we prove that the Minami estimates are consequences of localization
and the Wegner estimates This will be applied to both the random hopping model
and the discrete alloy-type model.

We prove the decorrelation estimates.

Theorem 2.2 (D). : Let β ∈ (1/2, 1). For any α ∈ (0, 1), E,E ′ ∈ I2, E 6= E ′, for
any c > 1, one has, for L sufficiently large and l such that cLα ≤ l ≤ cLα

P

(

tr1[E−L−1,E+L−1](Hω(Λl)) 6= 0,

tr1[E′−L−1,E′+L−1](Hω(Λl))) 6= 0

)

≤ C

(

l2

L4/3

)

e(logL)
β

.

We show that decorrelation estimates hold for the random hopping model and
for the Jacobi model with alloy-type potential under certain requirement, such as a
compactly supported, non-negative single-site potential.
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The estimates (W), (M) and (D), and assumption (Loc) will be used as in [6] to
get a description of spectral statistics.

The Wegner estimate used in [6] is linear in volume. As all our previous results
hold provided we have (Loc) and the Wegner estimates, even if it is polynomial
in volume, we modify the proof of [6]. In our case, the Wegner estimates do not
imply that the integrated density of state is Hölder continuous. Thus, we make
an assumption about its regularity. But, in dimension one, for some models, one
can prove that the integrate density of state is Hölder continuous without using the
Wegner estimates. Eventually, we use our previous results to study the spectral
statistics of one-dimensional quantum graphs with random vertex coupling.

In section 3 we will show that in dimension one, if one has a condition of inde-
pendence at distance, for the Jacobi model, the Minami estimates are consequences
of the Wegner estimates. In section 4 we will prove a general decorrelation estimates
that will be used for alloy-type potential and one-dimensional quantum graphs. We
also prove decorrelation estimates for some discrete alloy-type models and for the
random hopping model. In section 5 we prove the results about spectral statistics
under a regularity hypothesis on the IDS. In section 6 we show that the previ-
ous results are also true for one-dimensional quantum graphs with random vertex
coupling. Eventually, in the appendix, we give some general results about finite-
difference equations used in section 3 and an example of operator which has Wegner
estimates polynomial in volume and a Hölder continuous integrated density of state.

3 In the localized regime, the Wegner estimate

implies the Minami estimate

For any interval Λ in Z we define Hω(Λ) as the restriction of Hω to ℓ2(Λ) with
Dirichlet boundary condition. We follow the proof of [13] and show that if Hω(Λ)
has two close eigenvalues then there exists two restrictions of this operator to disjoint
intervals, each having an eigenvalue close to the previous ones. In this section, the
random variables aω and Vω may be correlated, as long as we have a Wegner estimate.

Theorem 3.1. Fix S ≥ 0. There exists ǫ0 such that for all ǫ <
ǫ0
L4

, if

tr
(

1[E−ǫ,E+ǫ](Hω(ΛL))
)

≥ 2 then there exists x− and x+ in {1, . . . , L} with x+−x− ≥
S such that

tr

(

1[

E−ǫL
4

ǫ0
,E+ǫL

4

ǫ0

](Hω(Λ{0,...,x−})

)

≥ 1,

tr

(

1[

E−ǫL
4

ǫ0
,E+ǫL

4

ǫ0

](Hω(Λ{x+,...,L})

)

≥ 1.

This result is the discrete equivalent of Theorem 2.1 in [13]. One of the advan-
tages of the discrete model over the continuous model is the following one. As we
will apply this result to a random operator, the points x+ and x− will be random.
Thus, when estimating probabilities, we will have to count the number of possibili-
ties. Hence, when studying the continuous model, we have to restrain the points to
a lattice whereas in the discrete model, the lattice is given by the model. However,
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in the discrete model, some results need more computations, they will be given in
Appendix A.

In order to remove the condition ǫ < ǫ0
L4 we use the localization assumption and

reduce the study of the operator on boxes of size L to the study on boxes of size logL
to which we will apply Theorem 3.1. Indeed, the localization assumption yields two
different characterizations of the localized regime, the proofs of which use (W) and
can be found in [6, Appendix].

Lemma 3.2. (Loc)(I) : For all p > 0 and ξ ∈ (0, 1), for L sufficiently large, there
exists a set of configuration UΛl

of probability larger than 1−L−p such that if φn,ω is
a normalized eigenvector associated to the eigenvalue En,ω and x0(ω) ∈ {1, . . . , L}
maximize |φn,ω| (x0 is called a localization center) then

|φn,ω(x)| ≤ Lp+de−|x−x0|ξ . (3.1)

Lemma 3.3. (Loc)(II) : For all ξ ∈ (0, 1) and ν ∈ (0, ξ), for L sufficiently large,
there exists a set of configuration VΛl

of probability larger than 1 − e−Lν
such that

if φn,ω is a normalized eigenvector associated to the eigenvalue En,ω and x0(ω) ∈
{1, . . . , L} maximize |φn,ω| (x0 is called a localization center) then

|φn,ω(x)| ≤ e2L
ν

e−|x−x0|ξ . (3.2)

Using (Loc)(I) and (Loc)(II), we obtain the following theorems. Fix J a compact
in I. When the energy interval [E− ǫ, E+ ǫ] is sufficiently small in comparison with
the size of the box ΛL we prove :

Theorem 3.4. For any s′ ∈ (0, s), p > 0 and η > 1, there exists Lη,s′ > 0 such that
for E ∈ J, L ≥ Lη,s′ and ǫ ∈ (0, L−1/s′), one has

∑

k≥2

P(tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k) ≤ C(ǫ2s
′

L2 + L−p) (3.3)

The following theorem is useful for proving decorrelation estimates for eigenval-
ues.

Theorem 3.5. For any s′ ∈ (0, s), M > 1, η > 1, β > 1 + 4s + ρ, there exists
Ls′,M,η,β > 0 and C = Cs′,M,η,β > 0 such that, for E ∈ J, L ≥ Ls′,M,η,β and ǫ ∈
[L−1/s′/M,ML−1/s′ ] , one has

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
)

≤ C(ǫsL)2(logL)2ηβ .

We also prove the following result which is useful if we want to take boxes of size
(logL)1/ξ and energy intervals polynomially small. We then use (Loc)(II) instead of
(Loc)(I) :

Theorem 3.6. For any s′ ∈ (0, s), M > 1, ξ′ ∈ (0, 1), α ∈ (ξ′, 1), ν ∈ (ξ′, α),
β > 1 + 4s+ ρ, there exists Ls′,M,α,β,ξ′,ν > 0 and C = Cs′,M,α,β,ξ′,ν > 0 such that, for
E ∈ J, L ≥ Lα,β,ξ′,ν and ǫ ∈ [L−1/s′/M,ML−1/s′ ], one has, with l = (logL)1/ξ

′

and
l′ = lα

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(Λl))] ≥ k
)

≤ C
(

ǫsl l′β
)2
,
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Remark 3.7. If we apply directly Theorem 3.1 without using (Loc), we get the
following estimate :

∑

k≥2

P
(

tr[1[E−L−κ,E+L−κ](Hω(Λl))] ≥ k
)

≤ (L−sκ l4s+1+ρ)2 (3.4)

The estimate in Corollary 3.6 is better as we have α ∈ (ξ′, 1), but (3.4) could suffice
in some cases.

3.1 Proof of Theorem 3.1

Let E ∈ sp(Hω(ΛL)) and u a normalized eigenfunction. For n ∈ {1, . . . , L} define

U(n) :=

(

u(n)
u(n− 1)

)

and the Prüfer variables ru and φu by:

U(n) = ru(n)

(

sin(φu(n))
cos(φu(n))

)

. (3.5)

We follow the proof of [13, Theorem 2.1] and divide the proof in two part. First,
we show the result when both eigenvectors live essentially far away from each other.
Secondly, we show the result when both eigenvectors have a common site where theirs
amplitudes ru and rv are large. We will need some properties of finite-difference
equations of order two, they can be found in Appendix A. Recall that M is fixed
such that

∀n ∈ N,
1

M
≤ |an| ≤M. (3.6)

We first prove :

Theorem 3.8. There exists η0 > 0 such that for all η ∈ (0, η0) and all E <
η4

L4
, if

tr
(

1[−E,E](sp(Hω(ΛL))
)

≥ 2 and if for all n ∈ ΛL, ru(n)rv(n) ≤
η

L
where u and v

are normalized eigenvectors, there exists x− and x+ in ΛL with x+ − x− ≥ S such
that

tr
(

1[−EL4/η4,EL4/η4](Hω({0, . . . , x−}))
)

≥ 1,

tr
(

1[−EL4/η4,EL4/η4](Hω({x+, . . . , L}))
)

≥ 1.

Proof. As u and v are normalized, there exists xu and xv such that ru(xu) ≥
1√
L

and rv(xv) ≥
1√
L
. So rv(xu) ≤

η√
L

and ru(xv) ≤
η√
L
. Without loss of generality,

we can suppose that xu < xv. Let f =
ru
rv

then f(xu) ≥ 1

η
and f(xv) ≤ η. By

Lemma A.1 there exists C > 0 (only depending on M defined in (3.6)) such that

1

C
≤ f(n+ 1)

f(n)
≤ C

8



So for η ≤ 1

CS+2
<

1

C2
we know that there exists n such that xu < n < xv and

1√
C
< f(n) <

√
C so that min{n − xu, xv − n} ≥

⌊

S
2

⌋

+ 2, where ⌊.⌋ denote the

floor function. Now take x− = n −
(⌊

S

2

⌋

+ 2

)

and x− = n +

(⌊

S

2

⌋

+ 2

)

, then

one has x+ − x− ≥ S + 2 and

{f(x−), f(x+)} ⊂
[

1

C
S
2
+2
, C

S
2
+2

]

.

Using Lemma A.2 we can assume that | sin(φv(x−))| ≥ η1/4 otherwise we change x−

to x− − 1. Define λ =
u(x−)

v(x−)
and w = u − λv. Then, λ ≤ K

η1/4
, w(0) = w(x−) = 0

and
‖ (Hω({0, . . . , x−})−E)w‖ℓ2{0,...,x−} ≤ E. We compute

‖w‖2ℓ2{0,...,x−} ≥ ‖u‖2ℓ2{0,...,x−} − 2λ
η

L
≥ ru(xu)

2 −K
η3/4

L
≥ 1

2L
,

for η sufficiently small. Thus Hω({0, . . . , x−})−E has an eigenvalue in E
√
2L(−1, 1).

This conclude the proof for x−. The proof for x+ is similar : one has to estimate
‖Hω({x+, . . . , L})w‖ instead of ‖ (Hω({0, . . . , x−})− E)w‖.

Now we prove a lemma that will be used in the second part of the proof of
Theorem 3.1.

Lemma 3.9. For all n ∈ {0, . . . , L},

|ru(n)rv(n) sin(δφ(n))| ≤ME, (3.7)

where M is defined in (3.6).

Proof. Let W (n) = a(n)
[

u(n)v(n− 1)− u(n− 1)v(n)
]

be the Wronskian of U and
V . Then, we compute

W (n+ 1) =a(n)ru(n)rv(n) sin(δφ(n))

=a(n+ 1)
[

u(n+ 1)v(n)− u(n)v(n+ 1)
]

=v(n)
(

− ωnu(n)− a(n)u(n− 1)
)

− u(n)
(

− ωnv(n) + Ev(n)− a(n)v(n− 1)
)

=W (n)−Ev(n)u(n)

We know that W (1) = 0 and that u and v are normalized, so for all n ∈ {0, . . . , L}

|W (n)| = E

∣

∣

∣

∣

∣

n
∑

i=0

u(n)v(n)

∣

∣

∣

∣

∣

≤ E

√

√

√

√

n
∑

i=0

u2(n)

√

√

√

√

n
∑

i=0

v2(n) ≤ E.

As |an| ≥
1

M
, the proof of Lemma 3.9 is complete.
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The second part of the proof of Theorem 3.1 is the following result :

Theorem 3.10. There exists η0 > 0 such that for all η ∈ (0, η0) and E <
η4

L4
, if

tr
(

1[−E,E](sp(Hω(ΛL))
)

≥ 2 and if there exists x0 ∈ {0, . . . , L} such that

ru(x0)rv(x0) ≥
η

L
where u and v are normalized eigenvectors, then there exists x−

and x+ in {1, . . . , L} with x+ − x− ≥ S such that

tr
(

1[E−ǫ,E+ǫ](Hω({0, . . . , x−}))
)

≥ 1,

tr
(

1[E−ǫ,E+ǫ](Hω({x+, . . . , L}))
)

≥ 1.

Proof. Using Lemma A.1 and Lemma A.2 we can suppose that

| sin(φu(x0))| ≥
1

C
. From Lemma 3.9 we know that | sin(δφ(x0))| ≤

EL

η
. Now we

can suppose that δφ(x0) ∈
[

0,
EL

2η

]

, the case δφ(x0) ∈
[

π − EL

2η
, π

]

is handled in

the same way. To prove Theorem 3.10 we use the

Lemma 3.11. There exists x2 ∈ {1, . . . , L} such that δφ(x2) ∈
[

π − EL3

2η
, π

]

.

Proof. As u and v are orthogonal
∣

∣

∣

∣

∣

ru(x0)rv(x0) sin
2(φu(x0)) +

∑

n 6=x0

ru(n)rv(n) sin(φu(n)) sin(φv(n))

∣

∣

∣

∣

∣

≤ C
EL

η

and as EL4 ≤ η4, for L sufficiently large we have

∑

n 6=x0

ru(n)rv(n) sin(φu(n)) sin(φv(n)) ≤ − η

CL

(

1− Cη2

L2

)

≤ − η

2CL
.

Now, we have
∣

∣

∣

∣

∣

∣

∑

n 6=x0,ru(n)rv(n)≤η/L3

ru(n)rv(n) sin(φu(n)) sin(φv(n))

∣

∣

∣

∣

∣

∣

≤ C
η

L2
.

So

∑

n 6=x0,ru(n)rv(n)≥η/L3

ru(n)rv(n) sin(φu(n)) sin(φv(n)) ≤ − η

2CL

(

1− 1

L

)

≤ − η

3CL
.

Now, as sin(φv) = sin(φu + δφ) = sin(φu) cos(δφ) + cos(φu) sin(δφ) and as

|rurv sin(δφ)| ≤ME ≤ Mη4

L4
, for L sufficiently large we have

∑

n 6=x1,ru(n)rv(n)≥η/L3

ru(n)rv(n) sin
2(φu(n)) cos(δφv(n)) ≤ − η

4CL
. (3.8)
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So there exists x2 6= x0 such that ru(x2)rv(x2) ≥ η

L3
and cos(δφ(x2)) < 0. So

| sin(δφ(x2))| ≤ ME
L3

η
and δφ(x2) ∈

[

π −M
EL3

η
, π

]

. This complete the proof of

Lemma 3.11.

Now, we have x0 and x2 such that δφ(x0) ∈
[

0,
EL

η

]

and δφ(x2) ∈
[

π − EL3

η
, π

]

.

Thus, by Lemma A.4 and Lemma A.3, there exists ǫ0 > 0 such that for L sufficiently
large, there exists x1 ∈ {1, . . . , L} such that δφ(x1) ∈ [ǫ0, π − ǫ0]. Hence if we take

x− = x1 −
⌊

S

2

⌋

− 1 and x+ = x1 +

⌊

S

2

⌋

+ 1, then, there exists C > 0 (depending

on S) such that

∀n ∈ {x−, . . . , x+}, δφ(n) ∈
[ǫ0
C
, π − ǫ0

C

]

. (3.9)

We will now show that H−
ω := Hω({0, . . . , x−}) has an eigenvalue in

[−EL4/η4, EL4/η4]. H+
ω is handled in the same way.

First, suppose there exists n ∈ {x−, x− + 1} such that either u(n) = 0 or v(n) = 0.
For instance, suppose that u(x−) = 0, then as x0 < x− and as u2(x0)+u

2(x0−1) 6= 0,
u is an eigenvector of H−

ω . If v(x−) = 0, then v is an eigenvector of H−
ω .

Now suppose that none of {u(x−), u(x− + 1), v(x−), v(x− + 1)} is equal to zero.
Without loss a generality one can suppose that ru(x−) > rv(x−), if not we exchange
u and v. We compute

∣

∣

∣

∣

u(x− + 1)

v(x− + 1)
− u(x−)

v(x−)

∣

∣

∣

∣

=
|W (x− + 1)|

a(x− + 1)v(x− + 1)v(x−)

≥ |W (x− + 1)|
a(x− + 1)rv(x− + 1)rv(x−)

≥ |W (x− + 1)|
a(x− + 1)rv(x− + 1)ru(x−)

≥ |W (x− + 1)|
a(x− + 1)Crv(x− + 1)ru(x− + 1)

≥ | sin(δφ(x− + 1))|
C

≥ 1

K
≥ 2η0

for η0 sufficiently small. So we can suppose that

∣

∣

∣

∣

u(x−)

v(x−)
− ru(x0)

rv(x0)

∣

∣

∣

∣

≥ η0, if not we

replace x− by x− + 1.

Let λ− =
u(x−)

v(x−)
and w = u− λ−v, then w(0) = w(x−) = 0 and

‖(H−
ω −E)(w)‖ℓ2({0,...,x−}) = ‖Ew‖ℓ2({0,...,x−}) ≤ E (3.10)

On the other hand, we know that rv(x0) >
η

L
so we can suppose that v(x0)

2 ≥ η2

2L2
.
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If this is not the case, replace x0 by x0 − 1.

w(x0) = ru(x0) sin(φu(x0))− λ−rv(x0) sin(φv(x0))

= [ru(x0)− λ−rv(x0)] sin(φv(x0)) + ru(x0)[sin(φu(x0))− sin(φv(x0))]

=

[

ru(x0)

rv(x0)
− λ−

]

v(x0) + ru(x0)[sin(φu(x0))− sin(φv(x0))]

But as u is normalized, we have

1. ru(x0) ≤
√
2

2. | sin(φu(x0))− sin(φv(x0))| ≤ δφ(x0) ≤
EL

Cη
≤ η3

L3

so ‖w‖ℓ2({0,...,x−}) ≥ |w(x0)| ≥ η0η√
2L

− η3

L3
≥ η0η

2L
for

η

L2
sufficiently small. So

H−
ω has an eigenvalue at distance at most

EL

η0η
from E. This complete the proof of

Theorem 3.10.

Theorem 3.1 now follows from both Theorem 3.8 and Theorem 3.10, taking ǫ0
sufficiently small.

3.2 Proof of the Minami estimates

Now we follow the proof in [13, Section 3] and use Theorem 3.1 to show the following
Minami estimates.

Theorem 3.12. Fix J compact in I the region of localization. Then, for p > 0,
η > 1, β > max(1 + 4s, ρ) and ρ′ > ρ (ρ and s are defined in (W)), then there exists
Lη,β,ρ′ > 0 and C = Cη,β,ρ′ > 0 such that, for E ∈ J, L ≥ Lη,β,ρ′ and ǫ ∈ (0, 1), one
has

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
)

≤ C
[

(

ǫsLlβ + e−l/8
)2
eCǫsLlρ

′

+ L−p
]

,

where l := (logL)η.

Theorem 3.13. Fix J compact in I the region of localization. Then, for α ∈ (0, 1),
ν ∈ (0, α), β > 1 + 4s + ρ and ρ′ > ρ (ρ and s are defined in (W)), there exists
Lα,β,ρ′ > 0 and C = Cα,β,ρ′ > 0 such that, for E ∈ J, L ≥ Lα,β,ρ′ and ǫ ∈ (0, 1), one
has

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
)

≤ C
[

(

ǫsLlβ + e−l/8
)2
eCǫsLlρ

′

+ e−Lν
]

,

where l := Lα.
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Theorem 3.4, Theorem 3.5 and Theorem 3.6 are consequences of Theorem 3.12
and Theorem 3.13. For instance Theorem 3.6 is a consequence of Theorem 3.13 if
we take ν ∈ (ξ′, α). Indeed, it implies that ǫ & L−k ≥ e−lν and that ǫ ≥ e−lα.

The proof of Theorem 3.12 being the same as the proof of [13, Theorem 1.1], we
only sketch it for the reader’s convenience. First, the localization assumption implies
that eigenvalues of Hω(Λ) are close to eigenvalues of the same operator restricted to
smaller boxes. Recall that UΛL

is the set of ω such that (Loc)(I) holds.

Lemma 3.14. For 0 < p < 0 and ξ′ < ξ < 1, there exists Lp,ξ,ξ′ > 0 such that

for l = (logL)
1
ξ′ , L ≥ Lp,ξ,ξ′, ω ∈ UΛL

and γ ∈ ΛL, if Hω(ΛL) has k eigenvalues in
[E − ǫ, E + ǫ] with localization center in Λ 4l

3
(γ), then Hω(Λ 3l

2
(γ)) has k eigenvalues

in [E − ǫ− e−lξ/8, E + ǫ+ e−lξ/8].

Define

Ωb :=











ω ∈ UΛL
;

there are two centres of localization of eigenfunctions

associated to eigenvalues in [E − ǫ, E + ǫ]

that are at a distance less than 4l from each other











and Ωg := UΛL
/Ωb. When ω ∈ Ωg, Lemma 3.14 gives rise to independent opera-

tors on small boxes : (Hω(Λ 3l
2
(γ)))γ. Hence, we obtain the following lemma :

Lemma 3.15. Fix 0 < p and 0 < ξ′ < ξ < 1. Then there exists Lp,ξ,ξ′ > 0 such

that, for l = (logL)
1
ξ′ , for L ≥ Lp,ξ,ξ′ and k ≥ 2, one has

P
({

ω ∈ Ωb; tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
})

≤ L

l
P2,9l,l(ǫ) + e−slξ/9

and, for k ≤ [L/(4l)] + 1,

P
({

ω ∈ Ωg; tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
})

≤
(

[L/m]
k

)

(P1,3l/2,4l/3(ǫ) + e−slξ/8
)k
. (3.11)

where we have defined

Pk,l,l′ := sup
γ∈l′Z∩[O,L]

P
(

tr[1[E−ǫ,E+ǫ](Hω(Λl(γ)))] ≥ k
)

.

This implies the following result :

Lemma 3.16. Fix J compact in I, the localization region (cf (Loc) in Section 1).
Then, for any p > 0, ξ ∈ (0, 1) and ξ′ ∈ (0, ξ), there exists C = Cξ,ξ′ > 0 and
Lξ,ξ′ > 0 such that, for E ∈ J, L ≥ Lξ,ξ′ and ǫ ∈ (0, 1), one has

∑

k≥2

P
(

tr[1[E−ǫ,E+ǫ](Hω(ΛL))] ≥ k
)

≤ L−p +
L2

l
P2,9l,l(ǫ)

+

(

L

l

)2
(

P1,3l/2,4l/3(ǫ) + e−lξ/8
)2

eLP1,3l/2,4l/3(ǫ)/l (3.12)

where l = (logL)1/ξ
′

.
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Now, Theorem 3.12 follows from Theorem 3.1 and (W). As for Theorem 3.13,
it comes from the same reasoning and the following lemma the proof of which is
similar to the proof of Lemma 3.4 in [13] except that we use (Loc)(II) instead of
(Loc)(I) :

Lemma 3.17. For α ∈ (0, 1), ξ ∈ (0, 1) and ν ∈ (0, αξ), there exists Lν,ξ,α > 0
such that for l = Lα and L ≥ Lα,ξ,ξ′ and ω ∈ VΛL

and γ ∈ ΛL, if Hω(ΛL) has k
eigenvalues in [E − ǫ, E + ǫ] with localization center in Λ 4l

3
(γ), then Hω(Λ 3l

2
(γ)) has

k eigenvalues in [E − ǫ− e−lξ/8, E + ǫ+ e−lξ/8].

4 Decorrelation estimates for eigenvalues

Now that we have proven Minami estimates, we can now turn to prove decorrelation
estimates for eigenvalues. The Minami estimates and Theorem 4.2 below are com-
plementary results. Indeed, Minami estimates can be seen as decorrelation estimates
for close eigenvalues whereas Theorem 4.2 is proven for distinct energies. In fact,
as the proof will show, Theorem 4.2 is a consequence of Theorem 3.5 and localiza-
tion. To prove decorrelation estimates, we will study the co-linearity of gradients
of eigenvalues, as functions of the random variables. As the gradients are different
according to the models considered, the co-linearity condition depends on the model.
Hence, we divide the proof of decorrelation estimate into three parts, according to
the model.

4.1 General decorrelation estimates

In this section, we prove decorrelation estimate when Vω(n) = ωn so that (Vω(n))n
are independent variables. Independence will only be used to simplify the estima-
tions of probabilities and we show in Subsection 4.2 how to prove decorrelation
estimates for the discrete alloy-type model. Most results of this section only re-
quire (IAD). The result is slightly different from the decorrelation estimate found in
[15, Lemma 1.1]. Indeed we state a result that will handle both discrete alloy-type
model and unidimensional quantum graphs with random vertex coupling. Therefore
we introduce the following notations.

For E ∈ R, pick λE ∈ R, µE ∈ R and define σ := {E ∈ R, λE 6= 0}. For
E 6= E ′, define d := λE + λE′, b := λE − λE′, c := µE − µE′ and for E ∈ σ,

Vω(E) :=
1

λE
(Vω − µE). In (W) we assume that s = 1. The results of the present

section need the following hypothesis to hold: (E,E ′) ∈ σ2 must be taken such that
at least two of d,b,c be non-zero. If λE = 1 and µE = E we have σ = R and
Vω(E) = Vω −E. In this case, we always have d = 2, b = 0, c 6= 0.

In this section, the sequence a(n) := (aω(n)) is not random. Thus, the operator
∆a is deterministic. We follow the lines of [15] to prove a decorrelation estimate for
the eigenvalues. If the random variables (Vω(n))n are independent we can use the
following Minami estimates (see for instance [3]) which are more precise than the
estimates in Theorem 3.5.
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Theorem 4.1 (M). Let I ⊂ J ⊂ R, then for any E ∈ σ there exists C > 0 such
that

E
(

tr1I(−∆a + Vω(E))Λl
(tr1J(−∆a + Vω(E))ΛL

− 1)
)

≤ C|I||J ||Λ|2. (4.1)

The main result of the present section is :

Theorem 4.2 (D). Let β ∈ (1/2, 1). For α ∈ (0, 1) and (E,E ′) ∈ σ2 such that at
least two of d, b, c be non zero, then for any k > 0 there exists C > 0 such that for
L sufficiently large and kLα ≤ l ≤ Lα/k we have.

P

(

tr1[−L−1,+L−1](−∆a + Vω(E)) Λl
6= 0,

tr1[−L−1,+L−1](−∆a + Vω(E
′)) Λl

6= 0

)

≤ C

(

l2

L4/3

)

e(logL)
β

.

In particular, this proves (D) (see Section 2) for the operator Hω := −∆a+Vω(n)
with Vω(n) = ωn.

Using (M) or Theorem 3.5 if we just have (IAD), as (logL)C < e(logL)
β
, Theo-

rem 4.2 is a consequence of the following theorem :

Theorem 4.3. Let β ∈ (1/2, 1). For α ∈ (0, 1) and (E,E ′) ∈ σ2 such that at least
two of d, b, c be non zero, then for any k > 1 there exists C > 0, such that for L
large enough and kLα ≤ l ≤ Lα/k we have

P0 := P

(

tr1[−L−1,+L−1](−∆a + Vω(E)) Λl
= 1,

tr1[−L−1,+L−1](−∆a + Vω(E
′)) Λl

= 1

)

≤ C

(

l2

L4/3

)

e(logL)
β

.

Now, using (Loc)(I) , Theorem 4.3 is a consequence of the following theorem :

Theorem 4.4. Let β ′ ∈ (1/2, 1).For α ∈ (0, 1) and (E,E ′) ∈ σ2 such that at least
two of d, b, c be non zero, then there exists C > 0 such that for any ξ′ ∈ (0, ξ), L
large enough and l̃ = (logL)1/ξ

′

we have

P1 := P

(

tr1[−2L−1,+2L−1](−∆a + Vω(E)) Λl̃
= 1,

tr1[−2L−1,+2L−1](−∆a + Vω(E
′)) Λl̃

= 1

)

≤ C

(

l̃2

L4/3

)

el̃
β′

.

Proof of Theorem 4.3 using Theorem 4.4.
Define HE

ω (Λl) := −(∆a + Vω(E))Λl
, HE′

ω (Λl) := −(∆a + Vω(E
′))Λl

and J̃L =
[−2L−1, 2L−1]. Suppose that both operators have one eigenvalue in [−L−1, L−1].
For ω in UΛL

(cf (Loc)(I)), to each eigenvalue we can associate a localization centre.
Using Lemma 3.14 with p = 2, depending on whether these points are distant from
at least 3l̃ or are at a distance of at most 3l̃ , either there exists γ 6= γ′ such that
dist(γ + Λl̃; γ

′ + Λl̃) ≥ l̃ with

1. Hω(γ + Λl̃) has exactly one eigenvalue in J̃L

2. Hω(γ
′ + Λl̃) has exactly one eigenvalue in J̃ ′

L
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or there exists γ0 such that Hω(γ0+Λ5l̃) has exactly one eigenvalue in J̃l and exactly

one in J̃ ′
L. Using (IAD) and (W), we then compute

P0 ≤ L−2 + C(l/l̃)P

({

σ(Hω(Λ5l̃(γ0) ∩ J̃L 6= ∅
σ(Hω(Λ5l̃(γ0) ∩ J̃ ′

L 6= ∅

})

+ C(l/l̃)2P(σ(Hω(Λl̃(γ) ∩ J̃L 6= ∅)P(σ(Hω(Λl̃(γ
′) ∩ J̃ ′

L 6= ∅)
≤ L−2 + C(l/l̃)2(l̃ρ/L)2 + C(l/l̃)P1 ≤ c(l/L)2 l̃2(ρ−1) + C(l/l̃)P1.

Now, if one take ξ and ξ′ sufficiently close to 1, we obtain Theorem 4.3 with β =
β ′

ξ
∈
(

1

2
, 1

)

.

We can now turn to the proof of Theorem 4.4. From now on we will write
Hω(Λl, E) = (−∆a + Vω(E)) Λl̃

and JL = [−L−1, L−1]. For ǫ ∈ (2L−1, 1), for some

κ > 2, using Theorem 3.13 when one of the two operators Hω(Λl, E) and Hω(Λl, E
′)

has two eigenvalues in [−ǫ,+ǫ], one has

P1 ≤ Cǫ2lκ + Pǫ ≤ Cǫ2l2el
β

+ Pǫ (4.2)

where
Pǫ = P(Ω0(ǫ))

and

Ω0(ǫ) =



















ω;

σ(Hω(Λl, E)) ∩ JL = {E(ω)}
σ(Hω(Λl, E)) ∩ (−ǫ, + ǫ) = {E(ω)}
σ(Hω(Λl, E

′)) ∩ JL = {E ′(ω)}
σ(Hω(Λl, E

′)) ∩ (−ǫ, + ǫ) = {E ′(ω)}



















.

In order to estimate Pǫ we make the following definition. For (γ, γ′) ∈ Λ2
L let

Jγ,γ′(E(ω), E ′(ω)) be the Jacobian of the mapping (ωγ, ωγ′) → (E(ω), E ′(ω)) :

Jγ,γ′(E(ω), E ′(ω)) =

∣

∣

∣

∣

(

∂ωγE(ω) ∂ωγ′
E(ω)

∂ωγE
′(ω) ∂ωγ′

E ′(ω)

)∣

∣

∣

∣

(4.3)

and define
Ωγ,γ′

0,β (ǫ) = Ω0(ǫ) ∩ {ω; |Jγ,γ′(E(ω), E ′(ω))| ≥ λ} .
When one of the Jacobians is sufficiently large, the eigenvalues depends on two

independent random variables. Thus the probability to stay in a small interval is
small. So we divide the proof in two parts, depending on whether all the Jacobians
are small. The next lemma shows that if all the Jacobians are small then the
gradients of the eigenvalues must be almost co-linear.

Lemma 4.5. Let (u, v) ∈ (R+)2n such that ‖u‖1 = ‖v‖1 = 1. Then

max
j 6=k

∣

∣

∣

∣

(

uj uk
vj vk

)∣

∣

∣

∣

2

≥ 1

4n5
‖u− v‖21.
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So either one of the Jacobian determinants is not small or the gradient of E and
E ′ are almost collinear. We shall show that the second case happens with a small
probability. But first we show that a normalized eigenfunction has a large number
of sites where it is not small.

Lemma 4.6. There exists c > 0 such that for u a normalized eigenvalue of
(−∆a + Vω(E)) Λl

, there exists n0 ∈ Λl such that for m ∈ I := [n0 − clβ, n0 + clβ]

either |u(m)| ≥ e−lβ or |u(m+ 1)| ≥ e−lβ .

Proof. As u satisfies a finite difference equation of order two, u grows at most ex-
ponentially fast, so if u takes two small consecutive values, u cannot be large in a
logarithmic neighbourhood of these points. As u is normalized there exists n0 ∈ Λl

such that |u(n0)| ≥ 1/
√
l .

If there exists m ∈ {1, . . . , l} such that |u(m)| ≤ e−lβ/5 and |u(m+1)| ≤ e−lβ/5 then
as

|u(n+ 2)| ≤ C(|u(n+ 1)|+ |u(n)|)
|u(n)| ≤ C(|u(n+ 1)|+ |u(n+ 2)|)

one has |u(m+N)| ≤ (2C)|N |e−lβ/5. So |m− n0| ≥ c̃lβ for some c̃ > 0 and for some
0 < c < c̃ and m such that |m−n0| ≤ clβ either |u(m)| ≥ e−lβ/5 or |u(m+1)| ≥ e−lβ/5.
So there are at least clβ/2 sites where u is not small. This proves Lemma 4.6.

We are now able to give a proof of the

Lemma 4.7. Let E,E ′ ∈ σ2 and β > 1/2. Let P denote the probability that there
exist Ej(ω) and Ek(ω), simple eigenvalues of (−∆+ Vω(E))Λl

and (−∆+ Vω(E
′))Λl

in [−e−lβ ,+e−lβ ] such that

∥

∥

∥

∥

∥

∇ω

(

Ej(ω))

‖∇ω

(

Ej(ω))‖1
± ∇ω

(

Ek(ω))

‖∇ω

(

Ek(ω))‖1

∥

∥

∥

∥

∥

1

≤ e−lβ . (4.4)

Then there exists c > 0 such that

P ≤ e−cl2β (4.5)

Proof. The proof follows that of Lemma 2.4 in [15]. Let φj be a normalized eigen-
function associated to Ej. Then we compute

∂ωnEj(ω) = 〈(∂ωnHω)φj, φj〉
= 〈λEφj(n)en, φj〉 = λEφ

2
j(n)

Thus,
∇ω(Ej(ω))

‖∇ω(Ej(ω))‖1
(n) =

λE
|λE|

φj(n)
2 = ±φj(n)

2. Hence, as in [15], there exist

P,Q with P ∩Q = ∅ and P ∪ Q = {1, . . . , L} such that

∀n ∈ P, |φj(n)− φk(n)| ≤ e−lβ/2 ,

∀n ∈ Q, |φj(n) + φk(n)| ≤ e−lβ/2 .
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Let P (respectively Q) be the orthogonal projector on ℓ2(P) (respectively ℓ2(Q)) in
ℓ2({1, . . . , l}). Then, the eigenvalues equations can be rewritten as

(λE∆a + µE + Vω)(Pu+Qu) = hE ,

(λE′∆a + µE′ + Vω)(Pu−Qu) = hE′ .

where |hE| + |hE′| ≤ Ce−lβ . Multiplying by P and Q and summing or subtracting
we obtain :

(λE + λE′)∆aPu+ (λE − λE′)∆aQu

+ (µE + µ′
E)Pu+ (µE − µ′

E)Qu+ 2VωPu = hE + hE′ , (4.6)

(λE − λE′)∆aPu+ (λE + λE′)∆aQu+

(µE − µ′
E)Pu+ (µE + µ′

E)Qu+ 2VωQu = hE − hE′ . (4.7)

As PVωQ = QVωP = 0, we have

(λE + λE′)(Q∆aP + P∆aQ)u

+ (λE − λE′)(Q∆aQ + P∆aP )u+ (µE − µ′
E)u = hE,E′ . (4.8)

Recall that if one of b := (λE − λE′), c := µE − µ′
E, d := (λE + λE′) is zero then the

other two are not. In [15] is proven that P∆Q+Q∆P =
∑

k Ck∆Ck where the sets
(Ck)k are ”intervals” in N/lZ. And as we have

P∆aP +Q∆aQ + P∆aQ+Q∆aP = ∆a,

if C = ∪Ck, P∆aP + Q∆aQ =
∑

kDk∆aDk where D = ∪kDk = {1, . . . , l} − ∪kC̊k.
So C and D have symmetric roles in the equation. (4.8) is equivalent to the following
equation :

(b∆a + 2λ′E
∑

k

Ck∆aCk + c)u = h. (4.9)

If n /∈ C then

b
(

a(n + 1)u(n+ 1) + a(n)u(n− 1)
)

+ cu(n) = h(n), (4.10)

so if b = 0 then c 6= 0 and |u(n)| . e−lβ . Suppose that b = 0. Then, we know from
Lemma 4.6 that Cc cannot have two consecutive points in I (defined in Lemma 4.6)
and same for Dc if d = 0. So, without loss of generality, we can suppose that d 6= 0
and that ♯(C ∩ I) ≥ ♯I/2 .

If n ∈ C̊l then

d
(

a(n + 1)u(n+ 1) + a(n)u(n− 1)
)

+ cu(n) = h(n). (4.11)

If Cl = {n−, . . . , n+} then
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ba(n+ + 1)u(n+ + 1) + da(n+)u(n+ − 1) + cu(n) = h(n), (4.12)

da(n− + 1)u(n− + 1) + ba(n−)u(n− − 1) + cu(n) = h(n). (4.13)

Now, we show that this implies stringent conditions on the random variables (ωn)n.
Indeed, we know that the eigenvalue equation for u is

λE

(

a(n+ 1)u(n+ 1) + a(n)u(n− 1)
)

+ (µE + ωn)u(n) = hE(n). (4.14)

Combining the eigenvalue equation with (4.11) we obtain

∀n ∈ C̊k,
∣

∣

∣
µE + ωn − λE

c

d

∣

∣

∣
|u(n)| ≤ e−Lβ

. (4.15)

So if |u(n)| ≥ e−lβ/2 then we have

∣

∣

∣µE + ωn + λE
c

d

∣

∣

∣ ≤ e−lβ/2. (4.16)

Suppose Ck ⊂ I. If |Ck| = nk there are at least
⌊nk

2
− 1
⌋

sites in C̊k where u is

not small. We are now left with the study of the cases nk = 2 and nk = 3. Suppose
b 6= 0. Combining (4.12) and (4.14), we have

∣

∣

∣

∣

λE

(

1− d

b

)

a(n+)u(n+ − 1) +
(

µE + ωn+ − λE
c

b

)

u(n+)

∣

∣

∣

∣

≤ Ce−lβ , (4.17)

∣

∣

∣

∣

λE

(

1− d

b

)

a(n− + 1)u(n− + 1) +
(

µE + ωn−
− λE

c

b

)

u(n−)

∣

∣

∣

∣

≤ Ce−lβ . (4.18)

When nk = 2 we have
∥

∥

∥

∥

∥

∥

∥

∥









µE + ωn+ − λE
c

b
λE

(

1− d

b

)

a(n+)

λE

(

1− d

b

)

a(n+) µE + ωn−
− λE

c

b









(

u(n+)
u(n−)

)

∥

∥

∥

∥

∥

∥

∥

∥

≤ Ce−lβ .

As

∥

∥

∥

∥

(

u(n−)
u(n+)

)∥

∥

∥

∥

≥ Ce−lβ/2 we have

∣

∣

∣

∣

∣

(

µE + ωn+ − λE
c

b

)(

µE + ωn−
− λE

c

b

)

− λ2E

(

1− d

b

)2

a(n+)
2

∣

∣

∣

∣

∣

≤ e−lβ/2. (4.19)

If nk = 3 we have Ck = {n−, n, n+} and

∥

∥

∥

∥

∥

∥

∥

∥

∥











µE + ωn+ − λE
c

b
λE

(

1− a

b

)

a(n+) 0

0 µE + ωn − λE
c

a
0

0 λE

(

1− a

b

)

a(n) µE + ωn−
− λE

c

b















u(n+)
u(n)
u(n−)





∥

∥

∥

∥

∥

∥

∥

∥

∥

≤ Ce−lβ .
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If |u(n)| ≥ e−lβ/2 then
∣

∣

∣
µE + ωn − λE

c

a

∣

∣

∣
≤ e−lβ/2. (4.20)

If |u(n)| ≤ e−lβ/2 then |u(n+)| ≥ e−lβ/2 and

|µE + ωn+ − λE
c

b
| ≤ Ce−lβ/2. (4.21)

Now, suppose b = 0. If there is a gap between Ck and its two neighbours
{Ck+1, Ck−1}, we know that |u(n+ + 1)| ≤ e−lβ and |u(n− − 1)| ≤ Ce−lβ . So the
conditions when nk ∈ {2, 3} are
∥

∥

∥

∥

(

µE + ωn+ λEa(n+)
λEa(n+) µE + ωn−

)(

u(n+)
u(n−)

)∥

∥

∥

∥

≤ e−lβ if nk = 2 and

∥

∥

∥

∥

∥

∥

∥







µE + ωn+ λEa(n+) 0

0 µE + ωn − λE
c

a
0

0 λEa(n) µE + ωn−











u(n+)
u(n)
u(n−)





∥

∥

∥

∥

∥

∥

∥

≤ Ce−lβ if nk = 3.

In both cases we have a condition on the (ωn)n similar to (4.16) and (4.19).
If Ck is adjacent to Ck+1 it gives rise to an interval Dk0 in D of length two (which

makes the junction between Ck and Ck+1) and we still have a condition on the (ωn)n
similar to (4.19), where d and b are exchanged. To summarize, if Cl ⊂ I, when
nk ≥ 4 we have at least ⌊(nk − 2)/2⌋ conditions of type (4.16) and if nk = 2 or
nk = 3 we have one condition of type (4.19) or (4.20), possibly shared with one of
its neighbours.

There are at most two Cl that are not entirely contained in I, and for these
particular two sets we only have

⌊

(♯(Cl ∩ I)− 1)/2
⌋

points where u is not small. So

if ♯(Cl ∩ I) ∈ {1, 2} there is no known point where u satisfies |u(n)| ≥ e−
β/2. Define

ñk = ♯(Ck ∩ I), we know that
∑

k ñk ≥ clβ/2. Then, we have a number of conditions
on the (ωn)n which is greater than

∑

k,ñk≥3,ñk<nk

⌊(ñk − 1)/2⌋+
∑

k,ñk≥4,ñk=nk

⌊(nk − 2)/2⌋+ 1

2

∑

k,nk∈{2,3},ñk=nk

1

≥
∑

k,ñk≥3,ñk<nk

ñk/5 +
∑

k,ñk≥3,ñk<nk

ñk/3

+
∑

k,ñk≥4,ñk=nk

nk/5 +
1

2

∑

k,nk∈{2,3},ñk=nk

nk/5− 2

≥ clβ/10− 2 ≥ c′lβ/10

There are 2l choices for P, l choices for n0, less than 2l choices for the points
where u satisfies |u(n)| ≥ e−

β/2. For each of these choices, it gives us a probability
at most e−cl2β . Thus, as β > 1/2, we have for a smaller c and L sufficiently large

P ≤ e−cl2β ≤ L−2. (4.22)

This complete the proof of Lemma 4.7.
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Pick λ = e−lβλEλE′. Then, either one of the Jacobian determinant is larger
than λ or the gradients are almost co-linear. Lemma 4.7 shows that the second case
happens with a probability at most e−cL2β

. It remains to evaluate P(Ωγ,γ′

0,β (ǫ)). We
recall the following results from [15]. They were proved for an = 1, they extend
readily to our case. First, we study the variations of the Jacobian.

Lemma 4.8. There exists C > 0 such that

‖Hessω(E(ω))‖l∞→l1 ≤
C

dist
[

E(ω), σ(Hω(Λl))− {E(ω)}
] .

Fix α ∈ (1/2, 1). Using Lemma 4.8 and Theorem 3.5 when Hω(Λl) has two
eigenvalue in [E − L−α, E + L−α], for L large enough, with probability at least
1− L−2αλ,

‖Hessω(E(ω))‖l∞→l1 + ‖Hessω(E ′(ω))‖l∞→l1 ≤ CLα (4.23)

In the following lemma we write ω = (ωγ, ωγ′, ωγ,γ′).

Lemma 4.9. Pick ǫ = L−α. For any ωγ,γ′, if there exists (ω0
γ, ω

0
γ′) ∈ R

2 such that

(ω0
γ, ω

0
γ′, ωγ,γ′) ∈ Ωγ,γ′

0,β (ǫ), then for (ωγ, ωγ′) ∈ R
2 such that |(ωγ, ωγ′)−(ω0

γ, ω
0
γ′)|∞ ≤ ǫ

one has

(Ej(ω), Ek(ω)) ∈ JL × J ′
L =⇒ |(ωγ, ωγ′)− (ω0

γ , ω
0
γ′)|∞ ≤ L−1λ−2.

As in Lemma 4.9, fix (ω0
γ , ω

0
γ′) such that (ω0

γ, ω
0
γ′, ωγ,γ′) ∈ Ωγ,γ′

0,β (ǫ) and define
A := (ω0

γ, ω
0
γ′) + {(ωγ, ωγ′) ∈ R

2
+ ∪ R

2
−, |ωγ| ≥ ǫ or |ωγ′ | ≥ ǫ}. We know that for

any i ∈ Z, ωi → Ej(ω) and ωi → Ek(ω) are non increasing functions. Thus, if
(ωγ, ωγ′) ∈ A then (Ej(ω), Ek(ω)) /∈ JL×J ′

L. Thus, all the squares of side ǫ in which

there is a point in Ωγ,γ′

0,β (ǫ) are placed along a non-increasing broken line that goes
from the upper left corner to the bottom right corner. As the random variables are
bounded by C > 0, there is at most CLα cubes of this type.

As the (ωn)n are i.i.d, using Lemma 4.9 in all these cubes, we obtain :

P(Ωγ,γ′

0,β (ǫ)) ≤ CLα−2λ−4 (4.24)

and therefore

Pǫ ≤ CLα−2λ−3 (4.25)

Optimization yields α = 2/3. This completes the proof of Theorem 4.4.

4.2 Decorrelation estimates for alloy-type models

In Subsection 4.1 we proved decorrelation estimates under the assumptions that the
random potential was taking independent values. In this section we prove decor-
relation estimates for alloy-type potentials. Thus, the values taken by the random
potential are correlated. Let L ∈ N and (ωn)n be independent random variables with
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a common compactly supported bounded density ρ. Let (dn)n∈Z ∈ R
Z and define

Hω(ΛL) = ∆a + Vω on ℓ2({1, . . . , L}) with periodic conditions where

Vω(m) =
∑

n∈Z

anωn+m

From now on we will suppose that there exists K > 0 and λ > 0 such that |d(n)| ≤
Ke−λ|n|. Without loss of generality, we can suppose that d(0) is the right most
maximum of the sequence, i.e :

|d(0)| = max{|d(n)|, n ∈ Z},
∀n ≥ 1, |d(n)| < |d(0)|. (4.26)

Let S = C logL and define

zm := Ṽω(m) :=
∑

|n|≤S

dnωn+m (4.27)

and H̃ω := ∆ + Ṽω. Let κ > 1, then there exists C = Cλ,K,κ such that

‖H̃ω −Hω‖ = ‖Ṽω − Vω‖∞ . e−λS . e−λS . L−κ (4.28)

for C sufficiently large. Hence, one has the following relation :

tr
(

1[E−L−κ,E+L−κ](Hω(Λ))
)

≤ tr
(

1[E−2L−κ,E+2L−κ](H̃ω(Λ))
)

≤ tr
(

1[E−3L−κ,E+3L−κ](Hω(Λ))
) (4.29)

Now we know that if (Λj)j is a collection of cubes distant from one another of at
least 2S, then the operators (H̃ω(Λj))j are independent. In [19] a Wegner estimate
is proven for the operator Hω under the hypothesis that the density of (ωn)n have
bounded variation.

Theorem 4.10 ([19]). There exists D ∈ N, D 6= 0, depending only on (an)n such
that for each β > D/λ there exists K > 0 such that for all L ∈ N, E ∈ R and ǫ > 0

E
[

tr
(

1[E−ǫ,E+ǫ](Hω(ΛL))
)]

≤ CǫL(L+ β logL+K)D+1. (4.30)

Theorem 4.10 yields the following Wegner estimates, for L sufficiently large

E

[

tr
(

1[E−ǫ,E+ǫ](H̃ω(ΛL))
)

]

≤ CǫLD+2. (4.31)

Now, we can apply the results of Section 3 and prove a Minami estimates.

Theorem 4.11. Let L ∈ N, E ∈ R, κ > 1 and ǫ = L−κ. There exists C := Cκ,K,λ >
0 such that we have the following Minami estimate :

P
(

tr
(

1[E−ǫ,E+ǫ](Hω(ΛL))
)

≥ 2
)

≤ P

(

tr
(

1[E−2ǫ,E+2ǫ](H̃ω(ΛL))
)

≥ 2
)

≤ C(ǫL)2(logL)ηβ .
(4.32)
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In order to prove decorrelation estimates for distinct eigenvalues, we use the
following hypotheses :

(H1) : (dn)n ⊂ R
Z

+ or (dn)n ⊂ R
Z

−.

(H2) : (dn)n has compact support.

(H2’) : for all θ ∈ [0, 2π),
∑

n dne
inθ 6= 0.

We will use either (H1) and (H2) or (H1) and (H2’). Assumption (H1) proves
that the eigenvalues are monotonous functions of any random variable. From now
on we assume that (H1) holds, and without loss of generality that (dn)n ⊂ R

Z

+.
Assumptions (H2) and (H2’) will be used to show that if the gradient of two eigen-
values are almost co-linear, we obtain the same conditions on the eigenvectors as in
Theorem 4.7.

Before proving decorrelation estimates we show some properties of the random
variables (zn)n defined in (4.27) that will be needed in the proof.

Lemma 4.12. Define γ := d(0)2 − d(−1)d(1) > 0. There exists N ∈ N such that

for all n ∈ Z, if |n| ≥ N then d(n) ≤ d(0)e−λ|n|/2 and
e−λN/2

1− e−λN/2
<

1

8γd(0)2
.

We recall the Gershgorin theorem [1]:

Theorem 4.13. Let A = [ai,j ](i,j) ∈Mn(R) be a matrix such that

∀i ∈ {1, . . . , n}, |ai,i| >
∑

j 6=i

|ai,j | =: Ri.

Then sp(A) ⊂ ⋃iD(ai,i, Ri).

Proposition 4.14. There exists C > 0 (independent of L) such that for J finite
subset of Z such that for all (i, j) ∈ J2, i 6= j, |i − j| ≥ N , where N is defined in
Lemma 4.12, then the collection (zj)j∈J∪J+1 has a density bounded by (C‖ρ‖∞)2♯J .

Proof. Define b := d1{−S,...,S}, then zi =
∑

n∈Z b(n)ωn+i. Now, consider the applica-
tion

(ωi)i∈J∪J+1 → (zi)i∈J∪J+1.

The Jacobian determinant of the application is the determinant of the matrix A =
[aij ](i,j)∈(J∪J+1)2 where aij = b(i − j). As the definition of the matrix A suggest, A
can be rewritten by block of size two, and the blocks on the diagonal are all equal to

the matrix

(

d(0) d(1)
d(−1) d(0)

)

. Its largest coefficient is equal to d(0) so that the largest

coefficient of its inverse is equal to
d(0)

γ
. Let A = D + R = D(I + D−1R) be this

block decomposition.
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First, we remark that for i ∈ J , using Lemma 4.12,

∑

j∈J,j 6=i

aij ≤ a(0)
∑

j∈J,j 6=i

e−λ′|i−j|

≤ 2d(0)

⌊ ♯J
2 ⌋+1
∑

k=1

e−kλ′N

≤ 2d(0)e−λ′N 1− e−(⌊ ♯J
2
⌋+1)λ′N

1− e−λ′N

≤ 2d(0)
e−λ′N

1− e−λ′N
≤ γ

4d(0)

by assumption. Using Theorem 4.13, if µ is an eigenvalue of I + D−1R, then

µ ≥ 1

2
. So the Jacobian is larger than

(γ

2

)♯J

. Now, (ωn)n are independent random

variables with a common compactly supported, bounded density ρ. This completes
the proof of Lemma 4.14.

To prove decorrelation estimates we will use the same reasoning as in Section 3.
Let E(ω) be a simple eigenvalue of Hω(Λl) and u a normalized eigenvalue. Define
b := d1{−S,...,S}. As zn =

∑

i biωi+n, using (H1) we obtain :

∂ωmE =
∑

i

biu
2(m− i) =

l
∑

i=1

bm−iu
2(i) ≥ 0. (4.33)

where u2(m) = 0 if m /∈ {1, . . . , l}. Thus ‖∇ωEj‖ =
∑

i bi =: A ≤ ‖(bn)n‖1. We
prove the following lemma

Lemma 4.15. Suppose
‖∇ωEj −∇ωEj‖1 ≤ e−lβ . (4.34)

Then,
∀i ∈ {1, . . . , L}, |u2(i)− v2(i)| ≤ e−lβ/2. (4.35)

Proof. For i ∈ {1, . . . , L} define X(i) := u2(i)− v2(i) and define
B := [bij ](i,j)∈{1−S,...,l+S}×{1,...,l} by bij = b(i− j) where b := d1{−S,...,S}. Then, (4.34)

is equivalent to ‖BX‖ ≤ e−lβ .
Define n0 := max{n ∈ N, bnb−n 6= 0}. Then n0 ≤ S and, without loss of

generality, we can assume that b(n0) 6= 0. We divide the proof into two parts,
according to whether (H2) or (H2’) holds.

Assume (H2) holds. Let B̃ be the square sub-matrix of B defined by

B̃ := [bij ](i,j)∈{1−n0,...,1−n0+l}×{1,...,l}. (4.36)

Then, B̃ is a lower triangular matrix with bn0 on the diagonal. Thus, there exists
K > 0 (only depending on the sequence (dn)n) such that ‖B̃−1‖ ≤ K.

Now assume (H2’) holds instead of (H2). As the sequence (an)n is exponentially
decaying, for L large enough the sequence (bn)n also satisfy (H2’). Define B̃ :=
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[bij ](i,j)∈{1−S,...,l+S}2. Then B is a sub matrix of B̃ and B̃ is a circulant matrix.

Define X̃ ∈ R
l+2S by X̃(i) = X(i) if i ∈ {1, . . . , l} and zero elsewhere. Then, (4.34)

is proved if we prove that ‖B̃X̃‖ ≤ e−lβ . Using (H2’) and [20, Proposition 5], there
exists K > 0 (only depending on the sequence (dn)n) such that ‖B̃−1‖ ≤ K. This
complete the proof of Lemma 4.15.

Thus, we are now able to give a proof of the

Lemma 4.16. Let E,E ′ ∈ σ2 and β > 1/2. Let P denote the probability that there
exist Ej(ω) and Ek(ω), simple eigenvalues of (−∆a + Vω)Λl

and (−∆a + Vω)Λl
in

[E − e−lβ , E + e−lβ ] and [E − e−lβ , E + e−lβ ] such that
∥

∥

∥

∥

∥

∇ω

(

Ej(ω))

‖∇ω

(

Ej(ω))‖1
± ∇ω

(

Ek(ω))

‖∇ω

(

Ek(ω))‖1

∥

∥

∥

∥

∥

1

≤ e−lβ . (4.37)

Then there exists c > 0 such that

P ≤ e−cl2β (4.38)

Proof. The proof is the same as the proof of Lemma 4.7 except that we obtain the
conditions (4.16), (4.19), (4.20) on the random variables (zn)n instead of conditions
on (ωn)n. More precisely we obtain clβ conditions of two type :

∣

∣

∣

∣

(

µE + zn+ − λE
c

b

)(

µE + zn−
− λE

c

b

)

− λ2E

(

1− a

b

)2
∣

∣

∣

∣

≤ e−lβ/2 (4.39)

with n+ − n− = 1 and
∣

∣

∣
µE + zn − λE

c

a

∣

∣

∣
≤ e−lβ/2. (4.40)

Now take c′lβ conditions among them such that the random variables satisfies the
Lemma 4.14. Then, for L sufficiently large, the probability of satisfying these con-
ditions is smaller than :

2lC l‖ρ‖l∞e−cl2β ≤ e−c′l2
β

≤ L−2. (4.41)

Thus ,
P ≤ L−2. (4.42)

This conclude the proof of Lemma 4.16

Now, using (4.33), Lemma 4.9 is still valid. Thus, we still obtain (4.24) and
Theorem 4.2 for H̃ω(ΛL). Thus, using (4.29), we obtain the following theorem.

Theorem 4.17. Let β ∈ (1/2, 1). For α ∈ (0, 1) and E 6= E ′ then for any k > 1,
there exists C > 0 such that for L sufficiently large and kLα ≤ l ≤ Lα/k we have.

P

(

tr1[E−L−1,E+L−1](Hω(Λl)) 6= 0,

tr1[E′−L−1,E′+L−1](Hω(Λl)) 6= 0

)

≤ C

(

l2

L4/3

)

e(logL)
β
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It is not clear how to prove decorrelation estimates without assumption (H1).
Indeed, in Lemma 4.9, we used the monotonicity of eigenvalues, seen as functions
of one random variable, the others being fixed. This prevent any pair of eigenvalues
of turning over a value when one of the random variable increases. There might be
other ways to prevent this behaviour.

4.3 Decorrelation estimates for the hopping model

In this section we consider the random hopping model defined in (1.1) and prove
Theorem 1.4. The spectrum of Hω(ΛL) is symmetric with respect to the origin.
Indeed, if φ ∈ ℓ2(ΛL) is an eigenvector of Hω(ΛL) associated to the eigenvalue E,
then ψ defined by ψ(n) = (−1)nφ(n) is an eigenvector associated to −E. Thus,
there is no chance for decorrelation estimates for opposite eigenvalues and the study
of decorrelation estimates for eigenvalue of opposite sign is equivalent to the study
of decorrelation estimates for positive eigenvalues.

As in Subsection 4.1, Theorem 1.4 is a consequence of Theorem 3.5, (Loc)(I) and
the following theorem :

Theorem 4.18. For any E > E ′ > 0 there exists C > 0, such that for any ξ′ ∈
(0, ξ), for L large enough and l = (logL)1/ξ

′

we have

P1 := P

(

tr1[E−L−1,E+L−1](Hω(Λl)) = 1,

tr1[E′−L−1,E′+L−1](Hω(Λl)) = 1

)

≤ C

(

l2

L4/3

)

el
β

.

We now prove Theorem 4.18. Fix E > E ′ > 0 and l := (logL)1/ξ
′

. Define
JL := [E−L−1, E+L−1], J ′

L := [E ′−L−1, E ′+L−1] and ǫ := L−α with α ∈ (1/2, 1).
Using Theorem 3.4, the event

Ω0(ǫ) =



















ω;

σ(Hω(Λl)) ∩ JL = {E(ω)}
σ(Hω(Λl)) ∩ (−ǫ, + ǫ) = {E(ω)}
σ(Hω(Λl)) ∩ J ′

L = {E ′(ω)}
σ(Hω(Λl)) ∩ (−ǫ, + ǫ) = {E ′(ω)}



















satisfies :
P1 ≤ P (Ω0(ǫ)) + L−2α(logL)C , (4.43)

for some C > 2. Thus, it remains to evaluate P (Ω0(ǫ)).
As in Subsection 4.1, we study the gradients of eigenvalues. Let Ej(aω), Ek(aω)

be two simple, non-negative eigenvalues of Hω(Λl) and φ, ψ normalized eigenvectors.
Then, we compute

∂aω(k)Ej = 2φ(k)φ(k − 1). (4.44)

The main difference with the alloy-type model is that the derivative is not necessarily
positive, which was central in the proof of Lemma 4.9. Multiplying the eigenvalue
equation at point k by φ(k) we obtain :

aω(k + 1)∂aω(k+1)Ej + aω(k)∂aω(k)Ej = Ejφ
2(k) (4.45)
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Equation (4.45) shows that if we take the polar coordinates of the couple of variables
(aω(k), aω(k + 1)), the eigenvalues increase according to the radius. As in the proof
of Lemma 4.9, we need two independent growths. Thus, we will show that there is

a small probability that all of the determinant Ji,j :=

∣

∣

∣

∣

φ2(i) ψ2(i)
φ2(j) ψ2(j)

∣

∣

∣

∣

with |i− j| ≥ 2

(instead of i 6= j, as in Lemma 4.5) are exponentially small. In this purpose we
prove the two following lemmas, which are generalizations of Lemma 4.5.

Lemma 4.19. Let (u, v) ∈ (R+)
n such that ‖u‖1 = ‖v‖1 = 1. Fix j0 ∈ {1, . . . n}

such that maxj |u(j)| = |u(j0)| ≥
1

n
. Define J := {j0−1, j0, j0+1}, K := {1, . . . n}−

J and λ :=
v(j0)

u(j0)
. Suppose there exists C > 1 such that {‖u K‖1, ‖v K‖1} ∈

(

1

C
, 1

)

and suppose there exists ǫ ∈
(

0,
1

2n2C

)

such that

max
k∈K

∣

∣

∣

∣

(

uj0 uk
vj0 vk

)∣

∣

∣

∣

≤ ǫ. (4.46)

Then λ ∈
[

1

2C
, 2C

]

and ‖v K − λu K‖1 ≤ n2ǫ.

Proof. Take λ :=
vj0
uj0

> 0 and for k ∈ K define δk := vk − λuk. We know from

(4.46) that |δk| ≤ nǫ. Thus ‖v K − λu K‖1 ≤ ∑k∈K |δk| ≤ n2ǫ. Besides,
∑

k∈K δk =

‖v K‖1 − λ‖u K‖1 so λ =
‖v K‖1 −

∑

k∈K δk

‖u K‖1
. Hence

λ ≤ 1 + n2ǫ

1/C
≤ 2C,

λ ≥ 1

C
− n2ǫ ≥ 1

2C
.

This complete the proof of Lemma 4.19.

Lemma 4.20. There exists C > 1 such that for Ej(ω) an eigenvalue of Hω(Λl) and
φ a normalized eigenvector, if we define u ∈ R

l by u(i) = φ2(i) and if K and J are

defined as in Lemma 4.19, we have ‖u K‖1 ∈
(

1

C
, 1

)

.

Proof. As for all n ∈ N, |aω(n)| ∈
[

1

M
,M

]

, using the exponential growth of the

eigenvector as in the proof of Lemma 4.6, there exists C > 1 (only depending on

M) such that for l sufficiently large S1 :=
∑

k∈K u(k) ≥
u(j0)

C
. As

∑

k∈{1,...,l} u(k) =

1, either S1 ≥ 1

2
or u(j0 − 1) + u(j0) + u(j0 + 1) ≥ 1

2
. In the latter case, as

u(j0) = maxj u(j), we have u(j0) ≥ 1

6
thus S1 ≥ 1

6C
. This complete the proof of

Lemma 4.20.
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Let j0, J and K be as in Lemma 4.19. We are now able to give a proof of

Lemma 4.21. Fix E,E ′ ∈ R
∗
+ with E 6= E ′ and β > 1/2. Let P denotes the

probability that there exist En(ω) and Em(ω), simple eigenvalues of Hω(Λl) in [E −
e−lβ , E + e−lβ ] and [E ′ − e−lβ , E ′ + e−lβ ] such that if φ, ψ are normalized eigenvector
associated to En and Em we have

∥

∥λφ2
K − ψ2

K

∥

∥ ≤ e−lβ , (4.47)

then there exists c > 0 such that

P ≤ e−cl2β . (4.48)

Proof. The proof follows the one of Lemma 4.7. There exist P,Q with P ∩ Q = ∅
and P ∪ Q = K such that

∀n ∈ P, |
√
λφj(n)− φk(n)| ≤ e−lβ/2 ,

∀n ∈ Q, |
√
λφj(n) + φk(n)| ≤ e−lβ/2 .

Let P (respectively Q and J) be the projector on ℓ2(P) (respectively ℓ2(Q) and
ℓ2(J )). Define P̃ := P + J . Then the eigenvalues equations are

(∆a −E)(P̃ φ+Qφ) = hE ,

(∆a − E ′)(P̃φ−Qφ) +Hω(E
′)

(

Jψ√
λ
− Jφ

)

=
hE′√
λ

.

where |hE |+
|hE′|√
λ

≤ Ce−lβ . Combining these equations as in the proof of Lemma 4.7,

there exists two collection of intervals (Ck)k and (Dk)k such that if we define C :=

∪kCk and D := ∪kDk, then D = {1, . . . , l} −
◦

C and

[

∑

k

Ck∆aCk + (E ′ − E)

]

φ = h1 −Hω(E
′)

(

Jψ√
λ
− Jφ

)

, (4.49)

[

∑

k

Dk∆aDk + (E ′ + E)

]

φ = h2 +Hω(E
′)

(

Jψ√
λ
− Jφ

)

. (4.50)

The Lemma 4.6 is still valid with the hopping model. Thus we define I as in
Lemma 4.6 and we define J̃ := J ∪ {j0 − 2, j0 + 2}, K̃ := K − {j0 − 2, j0 + 2} and

Ĩ = K̃ ∩ I . The vector Hω(E
′)

(

Jψ√
λ
− Jφ

)

has support in J̃ . There are at most

four sets Ck that are not entirely contained in Ĩ.

Fix n ∈ Ĩ. If n /∈ C, (4.49) shows that |φ(n)| ≤ e−lβ/2

|E − E ′| . Thus, using Lemma 4.6,

for L large enough, Cc cannot have two consecutive points in Ĩ. As Cc = D̊ , if Dk

is included in Ĩ, |Dk| ∈ {2, 3}; this assumption we will be used from now on.
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Suppose |Dk| = 3, Dk := {n−, n, n+}. Writing (4.50) at point n+ we obtain
∣

∣

∣

∣

φ(n+)−
aω(n+)

E + E ′
φ(n)

∣

∣

∣

∣

≤ e−lβ/2

E + E ′
. (4.51)

As E > 0 and |φ(n)| < e−lβ/2, for L sufficiently large we obtain |φ(n+)| < e−lβ/2

which is in contradiction with the definition of I. This implies that |Dk| = 2.
Suppose Dk := {n−, n+}. Then, writing (4.50) at points n+ and n− we obtain

the following equation :

∥

∥

∥

∥

(

E + E ′ −aω(n+)
−aω(n+) E + E ′

)(

φ(n−)
φ(n+)

)∥

∥

∥

∥

≤ e−lβ . (4.52)

As Dk ⊂ I,

∥

∥

∥

∥

(

φ(n−)
φ(n+)

)∥

∥

∥

∥

≥ e−lβ/2. Thus we obtain the following condition on ωn+

:
∣

∣aω(n+)
2 − (E + E ′)2

∣

∣ ≤ e−lβ/2. (4.53)

A same reasoning shows that if Ck is included in Ĩ, |Ck| = 2 and if we write Ck :=
{m−, m+} we obtain the following condition on ωm+ :

∣

∣aω(m+)
2 − (E − E ′)2

∣

∣ ≤ e−lβ/2. (4.54)

Now suppose Ck (respectively Dk) is one of the four interval that are partially
in Ĩ. Using an equation similar to (4.51) at the edge included in Ĩ we show that
|Ck ∩ Ĩ| = 1 (respectively |Dk ∩ Ĩ| = 1). Now, as a point m+ of an interval Ck

included in Ĩ is equal to a point n− of an interval Dk′, we obtain |Ĩ − 4| conditions
on the (aω(n))n of type (4.53) or (4.54). There is l choices for j0, 2

l choices for P
and Q. This and the fact that |Ĩ| ≥ clβ complete the proof of Lemma 4.21.

Thus, using Lemma 4.19, when the vectors φ2 and ψ2 are not almost collinear,
there exists j ∈ {1, . . . , l} with |j − j0(ω)| ≥ 2 such that

∣

∣

∣

∣

φ2(j0) ψ2(j0)
φ2(j) ψ2(j)

∣

∣

∣

∣

≥ e−lβ/2. (4.55)

There is less than l2 choices for (j0, j).
Now suppose that (j0, j) satisfies (4.55) and fix (aω(n))n/∈{j,j+1,j0,j0+1}. From now

on, we will only write the dependence of En and Em on
(aω(n))n∈{j,j+1,j0,j0+1}, i.e :

Ep(ω) = Ep (aω(j), aω(j + 1), aω(j0), aω(j0 + 1))

for p ∈ {n,m}. For (r1, θ1, r2, θ2) ∈
(

R
∗
+ × [0, 2π)

)2
define

Fn (r1, θ1, r2, θ2) := En (r1 cos θ1, r1 sin θ1, r2 cos θ2, r2 sin θ2) . (4.56)

Since M ≥ |aω(n)| ≥
1

M
, we restrain our study to (r1, r2) ∈

[

1√
2M

,
√
2M

]2

. We

compute

∂r1Fn := cos θ1∂aω(j)En (r1 cos θ1, r1 sin θ1, r2 cos θ2, r2 sin θ2)

+ sin θ1∂aω(j+1)En (r1 cos θ1, r1 sin θ1, r2 cos θ2, r2 sin θ2) .

29



Thus,
r1∂r1Fn = 2Enφ

2(j) and r2∂r2Fn = 2Enφ
2(j0). (4.57)

Besides,

max
(p,q)∈{1,2}2

|∂rp∂rqFn| ≤ 4max
k,k′

∣

∣∂aω(k)∂aω(k′)En(ω)
∣

∣ ≤ 4‖HessaωEn(ω)‖. (4.58)

Now fix (θ1, θ2). Let J(r1, r2) be the Jacobian of the mapping
(r1, r2) → (Fn(r1, r2), Fm(r1, r2)) :

Jj,j0(r1, r2) =

∣

∣

∣

∣

(

∂r1Fn ∂r2Fn

∂r1Fm ∂r2Fm

)∣

∣

∣

∣

. (4.59)

Define λ := E ′Ee−lβ/2 and define

Ωj,j0
0,β (ǫ) = Ω0(ǫ) ∩ {aω; |Jj,j0(r1, r2)| ≥ λ} .

Using Lemma 4.21, we have

P (Ω0(ǫ)) ≤ e−l2β + l
∑

j

P
(

Ωj,j0
0,β (ǫ)

)

. (4.60)

It remains to evaluate P
(

Ωj,j0
0,β (ǫ)

)

. Lemma 4.8 is still valid for the hopping model.

Thus, when (r1, r2) ∈ Ωj,j0
0,β (ǫ), ‖HessrFn‖ + ‖HessrFm‖ ≤ C

ǫ
Therefore, we obtain

the following lemma which corresponds to Lemma 4.9 and is proven in the same
way.

Lemma 4.22. Pick ǫ = L−α. For any (aω(n))n/∈{j,j+1,j0,j0+1}, for any (θ1, θ2), if there

exists (r01, r
0
2) ∈ R

2
+ such that aω ∈ Ωγ,γ′

0,β (ǫ) then for (r1, r2) ∈ R
2
+ such that |(r1, r2)−

(r01, r
0
2)|∞ ≤ ǫ one has (Fn(aω), Fm(aω)) ∈ JL × J ′

L ⇐⇒ |(r1, r2) − (r01, r
0
2)|∞ ≤

L−1λ−2.

Thus, coming back to random variables and using independence, we obtain the
following equation, which is proven in the same way that (4.24).

P(Ωγ,γ′

0,β (ǫ)) ≤ CLα−2λ−4. (4.61)

Optimization in α yields α =
4

3
. This complete the proofs of Theorem 4.18 and

Theorem 1.4.

5 Spectral statistics

Since we study models where we have (IAD) and (W), and since we have proved
Theorem 3.12 and (D), we can follow the strategy developed in [6] to study the
spectral statistics of these models.

In order to use the same notation as in [6], in this section we will use the following
Wegner and Minami estimates :
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(W) : There exists C > 0, m ≥ 1, such that for J ⊂ I and Λ ⊂ N

P

[

tr (1J(Hω(Λ))) ≥ 1
]

≤ C|J ||Λ|m. (5.1)

(M) : There exists C > 0, ρ > 0 such that for J ⊂ I and Λ ⊂ N

E

[

tr (1J(Hω(Λ))) [tr (1I(Hω(Λ))− 1)] ≥ 1
]

≤ C(|J ||Λ|)1+ρ. (5.2)

The difference between assumption (W) and (M) in the present article and the
ones in [6] is the exponent m in (W). The results in [6] were proved with a Wegner
estimate linear in volume, i.e m = 1. As (M) is a consequence of (W), there is no
modification in (M). The next lemma corresponds to [6, Lemma 3.1], has a proof
similar to that of Lemma 3.14 and will be used to described the eigenvalues of Hω(Λ)
in terms of eigenvalues of Hω restricted to smaller cubes. We use (Loc)(I) if theses
cubes are polynomially large and (Loc)(II) if they are logarithmically large so that
the probability of the complement of the set given in the assumption is polynomially
small.

Lemma 5.1. Assume (IAD), (W), (M) and (Loc). Consider scales l′, l so that
(RLog|ΛL|)1/ξ ≤ l′ ≪ l ≪ L for R large enough, and, for some given γ ∈ ΛL,
consider a box Λl(γ) such that Λl−l′(γ) ⊂ ΛL. Let WΛL

be the set UΛL
or VΛL

,
defined in (Loc). For L large enough, we have :

1. for any ω ∈ WΛL
, if E(ω) is an eigenvalue of Hω(ΛL) with a center of lo-

calization in Λl−l′(γ), then Hω(ΛL ∪ Λl(γ)) has an eigenvalue in a [E(ω) −
e−(l′)ξ/2, E(ω) + e−(l′)ξ/2]; moreover, if ω ∈ WΛl(γ), the corresponding eigen-
function is localized in sense of (3.1).

2. Assume now additionally that Λl(γ) ⊂ ΛL. Then, conversely, for any ω ∈
WΛl(γ), if E ′(ω) is an eigenvalue of Hω(Λl(γ)) with centre of localization in

Λl−l′(γ), then Hω(ΛL) has an eigenvalue in [E ′(ω)− e−(l′)ξ/2, E ′(ω) + e−(l′)ξ/2];
moreover, if ω ∈ WΛL

, the corresponding eigenfunction is localized in sense of
(3.1).

Now pick ρ̃ ∈
[

0,
ρ

1 + ρ

[

where ρ is defined in (M) and pick E0 ∈ I such that

∀a > b, ∃C > 0, ∃ǫ0, ∀0 < ǫ < ǫ0, |N(E0 + aǫ)−N(E0 − bǫ)| ≥ Cǫ1+ρ̃. (5.3)

Define αρ,ρ′ := (1 + ρ̃)

(

1− 1− γ

ργ + 1

)

< 1 where γ :=
ρ

1 + ρ
.

We will use the two following decomposition theorems. In the first we control all
eigenvalues in intervals of size 1

|Λ|α
, in the second, we control most eigenvalues in

intervals of size (log |Λ|)−1/ξ.
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Controlling all eigenvalues
The following theorem correspond to Theorem 1.1 in [6].

Theorem 5.2. Assume E0 is such that (5.3) holds and pick α ∈ (αρ,ρ′, 1) Pick IΛ
centered at E0 such that N(IΛ) ≍ |ΛL|−α. There exists β > 0 and β ′ ∈ (0, β) small

so that 1 + βρ < α
1 + ρ

1 + ρ̃
and, for l ≍ Lβ and l′ ≍ Lβ′

, there exists a decomposition

of Λ = ΛL into disjoint cubes of the form Λl(γj) := γj + [0, l] satisfying :

1. ∪jΛl(γj) ⊂ Λ,

2. if j 6= k, dist(Λl(γj),Λl(γk)) ≥ l′

3. dist(Λl(γj), ∂Λ) ≥ l′

4. |Λ\ ∪j Λl(γj)| . |Λ|l′/l,

and such that, for L sufficiently large, there exists a set of configuration ZΛ such
that

1. P(ZΛ) ≥ 1− |Λ|−(α−αρ,ρ̃)

2. for ω ∈ ZΛ, each centre of localization associated to Hω(Λ) belong to some
Λl(γj) and each box Λl(γj) satisfies

(a) the Hamiltonian Hω(Λl(γj)) has at most one eigenvalue in IΛ,
say Ej(ω,Λ(γj));

(b) Λl(γj) contains at most one centre of localization, say xkj (ω,Λ), of an
eigenvalue of Hω(Λ) in IΛ, say Ekj(ω,Λ);

(c) Λl(γj) contains a centre xkj (ω,Λ) if and only if σ(Hω(Λl(γj)) ∩ IΛ 6= ∅;
in which case, one has

|Ekj(ω,Λ)− Ej(ω,Λl(γj))| ≤ e−(l′)ξ and dist(xkj (ω,Λ),Λ\Λl(γj)) ≥ l′.
(5.4)

In particular if ω ∈ ZΛ, all eigenvalues of Hω(Λ) are described by (5.4).

Proof. We follow the proof of Theorem 1.1 in [6], taking into account the different
Wegner estimate. Pick β ′ = 0+ and β > β ′ to be chosen later, set l′ = Lβ′

and l so
that (l+l′)k+l′ = L, where k = ⌊L1−β⌋. Now pick boxes of size l in ΛL satisfying the
conditions of the Theorem 5.2. We will use (Loc)(I) in this proof. The probability
that one of the cube Λl(γj) does not satisfy (Loc)(I) is bounded by |ΛL|1−β−pβ. The
probability that ΛL does not satisfy (Loc)(I) is bounded by |ΛL|−p. So for p large
enough, up to a probability negligible with respect to |ΛL|−(α−αd,ρ,ρ̃), all boxes satisfy
(Loc)(I), which we will assume from now on.

Let Sl,L be the set of boxes Λl−l′(γj) ⊂ ΛL containing two centres of localization
of Hω(ΛL). It follows from the Minami estimates and Lemma 3.17 that

P(♯Sl,L ≥ 1) ≤ |ΛL|1−β(|Λ|β|IΛ|)1+ρ ≤ |ΛL|1+βρN(IΛ)
1+ρ
1+ρ̃ ≤ |ΛL|1+βρ−αγ−1

1+ρ̃ (5.5)
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where γ :=
1

1 + ρ
∈ (0, 1).

Define Υ = ΛL\ ∪j Λl−l′(γj) and consider a partition Υ = ∪M
k=1Λl′(xk) into boxes

of size l’, with M ≍ Ll−1. We can enlarge each box of 1
10
l′ except for sides that

coincide with the boundary of ΛL, so that if a centre of localization is in Υ we can
apply Lemma 3.17. Hence, using (W) :

P(Hω(ΛL) has a centre of localization in Υ)

.

M
∑

k

P(Hω(ΛL) has a centre of localization in Λl′(xk))

.

M
∑

k

P(Hω(ΛL) has a centre of localization in Λ 11
10

l′− 1
10

l′(xk))

.M |Λ 11
10

l′ |m|IΛ| . Ll′ml−1N(IΛ)
1

1+ρ̃ . |ΛL|1−β+mβ′− α
1+ρ̃ .

Now take

α > (1 + ρ̃)max ((1 + βρ)γ, 1− β +mβ ′)).

If we optimize in β we have :

β =
1− γ + β ′m

ργ + 1
and α > (1 + ρ̃)

(

1− 1− γ − ργmβ ′

ργ + 1

)

(5.6)

Thus, taking αρ,ρ̃ := (1 + ρ̃)

(

1− 1− γ

ργ + 1

)

= (1 + ρ̃)

(

1 + ρ

ρ+ γ−1

)

< 1 yields the

result. This complete the proof of Theorem 5.2.

Controlling most eigenvalues
The following theorem correspond to Theorem 1.2 in [6].

Definition 5.3. Pick ξ ∈ (0, 1), R > 1 large enough and ρ′ ∈ (0, ρ) where ρ is defined
in (M). For a cube Λ, consider an interval IΛ = [aΛ, bΛ] ⊂ I. Set l′Λ = (R log |Λ|)1/ξ,
we say that the sequence (IΛ)Λ is (ξ, R, ρ′)-admissible if, for any Λ, one has

|Λ|N(IΛ) ≥ 1, N(IΛ)|IΛ|−(1+ρ′) ≥ 1, N(IΛ)
1

1+ρ′ l′Λ ≤ 1 (5.7)

Theorem 5.4. Assume (IAD), (W), (M) and (Loc) Hold. Pick ρ′ ∈
[

0, ρ
2+ρ

)

where

ρ is defined in (M). For any q > 0, for L sufficiently large, depending only on
ξ, R, ρ′, p; for any sequence of intervals (IΛ)Λ that is (ξ, R, ρ′)-admissible, and any
sequence of scales l̃Λ so that l′Λ ≪ l̃Λ ≪ L and

N(IΛ)
1

1+ρ′ l̃Λ →
|Λ|→∞

0 (5.8)

there exists

1. a decomposition of Λ = ΛL into disjoint cubes of the form ΛlΛ(γj), where
lΛ = l̃Λ(1 +O(l̃Λ/|Λ|)) = l̃Λ(1 + o(1)) such that
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(a) ∪jΛlΛ(γj) ⊂ Λ,

(b) if j 6= k, dist(ΛlΛ(γj),ΛlΛ(γk) ≥ l′Λ

(c) dist(ΛlΛ(γj), ∂Λ) ≥ l′Λ

(d) |Λ\ ∪j ΛlΛ(γj)| . Λl′Λ/lΛ,

2. a set of configurations ZΛ, such that

P(ZΛ) ≥ 1− |Λ|−q − exp
(

−c|IΛ|1+ρ|Λ|lρΛ
)

− exp
(

−c|Λ||IΛ|l′mΛ l−1
Λ

)

(5.9)

so that

3. for ω ∈ ZΛ, there exists at least
|Λ|
lΛ

(

1 + o
(

N(IΛ)
1

1+ρ′ lΛ

))

disjoint boxex

ΛlΛ(γj) satisfying the properties (a),(b),(c) described in (Theorem 5.2) with
l′Λ = (R log |Λ|)1/ξ. Note that N(IΛ)l

′
Λ = o(1).

4. The number of eigenvalues of Hω(Λ) that are not described above is bounded
by

CN(IΛ)|Λ|
(

N(IΛ)
ρ−ρ′

1+ρ′ l1+ρ
Λ +N(IΛ)

− ρ′

1+ρ′ (l′Λ)
1+ml−1

Λ

)

(5.10)

and this number is o (N(IΛ)|Λ|) if we have

N(IΛ)
− ρ′

1+ρ′ (l′Λ)
1+m ≪ lΛ ≪ N(IΛ)

− ρ−ρ′

(1+ρ)(1+ρ′) (5.11)

where m is defined in (W).

The proof of Theorem 5.4 is the same as the proof of [6, Theorem 1.2] taking
into account the different Wegner estimates, as done in the proof of Theorem 5.2.

5.1 The local distribution of eigenvalues

As in [6, Section 2], we compute the distribution of unfolded eigenvalues, i.e the
numbers
(

|ΛL|N
(

Ej(ω)
)

)

j
. As the assumption (W) is not linear in the volume of the cube, it

does not guarantee that the IDS is Lipschitz continuous. So we make an assumption
on the regularity of the IDS. Define Rη(l) := sup

|I|≤e−lη
N(I). As we are in dimension

one, one can prove the following regularity estimate using techniques of [2]:

(R) : ∀η ∈ (0, 1), lim
L→∞

LdRη(l
′) = 0. (5.12)

where l′ is defined either in Theorem 5.2 or in Theorem 5.4. In Theorem 5.2
and Theorem 5.4 we use two different lengths l′ so assumption (R) has two different
meanings.

• In Theorem 5.2, we take l′ = Lβ′

. Hence, (R) is true provided the IDS is
Log-Hölder continuous with an exponent sufficiently large and says that the IDS of
exponentially small intervals should be negligible over polynomially small quantities.

• In Theorem 5.4 , we take l′ = R(logL)1/ξ. Hence, in this case, (R) is true
provided the IDS is Hölder continuous and R is sufficiently large .

For instance, in Appendix B we prove :
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Theorem 5.5. Let (ωn)n∈N be random variables i.i.d with a density which support
is [0, 1]. Let Hω := −∆ + Vω with Vω(2i) = −Vω(2i+ 1) = ωi, then, the IDS is well
defined and Holder continuous in [−3, 3].

If the density is sufficiently regular, a Wegner estimate near the infimum of the
almost sure spectrum and polynomial in volume is known to hold ([14]).
To compute the local distribution of eigenvalues we use the following lemma :

Lemma 5.6. Assume (W) and (Loc) hold in I a compact and assume (R). For any
ν ∈ (0, 1) and logL ≪ l′ ≪ l ≪ L, let N(J, l, l′) be the number of eigenvalue of
Hω(Λl) in J with localization centre in Λl−l′. Then, there exists C > 0 and 1 > ξ′′ > ν
such that, for J ⊂ I an interval such that |J | ≥ e−(l′)ν , one has

|E(N(J, l, l′))−N(J)|Λl| . |J |l′ +Rξ′′(l
′)l. (5.13)

Proof. Let UΛl
be the set of configuration given in (Loc)(I) for some p ∈ N

∗ and
ξ ∈ (0, 1). Let χr be a smooth function such that 0 ≤ χr ≤ 1 and χr = 1 on J and

χr = 0 outside J + [−r, r] with r := e−(l′)ξ
′′

and ξ′′ to be chosen later. Define Yl,l′

the subset of UΛl
where Hω(Λl) has all localization centres in Λl−l′. Then, by (W)

and Lemma 3.17, we have

∣

∣

∣
E

(

N(J, l, l′)− tr[1J(Hω(Λl))]
)∣

∣

∣
≤ P

(

Yc
l,l′

)

≤ |J |(l′)m. (5.14)

Now, define K := (J + [−r, r])− J . Then, |K| = 2r and

0 ≤ r(x)− 1J(x) ≤ 1K(x).

Thus, using (W) we obtain
∣

∣

∣
E

[

tr[1J(Hω(Λl))− χr(Hω(Λl))]
]∣

∣

∣
. r|Λl|m. (5.15)

In the same way, we obtain
∣

∣

∣
E

[

tr[1Λl
1J(Hω)− 1Λl

χr(Hω)]
]∣

∣

∣
≤ Rξ′′(l

′)l. (5.16)

Now, Hω(Λl) can be extended to the operator 1Λl
Hω1Λl

acting on ℓ2(Z). Thus, using
the resolvent equation we have :

(1Λl
Hω1Λl

− z)−1 − (1Λl
Hω − z)−1

= (1Λl
Hω1Λl

− z)−1 (1Λl
Hω − 1Λl

Hω1Λl
) (1Λl

Hω − z)−1 . (5.17)

Let x ∈ Z and define Ψx := (1Λl
Hω − z)−1 δx. We compute

(1Λl
Hω − 1Λl

Hω1Λl
)Ψx = 1Λl

Hω (1− 1Λl
)Ψx = Ψx(l + 1)δl +Ψx(−l − 1)δ−l.

Thus,

〈

δx, (1Λl
Hω1Λl

− z)−1 (1Λl
Hω − 1Λl

Hω1Λl
) Ψx

〉

= Ψx(l + 1)〈δx, (1Λl
Hω1Λl

− z)−1 δl〉
+Ψx(−l − 1)〈δx, (1Λl

Hω1Λl
− z)−1 δ−l〉.
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Now, let (Ej)j denote the eigenvalues of Hω(Λl) and φj normalized eigenvectors
extended to ℓ2(Z) by zeros. Then, we compute

〈δx, (1Λl
Hω1Λl

− z)−1 δl〉 =
∑

j

φj(l)φj(x)

Ej − z
. (5.18)

The right-hand side of (5.18) vanishes if x /∈ {1, . . . , l} and if (ωn)n ∈ Yl,l′, has its

modulus smaller than
|Λl|
|Imz|e

−(l′)ξ . The same estimation can be done with the term

〈δx, (1Λl
Hω1Λl

− z)−1 δ−l〉. Now, we know that ‖Ψx‖ ≤ 1

|Imz| . Therefore, we have

∣

∣tr
[

(1Λl
Hω − z)−1 − (1Λl

Hω1Λl
− z)−1]

∣

∣ ≤ |Λl|
e−(l′)ξ

|Imz|2 . (5.19)

Now, using the Helffer-Sjöstrand formula (cf [9, Appendix B]) to represent
χr(Hω(Λl)) and χr(Hω) using theirs resolvent there exists C > 0 such that

∣

∣

∣
E
[

1Yl,l′
tr[χr(Hω(Λl))− 1Λl

χr(Hω)]
]

∣

∣

∣
≤ |Λl|r−Ce−(l′)ξ . |Λl|e−(l′)ξ

if one take ξ′′ ∈ (ν, ξ). This conclude the proof of Lemma 5.6.

On UΛl
, define the Bernoulli random variable X = X(J, l, l′) such that X = 1 if

and only if Hω(Λl) has only one eigenvalue in J with centre of localization in Λl−l′.
When X = 1, let Ej be this eigenvalue. From now on we will take J such that
N(J) ≍ |ΛL|−α. By assumption (R), J satisfies |J | ≥ e−(l′)ν . Using (M) as in [6,
Lemma 2.1], we have the following result :

Theorem 5.7. Assume (W), (M) and (Loc) hold in I a compact and assume (R).
For ν ∈ (0, 1) and R logL ≪ l′ ≪ l ≪ L with R sufficiently large. Then, for any
interval J ⊂ I such that |J | ≥ e−(l′)ν , one has

∣

∣P(X = 1)−N(J)ld
∣

∣ . (|I|l)1+ρ + |I|lm +Rη(l
′)l (5.20)

As we will use this estimate with N(J) ≍ |ΛL|−α, assumption (R) shows that
the terms in the right-hand side of (5.20) are error terms.
Let us now state our results on the spectral statistics for Hω(ΛL). They are similar
to those found in [6]; the proofs will not be given as they are the same as those in
[6].

5.2 The spectral statistics

5.2.1 Unfolded local level statistics

The unfolded local level statistics near E0 is the point process defined by

Ξ(ξ;E0, ω,Λ) =
∑

j≥1

δξj(E0,ω,Λ)(ξ) (5.21)
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where
ξj(E0, ω,Λ) = |Λ|(N(Ej(ω,Λ)−N(E0)) (5.22)

The unfolded local level statistics is described by the following theorem which
corresponds to [6, Theorem 1.10].

Theorem 5.8. Pick ρ ∈
[

0,
ρ

1 + ρ

[

where ρ is defined in (M).

Pick E0 ∈ I such that

∀δ ∈ (0, 1), ∃C(δ) > 0, ∃ǫ0, ∀0 < ǫ < ǫ0, ∀a ∈ [−1, 1],

|N(E0 + (a+ δ)ǫ)−N(E0 + aǫ)| ≥ C(δ)ǫ1+ρ. (5.23)

Pick α ∈ (αd,ρ,ρ̃, 1). Then there δ > 0 such that, for any sequence of intervals
I1 = IΛ1 , . . . , Ip = IΛp in |Λ|1−α.[−1, 1], where p may depend on Λ satisfying

inf
j 6=k

dist(Ij, Ik) ≥ e−|Λ|δ , (5.24)

we have, for any sequences of integers k1 = kΛ1 , . . . , k1 = kΛp

lim
|Λ|→∞

∣

∣

∣

∣

∣

∣

∣

∣

P























ω;

♯{j; ξj(ω,Λ) ∈ I1} = k1
...

...

♯{j; ξj(ω,Λ) ∈ Ip} = kp























− |I1|k1
k1!

. . .
|Ip|kp
kp!

∣

∣

∣

∣

∣

∣

∣

∣

= 0 (5.25)

In particular, Ξ(ξ;E0, ω,Λ) converges weakly to a Poisson process with intensity
Lebesgue.

Now, Theorem 1.1 is a consequence of Theorem 5.8. Indeed, condition (5.23) is in
particular satisfied at any point E0 where N is differentiable with positive derivative.

5.2.2 Asymptotic independence of the local processes

Now, as in [6], we show how the point processes associated to different energies relate
one another, using (D). The following theorem corresponds to [6, Theorem 1.11].

Theorem 5.9. Assume (IAD), (W), (M), (Loc) and (D) hold. Pick E0 ∈ I and
E ′

0 ∈ I such that E0 6= E ′
0 and (5.3) is satisfied at E0 and E ′

0.
When |Λ| → ∞ the point processes Ξ(E0, ω,Λ) and Ξ(E ′

0, ω,Λ), converge weakly
respectively to two independent Poisson processes on R with intensity the Lebesgue
measure. That is, for U+ ⊂ R and U− ⊂ R compact intervals and {k+, k−} ∈ N×N,
one has

P

(

♯{j; ξj(E0, ω,Λ) ∈ U+} = k+

♯{j; ξj(E ′
0, ω,Λ) ∈ U−} = k−

)

→
Λ→Z

( |U+|k+
k+!

e−|U+|

)( |U−|k−
k−!

e−|U−|

)
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5.2.3 Level spacing statistic near a given energy

In this section we recall [12, Theorem 1.5] which is more precise than [6, The-
orem 1.4]. Pick IΛ = [aΛ, bΛ] such that |aΛ| + |bΛ| → 0. Define δNj(ω,Λ) =
|Λ|(N(Ej+1(ω,Λ))− N(Ej(ω,Λ))) ≥ 0, N(IΛ,Λ, ω) := ♯{j, Ej(ω,Λ) ∈ IΛ} and de-
fine the empirical distribution of these spacing to be the random number, for x ≥ 0
:

DSL(x;E0 + IΛ, ω,Λ) =
♯{j;Ej(ω,Λ) ∈ E0 + IΛ, δNj(ω,Λ) ≥ x}

N(IΛ,Λ, ω)
(5.26)

We use Theorem 5.4 and obtain the following theorem :

Theorem 5.10. Assume (IAD),(W), (M), and (Loc) hold. Fix E0 ∈ I, such that,
for some ρ ∈ [0, ρ/(1 + (ρ + 1))], there exists a neighbourhood of E0, say U, such
that Fix (IΛ)Λ a decreasing sequence of intervals such that

sup
E∈IΛ

|E| →
Λ→Z

0. (5.27)

Let us assume that

if l′ = o(L) then lim
Λ→∞

N(E0 + IΛL+l′
)

N(E0 + IΛL
)

= 1. (5.28)

Then there exists τ = τ(ρ), such that, if, for Λ large, one has

N(E0 + IΛ)|IΛ|−1−ρ̃ ≥ 1 and |Λ|δ.N(E0 + IΛ) →
Λ→Z

+∞ (5.29)

for some δ > 0 and ρ̃ > 0, such that
δρ̃

1 + ρ̃
< τ . Then, with probability 1, as

Λ → ∞, DLS(x;E0+ IΛ, ω,Λ) converge uniformly to the distribution x→ e−x, that
is, with probability 1,

sup
x≥0

|DLS(x;E0 + IΛ, ω,Λ)− e−x| →
Λ→Z

0. (5.30)

Theorem 5.8, Theorem 5.9 and Theorem 5.10 shows that the statistics behave
as if the images of eigenvalues by the IDS were i.i.d, uniformly distributed random
variables. Other results about spectral statistics can be found in [6].

6 One-dimensional quantum graphs with random

vertex coupling

In this section we use the previous results to study the spectral statistics for one-
dimensional quantum graphs with random vertex coupling. In the study of random
Schrödinger operators, some results are only proved for discrete model. For instance,
to the best of our knowledge, this is the case of decorrelation estimate for distinct
eigenvalues. Thus, it is natural to try to reduce the study of continuous models to
the study of discrete models. In the case of quantum graphs with random vertex
coupling, this reduction can be done and is very effective. Indeed, for this model,
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if all but one random variables are fixed, the perturbation is of rank one. Using
[17], the study of the spectrum of this model is reduce to the study of a family of
energy-dependent discrete operator with random potential.

Let L ∈ N and (ωn) be non-negative random variables with a common compactly
supported bounded density. Consider Hω(ΛL) = ∆ on the space

L
⊕

i=0

H2([n, n + 1])

and satisfying the following boundary conditions :

∀i ∈ Z, fi(1) = fi+1(0) (6.1)

∀i ∈ Z, f ′
i+1(0)− f ′

i(1) = ωifi(1) (6.2)

Then, we know from [5] that this operator is self-adjoint.
Let H0 = ∆ on the space

⊕L
i=0H2([n, n+1]) with Dirichlet boundary conditions

at each vertex. H0 is the direct sum of Laplacians on each of the intervals (n, n+1),
n ∈ {1, . . . , L}, with Dirichlet conditions. So the spectrum of H0 is π2

N
∗. For

E /∈ π2
N

∗ define M(E) =

√
E

sin(
√
E)

(−∆ + cos(
√
E)Id) and Aω := diag(ωn). We

know from [17] that

Proposition 6.1. If E /∈ π2
N

∗, then E ∈ sp(Hω) iif 0 ∈ sp(M(E) − Aω) iif

0 ∈ sp(−∆+ Vω(E)) where Vω(E)(n) = cos(
√
E)− sin(

√
E)√
E

ωn.

As ‖ Vω(E)− Vω(E
′) ‖≤ C|E −E ′| we have the following result :

Proposition 6.2. If I = [E0 − ǫ, E0 + ǫ] ∩ π2
N

∗ = ∅ then

tr (1I(Hω(ΛL)) ≤ tr
(

1[−ǫ,+ǫ](−∆+ Vω(E0))ΛL

)

. (6.3)

Thus, when the (ωn)n are independent, we can use the Wegner and Minami
estimates proved in [3] and we obtain :

Theorem 6.3. If I = [E0−ǫ, E0+ǫ]∩π2
N

∗ = ∅ , and J = [E0−ǫ′, E0+ǫ
′]∩π2

N
∗ = ∅

with ǫ ≤ ǫ′

P(tr(χI(Hω)) ≥ k) ≤ C

( √
E

sin(E0)

)k

ǫkLk,

P(tr(χI(Hω)) ≥ 1, tr(χJ(Hω)) ≥ 2) ≤ C

( √
E

sin(E0)

)2

ǫǫ′L2.

If the (ωn)n are not independent, we still have a Minami estimate as in Theo-
rem 3.5 as long as we have a Wegner estimate. Now we assume that the (ωn)n are
independent and prove a decorrelation estimate.
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Theorem 6.4. Let β ∈ (1/2, 1). For α ∈ (0, 1) and E,E ′ /∈ π2
N

∗, then for any
c > 1, L sufficiently large and cLα ≤ l ≤ Lα/c we have.

P

(

sp(Hω(Λl)) ∩ [E − L−1, E + L−1] 6= ∅,
sp(Hω(Λl)) ∩ [E ′ − L−1, E ′ + L−1] 6= ∅

)

≤ C

(

l

L

)2

e(logL)
β

.

Proposition 6.1 shows that this theorem is equivalent to the following :

Theorem 6.5. Let β ∈ (1/2, 1). For α ∈ (0, 1) and E,E ′ /∈ π2
N

∗, then for any
c > 1, L sufficiently large and cLα ≤ l ≤ Lα/c we have.

P

(

sp(−∆+ Vω(E)) Λl
∩ [−L−1,+L−1] 6= ∅,

sp(−∆+ Vω(E
′)) Λl

∩ [−L−1,+L−1] 6= ∅

)

≤ C

(

l

L

)2

e(logL)
β

Proof. We remark that for E 6= E ′ if cos(
√
E) = cos(

√
E ′) then

sin(
√
E)√

E
+

sin(
√
E ′)√

E ′
6= 0 and

sin(
√
E)√

E
− sin(

√
E ′)√

E ′
6= 0 so Theorem 6.5 is a consequence

of Theorem 4.2. This complete the proof of Theorem 6.4.

As the proof of Theorem 6.4 suggest, decorrelation estimates for
multi-dimensional quantum graphs with random vertex coupling should come from a
transformation as in Proposition 6.1 and decorrelation estimates as in Theorem 4.2,
but for multi-dimensional discrete Schrödinger operators.

A Properties of finite-difference equations of or-

der two

In this section we prove some results that were used in section 2. They are discrete
equivalents of those found in [15, Appendix].

Lemma A.1. There exists C > 0 such that for all n ∈ {0, . . . , L}
1

C
ru(n+ 1) ≤ ru(n) ≤ Cru(n+ 1). (A.1)

Lemma A.2. There exists ǫ0 > 0 such that for all n ∈ {0, . . . , L} and 0 ≤ ǫ ≤ ǫ0,
if | sin(φu(n))| ≤ ǫ then | sin(φu(n + 1))| ≥ ǫ0.

Proof. Let C > sup supp(ωn) and ǫ0 such that
1

M2

√

1− ǫ20 − CMǫ0 >
1

2
.

Let n ∈ {0, . . . , L} and suppose that | sin(φu(n))| ≤ ǫ ≤ ǫ0 then as u(n + 1) =

ωnu(n)− u(n− 1) we have
u(n+ 1)

ru(n)
=

1

an+1

[

ωn sin(φu(n))− an cos(φu(n))
]

. So

|u(n+ 1)|
ru(n)

≥ 1

M2
| cos(φu(n))| − CMǫ0 ≥

1

M2

√

1− ǫ20 − CMǫ0 >
1

2
. (A.2)

Then, as
ru(n)

ru(n+ 1)
≥ 1

C
we have | sin(φu(n + 1))| ≥ 1

2C
. This complete the proof

of Lemma A.2.
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Lemma A.3. There exists ǫ0 > 0 such that for all n ∈ {0, . . . , L} and 0 ≤ ǫ ≤ ǫ0,

if E < ǫ and if δφ(n) ∈ [0, ǫ] then δφ(n+ 1) ∈
[

0, ǫ
ǫ0

]

.

Proof. As δφ(n) ∈ [0, ǫ], we have | sin(φu(n))− sin(φv(n))| ≤ ǫ and
| cos(φu(n))− cos(φv(n))| ≤ ǫ. Therefore, we have :

u(n+ 1)

ru(n)
=

ωn

an+1

sin(φu(n))−
an
an+1

cos(φu(n))

=
ωn

an+1
sin(φv(n))−

an
an+1

cos(φv(n)) +Kǫ =
v(n+ 1)

rv(n)
+K ′

ǫ

where

|Kǫ| =
∣

∣ωn sin(φv(n))− ωn sin(φu(n)) + an cos(φu(n))− an cos(φv(n))
∣

∣

|an+1|
≤M(C +M)ǫ ≤ Cǫ.

As K ′
ǫ = Kǫ + E sin(φv(n)), we have |K ′

ǫ| ≤ (C + 1)ǫ .
So

(

u(n+ 1)

ru(n)

)2

=

(

v(n+ 1)

rv(n)

)2

+ Cǫ

with |Cǫ| ≤ (C + 2)ǫ. Besides

(

u(n)

ru(n)

)2

= sin(φu(n))
2 =

(

v(n)

rv(n)

)2

+Mǫ

where |Mǫ| ≤ 2ǫ. Therefore,

(

ru(n + 1)

ru(n)

)2

=

(

u(n+ 1)

ru(n)

)2

+

(

u(n)

ru(n)

)2

=

(

v(n+ 1)

rv(n)

)2

+

(

v(n)

ru(n)

)2

+ C ′
ǫ +Mǫ

=

(

rv(n + 1)

rv(n)

)2

+M ′
ǫ.

So as we have
1

C
≤ rv(n+ 1)

rv(n)
≤ C and the same for u, for some C̃ we have

∣

∣

∣

∣

1−
(

rv(n + 1)

rv(n)

)(

ru(n)

ru(n+ 1)

)∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

1−
(

rv(n+ 1)

rv(n)

)2(
ru(n)

ru(n + 1)

)2
∣

∣

∣

∣

∣

≤ C̃ǫ.

Now

u(n+ 1)

ru(n + 1)
=

v(n+ 1)

rv(n + 1)

(

rv(n + 1)

rv(n)

)(

ru(n)

ru(n + 1)

)

+

(

ru(n)

ru(n+ 1)

)

K ′
ǫ (A.3)
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So

∣

∣

∣
sin(φu(n + 1))− sin(φv(n + 1))

∣

∣

∣
≤
∣

∣

∣

∣

1−
(

rv(n + 1)

rv(n)

)(

ru(n)

ru(n+ 1)

)∣

∣

∣

∣

+

(

ru(n)

ru(n+ 1)

)

|K ′
ǫ|

(A.4)

and for some N > 0
∣

∣

∣
sin(φu(n + 1))− sin(φv(n + 1))

∣

∣

∣
≤ Nǫ (A.5)

Besides, ru(n + 1) cos(φu(n + 1)) = ru(n) sin(φu(n)) so a similar proof shows that

∣

∣

∣
cos(φu(n+ 1))− cos(φv(n+ 1))

∣

∣

∣
≤ Nǫ. (A.6)

Now take ǫ0 ≤
π

4N
, then δφ(n+ 1) ∈ [0, 2Nǫ].

In the same way one proves

Lemma A.4. There exists ǫ0 > 0 such that for all n ∈ {0, . . . , L} and 0 ≤ ǫ ≤ ǫ0,

if E < ǫ and if δφ(n) ∈ [π − ǫ, π] then δφ(n+ 1) ∈
[

π − ǫ

ǫ0
, π

]

.

B Proof of Theorem 5.5

Let (ωi)i∈N be independent random variables with a common, compactly supported
density satisfying

∃ρ0 > 0, ∃ǫ0 > 0, ∀ǫ ∈ [0, ǫ],

∫

R

sup
u∈[−1,1]

|g(t+ ǫu)− g(t)|dt ≤
(

ǫ

ǫ0

)ρ0

. (B.1)

If (ui)i∈N are sequences that are not all zero and

Vω(n) :=
∑

i∈R

ωiui(n− i) (B.2)

then define Hω := H0 + Vω on ℓ2(Z) where H0 is a lower semi-bounded, self-adjoint
perturbation of the laplacian. Then, the spectrum is almost surely constant and, as
in [14], we have a Wegner estimate at the lower edge of the spectrum. Indeed, let
Einf be the infimum of the almost sure spectrum.

Theorem B.1. There exists E0 > Einf , C > 0, q0 > 0 such that , for any l ≥ 2,
any ǫ > 0 and any E ∈ [Einf , E0],

P (d(E, σ(Hω(Λl))) < ǫ) ≤ Cǫρ0lq0. (B.3)
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Now taking u2i+1 := 0 and u2i(0) = 1, u2i(−1) = −1 and zero elsewhere, we get
Vω(2i) = −Vω(2i+1) = ω2i. Suppose now that ω1 has support equal to [0, 1] . Then,
we know that almost surely, σ(Hω(Λl)) ⊂ [−3, 3].

Now, for φ ∈ ℓ2(Z) define Φ(n) =

(

φ(n)
φ(n− 1)

)

. If φ is an eigenvector for the en-

ergy E then the one-step transfer matrix going from n to n+1 is

(

Vω(n)− E −1
1 0

)

.

Thus, the two-step transfer matrix going from 2n to 2n+ 2 is equal to

−Tn : =

(

−(ωn −E)(ωn + E)− 1 −(ωn −E)
−(ωn + E) −1

)

(B.4)

= −
(

(ωn − E)(ωn + E) + 1 (ωn − E)
(ωn + E) 1

)

. (B.5)

From now on we study the matrices (Tn)n and not the two-step matrices directly,
but what we prove for the (Tn)n also holds for (−Tn)n. The matrices (Tn)n∈Z are
i.i.d and following [2] we prove that G, the closed subgroup of SL2(R) generated by
the support of the matrices is not compact and that the orbit of each direction in
P(R2), the projective plan, has at least three elements.

Fix E ∈ [−3, 0], the case E ∈ [0, 3] being handled in the same way. As ωn has
support equal to [0, 1], the following matrix belongs to G, taking ω1 = 0 :

A :=

(

1−E2 −E
E 1

)

. (B.6)

We have tr(A) = 2 − E2, so if E ∈ [−3,−2), tr(A) < −2 and A is hyperbolic so G
is not bounded, thus, not compact.

Now take x̃ the class of x in P(R2) and suppose E ∈ [−3,−2), the case E ∈
(2, 3] being handled in the same way. The matrix A has one eigenvalue in (1,+∞)
associated to the eigenvector e1 and an other in (0, 1] associated to e2. Thus, any
orbit of a direction different of e1 and e2 has an infinity of elements. But as ωn takes
all values in (0, 1), for δ ∈ (0,−2 − E) ⊂ (0, 1) and ωn = δ, G contains an other
hyperbolic matrix C with tr(C) = 2−E2+δ < 2− (−2−δ)2+δ = −2−δ−δ2 < −2
but with other eigenvectors and eigenvalues. So the orbits of e1 and e2 also contain
an infinity of elements.

Now, fix E ∈ (−2,−1). Then, taking ω1 = 1, the following matrix belongs to G
:

B :=

(

2− E2 1− E
1 + E 1

)

. (B.7)

Thus,
tr(B) = 3− E2 (B.8)

and both A and B are elliptic matrices. Now, we compute

tr(A2) = (1−E2)2 − 2E2 + 1 = E4 − 4E2 + 2 ∈ (−2, 2) (B.9)
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Thus, A and A2 are elliptic matrices. Now, we know that an elliptic matrix has no
fixed point in P(R2). Therefore, the orbit of any point x̃ ∈ P(R2) contains the set
{x̃, Ax̃, A2x̃} which have three elements. Now, a computation shows that

AB − BA =

(

−2 · E −E2 + E
E2 + E 2 · E

)

. (B.10)

Thus, the matrices A and B do not commute. Thus, their commutator
A−1B−1AB is an hyperbolic matrix that belongs to G and G is not compact.

Now, suppose E = −2. Then, A is a parabolic matrix and G is not compact. We
compute tr(B) = −1 and tr(B2) = (2−E2)2+2(1−E)(1+E)+1 = E4−6E2+9 = 1.
Thus, B and B2 are elliptic matrix and the orbit of any element x̃ ∈ P(R2) has at
least three elements.

Now, suppose E[−1, 0) and take δ ∈ (0,−E). Then, A and A2 are still elliptic
matrices, so the orbit of any direction has at least three elements. As ω1 is uniformly
distributed on [0, 1], the matrix

Cδ :=

(

1 + δ2 − E2 1− E + δ
1 + E + δ 1

)

(B.11)

belongs to G. We compute tr(C) = 2+ δ2 −E2 ∈ (−2, 2), so C is an elliptic matrix
that do not commute with A. Hence, their commutator is a hyperbolic matrix and
the group G is not compact.

Eventually, suppose E = 0. Then, B is an hyperbolic matrix, so the group G is
not compact. Now, the matrix Cδ for some δ ∈ (0, 1) is also hyperbolic, but with
different eigenvalues and eigenvectors. Thus, the orbits of any element has at least
three elements.

This complete the proof of

Proposition B.2. If the support of ω1 is the interval [0, 1] and E ∈ [−3,−3], the
group G is not compact and the orbit of each direction has at least three elements.

We can now apply the Furstenberg theorem and as in [2, Sections B-II-4 and
B-II-6], using the regularity of the Lyapunov exponent, we obtain that the density
of state is Hölder continuous in [−3, 3]. Combining this with Theorem B.1, we have
both results at the lower edge of the spectrum and this prove Theorem 5.5.
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