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#### Abstract

Quantum dynamics calculations of the ground state tunneling splitting and of the zero point energy of malonaldehyde on the full dimensional potential energy surface proposed by Yagi et al. [J. Chem. Phys. 1154, 10647 (2001)] are reported. The exact diffusion Monte Carlo and the projection operator imaginary time spectral evolution methods are used to compute accurate benchmark results for this 21-dimensional ab initio potential energy surface. A tunneling splitting of $25.7 \pm 0.3 \mathrm{~cm}^{-1}$ is obtained, and the vibrational ground state energy is found to be $15122 \pm 4 \mathrm{~cm}^{-1}$. Isotopic substitution of the tunneling hydrogen modifies the tunneling splitting down to $3.21 \pm 0.09 \mathrm{~cm}^{-1}$ and the vibrational ground state energy to $14385 \pm 2 \mathrm{~cm}^{-1}$. The computed tunneling splittings are slightly higher than the experimental values as expected from the potential energy surface which slightly underestimates the barrier height, and they are slightly lower than the results from the instanton theory obtained using the same potential energy surface. © 2007 American Institute of Physics. [DOI: 10.1063/1.2406074]


## I. INTRODUCTION

Tunneling of a light atom such as hydrogen is a textbook example of a quantum phenomenon. Ubiquitous to chemistry, physics, and biology, intramolecular proton transfer reactions have the potential to exhibit strong tunneling effects. The malonaldehyde molecule is a benchmark system for studying quantum effects on intramolecular hydrogen bonding that has been extensively studied both experimentally and theoretically. The two possible configurations in the hydrogen bond $\mathrm{O}-\mathrm{H}-\mathrm{O}$ give rise to a double well potential. The barrier for the intramolecular hydrogen transfer is relatively small resulting in a large ground state tunneling splitting of about $22 \mathrm{~cm}^{-1}$. This large tunneling splitting, the amenable size, and the beta-diketone character are some of the reasons why malonaldehyde has been extensively studied.

The first experimental measurements of the ground state tunneling splitting in malonaldehyde ${ }^{1-5}$ were soon followed by theoretical investigations. Carrington and Miller ${ }^{6,7}$ showed that the proton tunneling in malonaldehyde cannot be reduced to a one-dimensional problem, in other words, the large amplitude motion is not restricted to a single reaction coordinate. An attempt was made to determine the essential degrees of freedom relevant to the proton tunneling with

[^0]reasonable success. Many theoretical studies on the malonaldehyde system followed which used methods ranging from reduced dimensional quantum models ${ }^{8-11}$ via semiclassical treatments ${ }^{12-22}$ to full dimensional vibrational configuration interaction calculations based on a reaction path Hamiltonian. ${ }^{23-25}$ It has been shown that the quantum mechanical tunneling is not restricted to the motion of the hydrogen atom alone but is coupled to the motion of the heavy backbone atoms. ${ }^{21,26,27}$ Thus, the proton transfer in malonaldehyde is a truly multidimensional tunneling process. Experimentally, the ground state tunneling splitting has been determined very accurately ${ }^{5,28}$ to be 21.58313829 $\pm(63) \mathrm{cm}^{-1}$. In contrast, the measurement of accurate tunneling splittings of excited vibrational states still posts a significant challenge and only results for a small number of excited states are available. ${ }^{29-31}$

Three of the different aspects of the theoretical description of the proton transfer in malonaldehyde can be discussed separately: the electronic structure calculations, the potential energy surface (PES) construction, and the quantum dynamics calculations. The best presently available electronic structure calculations yield barrier heights ranging from $3.8 \mathrm{kcal} / \mathrm{mol} \quad[\operatorname{CCSD}(\mathrm{T}) /($ aug-)cc-pvtz] (Ref. 22) to $4.3 \mathrm{kcal} / \mathrm{mol}(\mathrm{G} 2) .{ }^{32}$ However, ab initio results at this level of theory have been restricted to a rather limited number of geometries and no complete potential energy surfaces
have been obtained. The lower level MP2/6-31G $(d, p)$-calculations of Yagi et al. ${ }^{18}$ yielded a barrier height of $3.6 \mathrm{kcal} / \mathrm{mol}$ which is only slightly lower than the results from the accurate $a b$ initio calculations. Using this level of electronic structure calculations, Yagi et al. constructed a complete full dimensional PES (Ref. 18) employing the Shepard interpolation scheme developed by Collins and co-workers. ${ }^{33-39}$ This PES is the starting point for the quantum dynamical calculations presented in this work.

Rigorous quantum dynamics calculations of vibrational states of a molecule having nine atoms (21 internal coordinates) pose a significant challenge. In a previous letter, ${ }^{40}$ we presented the first results of quantum dynamics calculations for the tunneling splitting employing two completely different methods: the multiconfigurational time-dependent Hartree (MCTDH) (Refs. 41 and 42) and the Monte Carlo based projection operator imaginary time spectral evolution (POITSE) (Ref. 43) technique. The aim of this article is to provide a more complete description of the Monte Carlo calculations and to additionally present new results for the H/D isotopically substituted malonaldehyde. Emphasis is also placed on showing extensive convergence studies for the quantities computed, namely, the tunneling splittings and the zero point vibrational energies.

While vibrational energies of isolated molecules are usually calculated employing variational methods based on the expansion of the vibrational wave function in basis sets or on grids, quantum Monte Carlo (QMC) methods can be an interesting alternative for special cases such as ground state tunneling splittings. QMC methods avoid the use of basis sets and thus avoid the exponential scaling of the numerical effort with the systems dimensionality. The main idea behind these stochastic techniques is to evaluate multidimensional integrals with the help of random walks. Usually, three zero temperature and one finite temperature variants are included in the generic term "quantum Monte Carlo methods", namely, (i) the variational Monte Carlo (VMC) method, (ii) the Green's function Monte Carlo method (GFMC), (iii) its most common variant, the diffusion Monte Carlo method (DMC), and (iv) the path integral Monte Carlo method (PIMC). Since their first application to study energetics and structures of pure helium clusters more than 20 years ago, ${ }^{44}$ QMC methods have been the methods of choice for studying quantum droplets (pure and doped helium and hydrogen clusters) which are characterized by quantum effects and floppiness. ${ }^{45-52}$ Applications of QMC methods to more "chemical" species are more scarce and have been restricted to model systems of proteins ${ }^{53}$ and to van der Waals type complexes. ${ }^{54,55}$ In this work, we use DMC to compute the ground state energy of the malonaldehyde molecule, taking advantage of the availability of the full dimensional global potential energy surface. ${ }^{18}$ Contrary to the study of ground state properties using QMC, the computation of excited states using stochastic methods is more challenging. The main difficulty arises from the fact that in DMC the wave function is interpreted as a (positive value) density, whereas excited state wave functions necessarily present at least one change of sign. Different strategies have been proposed to overcome the difficulty of this "sign problem". The fixed-
node (FN) method is a widespread approximation which consists in using a guiding function (see below) with a node, thus enforcing a nodal surface for the distribution. This approximation becomes exact when the nodal structure is unambiguously known (by symmetry argument). However, for a general vibrational problem, the nodal structure is generally not known. Despite the efforts made in the direction of correcting the position of the nodal surfaces, ${ }^{56,57}$ the FN method and the related released node approaches do not seem to be good candidates for the computation of excited states of a general vibrational problem. An alternative approach, the POITSE (Ref. 43) methodology which focuses on the computation of excitation energies only rather than the computation of both energies and wave functions, was proposed nearly ten years ago. In this method, a Laplace transform is used to extract the excitation energies from an imaginary time correlation function computed with the DMC algorithm.

For the specific case of intramolecular proton transfer, the two lowest vibrational states are the two tunneling split "ground states". Typically an energy gap significantly larger than the tunneling splitting separates these two states from the higher excited ones. Thus, the problem of calculating the ground state tunneling splitting is a rather well suited case for the application of the POITSE technique. The present work demonstrates the prospects offered by this quantum Monte Carlo approach to study tunneling of a realistic benchmark system, and discusses the relevant technical aspects in detail.

The article is organized as follows: Sec. II discusses the details of the malonaldehyde system and defines the Hamiltonian used in the QMC calculations. The relevant QMC theory is reviewed in Sec. III. Detailed results are presented and discussed in Sec. IV and Sec. V.

## II. THE MALONALDEHYDE SYSTEM

For the description of the malonaldehyde molecule, we made use of the full dimensional PES proposed by Yagi et $a l .{ }^{18}$ The construction of this 21-dimensional ab initio PES relied on the use of the modified Shepard interpolation scheme introduced by Collins and co-workers ${ }^{33-39}$ to interpolate $a b$ initio energies. Due to the numerical effort for the construction of such an interpolated surface (computation of the energies and of the first and second derivatives), the $a b$ initio description has been restricted to the second-order Møller-Plesset perturbation theory. The interpolation scheme has been done in Cartesian coordinates corrected from the noninvariance with respect to overall translation and rotation by the introduction of a molecular frame. The surface describes both the symmetrically equivalent $C_{s}$ global minima as well as the $C_{2 v}$ proton transfer saddle point. The barrier height for the hydrogen transfer of $3.6 \mathrm{kcal} / \mathrm{mol}$ for this surface ${ }^{18}$ is slightly lower than the results obtained with more elaborate levels of ab initio methods. ${ }^{22,32}$

Normal modes analyses have been performed for the global minimum ( $C_{s}$ symmetry) and for the $C_{2 v}$ saddle point geometry when the hydrogen atom is at equal distance from the two oxygen atoms. The frequencies obtained at the
minima lead to an harmonic approximation of the zero point energy of $15203.73 \mathrm{~cm}^{-1}$. Out of the 27 normal modes, computed at the $C_{2 v}$ saddle point geometry, the six normal modes which are associated with a quasinull frequency and correspond at first order to the overall translation and rotation are discarded, while the remaining 21 normal modes $\mathbf{Q}=\left\{Q_{1}, \ldots, Q_{21}\right\}$ have been chosen as coordinates for the dynamical study. A single normal mode $Q_{21}$ is associated with an imaginary frequency and corresponds to the hydrogen transfer mode.

The $J=0$ Hamiltonian has been approximated by

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2} \sum_{i=1}^{21} \frac{\partial^{2}}{\partial Q_{i}^{2}}+V(\mathbf{Q}) \tag{1}
\end{equation*}
$$

in which the mixed derivatives in the kinetic energy operator resulting from vibrational angular momenta are neglected. Results from other studies of hydrogen transfer processes ${ }^{58-61}$ indicate that the effect of the neglected terms is insignificant. An investigation trying to precisely quantify the effect of these terms is currently in progress. ${ }^{62}$ Within the Monte Carlo scheme, the inclusion of such terms is not possible when using the 21 normal modes (cross derivative terms in the Hamiltonian). It is possible to include them when using the 27 Cartesian coordinates of the nine atoms. The use of the 21 normal modes together with the approximated Hamitonian [Eq. (1)] is motivated by the possibility to compare with the results obtained with the MCTDH method $^{40}$ for which the use of the Cartesian coordinates is not possible. In Eq. (1), $V(\mathbf{Q})$ is the PES of Yagi et al., ${ }^{18}$ and $\mathbf{Q}$ are the 21 Cartesian normal modes determined at the $C_{2 v}$ saddle point.

## III. MONTE CARLO STUDIES

Stochastic techniques, which have a polynomial scaling with the dimensionality of the system, are the methods of choice for the quantum determination of bosonic ground states of large systems. The DMC method ${ }^{45,63-65}$ has been used here to compute the ground state energy of the malonaldehyde molecule including all 21 internal degrees of freedom. The POITSE (Refs. 43 and 66) methodology has been employed to determine the ground state tunneling splitting which is the first excitation energy of the system. The basic principles of both techniques (DMC and POITSE) have been extensively described in the literature. Herein they will be briefly reviewed and the specific details of their application to the present problem will be discussed.

## A. Diffusion Monte Carlo (DMC) and importance sampled DMC (IS-DMC)

The DMC method is based on the similarity of the Schrödinger equation to a diffusion process in the presence of a source term. The transformation of the time-dependent Schrödinger equation to imaginary time $\tau=i t / \hbar$ leads to the working equation of DMC for an $\mathcal{N}$-dimensional system,

$$
\begin{equation*}
\frac{\partial \Psi(\mathcal{X})}{\partial \tau}=\sum_{j=1}^{\mathcal{N}} D_{j} \frac{\partial^{2}}{\partial \mathcal{X}_{j}^{2}} \Psi(\mathcal{X})-\left[V(\mathcal{X})-E_{\mathrm{ref}}\right] \Psi(\mathcal{X}) \tag{2}
\end{equation*}
$$

where $\mathcal{X}$ is a vector in the $\mathcal{N}$-dimensional space, $D_{j}$ is $\hbar^{2} / 2 m_{j}$ for each degree of freedom $j$ associated with the mass $m_{j}, E_{\text {ref }}$ is an arbitrary energy shift, $V(\mathcal{X})$ is the potential energy surface, and $\Psi(\mathcal{X})$ is the solution of the equation. Note that in Eq. (2), the Hamiltonian is assumed to be expressed as a function of the Cartesian coordinates of the particles constituting the system. This choice ensures a simple kinetic term without cross derivative terms and it is the most popular one when studying quantum clusters. The absence of cross terms in the kinetic term when using the instantaneous principal axis frame to represent the rotation of rigid bodies ${ }^{67}$ has also enable the study of molecules embedded in helium clusters. ${ }^{68}$ In principle, the study of malonaldehyde could have been conducted using the 27 Cartesian coordinates of the nine atoms. However, the Hamiltonian given in Eq. (1) for the malonaldehyde molecule represented using the 21 Cartesian mass weighted normal modes $\mathbf{Q}$ has the same form as the Hamiltonian expressed in Cartesian coordinates. The use of the Cartesian mass weighted normal modes therefore leads to a DMC working equation analogous to Eq. (2) (without cross derivative terms), thus the DMC study can also make use of these 21 coordinates. This choice of coordinate system is actually favorable since quantities like the trial function required in importance sampling DMC or the projector required in POITSE can be much simpler in normal mode coordinates. It also allows direct comparison with the results obtained by the MCTDH approach. ${ }^{40}$

A very important procedure to greatly improve the efficiency of DMC is called IS-DMC. The corresponding working equation is obtained by multiplying Eq. (2) by a trial (or guiding) function $\Psi_{T}(\mathcal{X})$ and by introducing the product function $f(\mathcal{X})=\Psi(\mathcal{X}) \Psi_{T}(\mathcal{X})$,

$$
\begin{align*}
\frac{\partial f(\mathcal{X})}{\partial \tau}= & \sum_{j=1}^{\mathcal{N}}\left\{D_{j} \frac{\partial^{2}}{\partial \mathcal{X}_{j}^{2}} f(\mathcal{X})-D_{j} \frac{\partial}{\partial \mathcal{X}_{j}}\left[f(\mathcal{X}) F_{j}(\mathcal{X})\right]\right\} \\
& -\left[E_{l}(\mathcal{X})-E_{\text {ref }} f(\mathcal{X})\right. \tag{3}
\end{align*}
$$

The guiding function $\Psi_{T}(\mathcal{X})$ approximates the solution $\Psi(\mathcal{X})$ of the equation and contains physical insights regarding the particular system under study. In the above equation, $E_{l}(\mathcal{X})=\Psi_{T}(\mathcal{X})^{-1} \hat{H} \Psi_{T}(\mathcal{X})$ is the local energy and $F_{j}(\mathcal{X})$ $=\left(\partial / \partial \mathcal{X}_{j}\right) \ln \left|\Psi_{T}(\mathcal{X})\right|^{2}$ is the quantum force. The use of a guiding function, also known as "biased DMC", improves the sampling of relevant parts of the configuration space where the trial function is large. When no guiding function is used $\left(\Psi_{T}(\mathcal{X})=1\right)$, Eq. (3) reduces to Eq. (2), and one refers to unbiased DMC.

A random walk technique is used to determine the steady state of Eq. (2) or (3). A walker (or configuration) is defined as a vector $\mathcal{X}$ in the $\mathcal{N}$-dimensional space and represents the position of all the particles of the system under study. An ensemble of walkers is propagated from some arbitrary initial distribution using the short time approximation of the Green's function appropriate to Eq. (2) or (3). Namely, each element of the vector $\mathcal{X}$ is updated according to

$$
\begin{equation*}
\mathcal{X}_{j}(\tau+\Delta \tau)=\mathcal{X}_{j}(\tau)+\operatorname{RAND}+D_{j} \Delta \tau F_{j}(\mathcal{X}(\tau)), \tag{4}
\end{equation*}
$$

where the imaginary time has been discretized using the time step $\Delta \tau$. In the above equation, RAND is a random number sampled from a Gaussian of width $\sqrt{2 D_{j} \Delta \tau}$ which represents the diffusion process, and $D_{j} \Delta \tau F_{j}(\mathcal{X}(\tau))$ is the drift force induced by the guiding function. After this move, the effect of the source term $\left[V(\mathcal{X})-E_{\text {ref }}\right]$ or $\left[E_{l}(\mathcal{X})-E_{\text {ref }}\right]$ is evaluated. There are different recipes to implement the source term. The original implementation assigns continuous weights to each walker $j, w_{j}$ which are updated at each time step according to

$$
\begin{equation*}
w_{j}(\tau+\Delta \tau)=w_{j}(\tau) e^{-\left(V\left(\mathcal{X}_{j}\right)-E_{\mathrm{ref}}\right) \Delta \tau} \tag{5}
\end{equation*}
$$

in the case of unbiased DMC, or

$$
\begin{equation*}
w_{j}(\tau+\Delta \tau)=w_{j}(\tau) e^{-\left(E_{l}\left(\mathcal{X}_{j}\right)-E_{\mathrm{ref}}\right) \Delta \tau}, \tag{6}
\end{equation*}
$$

when a guiding function is used. This implementation is known to be unstable since at long propagation time, a very small number of walkers carry large weights, while the weights of the others vanish, leading to a poor statistics when averaging over the ensemble. An alternative implementation is to assign identical fixed weight to all walkers and to introduce branching at each time step. The simplest branching scheme is to replicate or kill walkers according to the integer $n_{j}=\operatorname{int}\left[e^{-\left(V\left(\mathcal{X}_{j}\right)-E_{\text {ref }}\right) \Delta \tau}+\xi\right] \quad\left(\right.$ or $\left.\quad n_{j}=\operatorname{int}\left[e^{-\left(E_{l}\left(\mathcal{X}_{j}\right)-E_{\text {ref }}\right) \Delta \tau}+\xi\right]\right)$, where $\xi$ is an uniformly distributed random number on $[0,1)$. A walker $j$ is destroyed for $n_{j}=0$, otherwise $n_{j}$ copies of this walker are propagated independently in the next DMC move. While the implementation with continuous weights ensures a constant number of walkers, the branching algorithm presented above does not. The implementation used in this work relies on a combination of weights and branching, resulting in a fixed ensemble size ${ }^{69}$ similar to the implementation used in Ref. 70. Namely, a variable weight $w_{i}(\tau)$ is assigned to each walker. Each time the relative weight $w_{i}^{\text {rel }}(\tau)$ $=w_{i}(\tau) / \Sigma_{i} w_{i}(\tau)$ of a walker falls below a predefined value, an elimination step is performed. Depending on the value of a uniformly distribution random number, the walker $i$ is eliminated randomly with the probability $1-w_{i}^{\mathrm{rel}}(\tau)$, and simultaneously the walker $j$ of the ensemble with the largest relative weight $w_{j}^{\mathrm{rel}}(\tau)$ is split into two walkers each with half of the weight $w_{j}(\tau)$. If the walker $i$ is not eliminated, its weight is increased to the average weight of the ensemble. This mechanism allows the elimination of walkers with both small and large weights while keeping a constant number of walkers. In case of nonconstant trial function $\Psi_{T}$, a Metropolis step is added at each time step which forces an increased sampling in the regions where $\Psi_{T}$ is large.

Using the formal solution of Eq. (2) and introducing a complete set of eigenfunctions of the Hamiltonian $\hat{H},\left\{\left|\Psi_{n}\right\rangle\right\}$ on which the initial wave function is expanded, one obtains the imaginary time evolution of $\Psi$

$$
\begin{equation*}
|\Psi(\tau)\rangle=e^{-\hat{H} \tau}|\Psi(0)\rangle=\sum_{n} C_{n} e^{-E_{n} \tau}\left|\Psi_{n}\right\rangle . \tag{7}
\end{equation*}
$$

This equation ensures, assuming an energy scale such that $E_{0}=0$, that the ground state solution is achieved asymptotically. When no trial function or a nodeless trial wave function is employed, the ground state energy of the system is
obtained by averaging the potential energy or local energy over the walkers and the random walk, in the limit of large number of walkers and of infinitively small imaginary time step used during the walk. The variation of the total weight of the ensemble, $W=\Sigma_{j} w_{j}$, after $n$ time steps, provides another estimation of the ground state energy,

$$
\begin{equation*}
E_{\text {growth }}=E_{\text {ref }}+\frac{1}{n \Delta \tau} \ln \frac{W(\tau)}{W(\tau+n \Delta \tau)} \tag{8}
\end{equation*}
$$

In order to estimate the error bars on the final energy, the blocking technique is used. In this technique, the propagation time is separated into blocks of $n_{\text {time }}$ time steps, with $n_{\text {time }}$ larger than the correlation length. The average over the ensemble is taken once per block from which the standard deviation is computed.

## B. POITSE

The determination of excited states using stochastic methods is more complex because the solution of Eq. (3) relies on the interpretation of $f(\mathcal{X})=\Psi(\mathcal{X}) \Psi_{T}(\mathcal{X})$ or $\Psi(\mathcal{X})$ in the unbiased DMC case, as a positive and finite probability. Excited states can be computed in an approximate manner (or exactly if the nodal structure is known by symmetry considerations) using a guiding function $\Psi_{T}(\mathcal{X})$ with a node. Note that in the particular case of the computation of the malonaldehyde ground state tunneling splitting, the exact nodal structure is given by symmetry considerations, thus the fixed-node approximation would lead to an exact computation of the first excited energy level. However, in general and because of the inherent statistical noise on the results, the "fixed node" approximation is unsuitable when the difference in energy between the levels is much smaller than their absolute value. A tunneling splitting in a large molecule, such as malonaldehyde, corresponds to such an unfavorable case. In the POITSE methodology, ${ }^{43,66}$ which does not assume predefined nodal surfaces, one directly extracts excitation energies from the two-sided inverse Laplace transform of an imaginary time correlation function $\widetilde{\kappa}(\tau)$. This correlation decay is computed using a combination of a main VMC integration walk and DMC sidewalks (see the schematic view presented in Fig. 1 of Ref. 43). One of the main differences between DMC and POITSE is that in DMC one performs a long random walk to make sure that the ground state distribution has been projected out before evaluating properties [see Eq. (7)], whereas in POITSE one uses the information at short imaginary time propagation well before the complete decay of the walker distribution into the ground state. The decay of the correlation,

$$
\begin{equation*}
\widetilde{\kappa}(\tau) \propto\left\langle\Psi_{T}\right| A \exp \left[-\left(\hat{H}-E_{0}\right) \tau\right] A^{\dagger}\left|\Psi_{T}\right\rangle, \tag{9}
\end{equation*}
$$

contains information about energy differences $E_{f}-E_{0}$, where $E_{0}$ is the ground state energy and $E_{f}$ an excited state energy level. In this equation, $A$ is a local operator chosen to project from the trial function $\left|\Psi_{T}\right\rangle$ onto some excited state $\left|\Psi_{f}\right\rangle$. An inverse Laplace transform of $\widetilde{\kappa}(\tau)$ yields the desired spectral information $\kappa(\omega)$,

$$
\begin{equation*}
\left.\kappa(\omega)=\sum_{f}\left|\left\langle\Psi_{T}\right| A\right| \Psi_{f}\right\rangle\left.\right|^{2} \delta\left(E_{0}-E_{f}+\omega\right) \tag{10}
\end{equation*}
$$

The renormalized POITSE correlation function can be written ${ }^{43}$ in a convenient form for Monte Carlo evaluation,
$\widetilde{\kappa}(\tau)=\frac{\left\langle\Psi_{T}\right| A \exp \left[-\left(\hat{H}-E_{\text {ref }}\right) \tau\right] A^{\dagger}\left|\Psi_{T}\right\rangle /\left\langle\Psi_{T} \mid \Psi_{T}\right\rangle}{\left\langle\Psi_{T}\right| \exp \left[-\left(\hat{H}-E_{\mathrm{ref}}\right) \tau\right]\left|\Psi_{T}\right\rangle\left\langle\left\langle\Psi_{T} \mid \Psi_{T}\right\rangle\right.}$,
where $E_{\text {ref }}$ is a reference energy which is usually given by an estimate of the ground state energy $E_{0}$. The correlation decay $\widetilde{\kappa}(\tau)$ and the Laplace transform spectral weight function $\kappa(\omega)$ can be seen as the imaginary time analogs of the autocorrelation function and Fourier transform spectrum in real time. The main difference comes from the ill-posed numerical problem of the inverse Laplace transform of multiple exponential and noisy decays. The POITSE approach relies on the use of an operator $A$ which reduces the number of exponential decays in the sum of Eq. (7). The inverse Laplace transform of the resulting decay $\widetilde{\kappa}(\tau)$ is still an ill-posed problem but can be solved by a maximum entropy analysis. ${ }^{71-73}$ The operator $A$ must be chosen based on physical insight in order to select the excitation energy of interest. The perfect operator $A$ would be the one for which $\left.\left|\left\langle\Psi_{T}\right| A\right| \Psi_{f}\right\rangle\left.\right|^{2}$ is zero except for one excited state $f$. A "bad" operator $A$ (i.e., an operator such as $\left.\left|\left\langle\Psi_{T}\right| A\right| \Psi_{f}\right\rangle\left.\right|^{2}$ which is non-negligible for a large number of states $f$ ) leads to a correlation decay which is hard (in the best case) or impossible to invert numerically. In all cases, the excitation energies obtained are the exact ones and do not depend on $A$ or on any nodal structure information contained in $A$.

In order to compute the tunneling splitting in malonaldehyde, the implementation of POITSE using the combination of weights and branching as detailed above has been chosen. It has been shown ${ }^{66,74}$ that the original implementation of POITSE based only on weights is not suited for the computation of very long correlation decays needed for the extraction of small energy differences.

## IV. RESULTS

## A. Convergence test and construction of the trial function: Unbiased DMC

Since no previous Monte Carlo computations on this particular system have been done, extensive tests that vary the imaginary time step $\Delta \tau$ and the number of walkers in the ensemble have been conducted. Figure 1 presents a summary of the computations performed. In this figure, the ground state energy, estimated from the growth energy estimator [Eq. (8)], is presented for time steps varying from 2 to 20 a.u. and for four different ensemble sizes, namely, 500, 1000, 2000, and 3000 walkers. For each calculation, the average includes 2000 blocks of 100 time steps which have been performed after the equilibration steps. A time step dependence of the energy as a function of the time step $\Delta \tau$ is observed. Additionally, there is a much larger dependence of the estimated energy on the number of walkers in the ensemble. Explorative computations for several values of $\Delta \tau$ using up to 6000 walkers show that even with such a large ensemble size, a bias due to the finite ensemble is still non-


FIG. 1. Ground state energy in $\mathrm{cm}^{-1}$ as a function of the time step $\Delta \tau$ and the number of walkers used in the unbiased Monte Carlo walk.
negligible. This ensemble size bias is known ${ }^{64}$ but it is hardly ever studied. Its relation to the fluctuation of the average energy over the ensemble of walkers leads to a scaling of this bias as the inverse of the ensemble size. ${ }^{64,75}$ A way to reduce the fluctuations of the energy is to introduce a trial function for which one expects that the local energy $E_{l}(\mathcal{X})$ $=\Psi_{T}(\mathcal{X})^{-1} \hat{H} \Psi_{T}(\mathcal{X})$ will be a much smoother function than the potential term $V(\mathcal{X})$.

The construction of a reasonable trial function in many dimensions is not trivial. In an unbiased DMC computation, the walkers of the ensemble are distributed according to the exact ground state eigenfunction. Therefore, in principle, an ideal trial function could be obtained from an unbiased DMC calculation. However, the dimensionality of the problem (21 for malonaldehyde) usually prohibits practical access to this function. One needs to find a simpler trial function which approximates the exact ground state. One of the simplest trial functions possible is a product of single coordinate functions. Unbiased DMC computations provide a way to evaluate the wave function projected along each of the variables by doing histogram of the distribution of walkers during the walk. More involved trial functions, including, for example, two coordinate correlations, are possible. However, a balance between the complexity of a more exact trial function, which increases the computer time per Monte Carlo step, and simplicity, which increases the number of Monte Carlo steps required, must be found.

TABLE I. Parameters (in a.u.) of the trial wave function defined in Eq. (13).

| $i$ | $a_{i}$ | $b_{i}\left(\times 10^{2}\right)$ | $i$ | $a_{i}$ | $b_{i}\left(\times 10^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.38163 | 0.072072 | 2 | 0 | 0.065949 |
| 3 | 0 | 0.11185 | 4 | -40.663 | 0.056569 |
| 5 | 0.061505 | 0.17719 | 6 | -12.971 | 0.18578 |
| 7 | 0.011475 | 0.22078 | 8 | 0 | 0.23623 |
| 9 | 0.026560 | 0.23460 | 10 | 0 | 0.25850 |
| 11 | 0.14518 | 0.19406 | 12 | 0 | 0.30780 |
| 13 | -0.81390 | 0.29937 | 14 | 0 | 0.33741 |
| 15 | 2.6084 | 0.36736 | 16 | 0 | 0.35749 |
| 17 | 8.4278 | 0.33352 | 18 | 0 | 0.69795 |
| 19 | -0.54484 | 0.70145 | 20 | -0.63386 | 0.73039 |
|  |  | $a_{21}=32.739$ | $b_{21}=0.0016973$ | $c_{21}=0.017390$ |  |



FIG. 2. Ground state energy in $\mathrm{cm}^{-1}$ as a function of the time step $\Delta \tau$ and the number of walkers used in the importance sampled Monte Carlo walk.

For the study of malonaldehyde a simple product of onedimensional functions of the 21 normal modes,

$$
\begin{equation*}
\Psi_{T}^{(21 d)}(\mathbf{Q})=\prod_{i=1}^{21} \Phi_{i}\left(Q_{i}\right), \tag{12}
\end{equation*}
$$

has been chosen. For all except the tunneling coordinate, the one coordinate functions $\Phi_{i}\left(Q_{i}\right)$ are taken as Gaussian functions, while a more involved expression is used for $\Phi_{21}\left(Q_{21}\right)$,

$$
\begin{align*}
& \Phi_{i}\left(Q_{i}\right)=e^{-b_{i}\left(Q_{i}-a_{i}\right)^{2}}, \quad i=1, \ldots, 20 \\
& \Phi_{21}\left(Q_{21}\right)=\left[e^{-b_{21}\left(Q_{21}-a_{21}\right)^{2}}+e^{-b_{21}\left(Q_{21}+a_{21}\right)^{2}}\right] e^{-c_{21} Q_{21}^{4}} \tag{13}
\end{align*}
$$

The 43 parameters of Eq. (13) have been determined by fits to the projections of the wave function along the 21 coordinates obtained via unbiased DMC calculations and are presented in Table I. Note that for the asymmetric modes, the above Gaussians are unable to correctly represent the dissymmetry of the histograms obtained. However, this imprecision of the trial wave function has no effect on the DMC energy itself but only on the error bars.

## B. Ground state energy

A similar series of convergence tests with respect to the time step and the ensemble size has been performed within the IS-DMC scheme using the trial function of Eq. (12). Figure 2 presents the energies obtained. Except for the smallest ensemble size ( 500 walkers) the energies are converged with respect to the ensemble size. This shows that the simple trial function used greatly reduces the fluctuations of the average of the energy over the walkers. The time step depen-
dence is linear, as expected for a guided walk. Extrapolation to zero time step leads to a ground state energy of $15121 \pm 5 \mathrm{~cm}^{-1}$, only $82 \mathrm{~cm}^{-1}$ lower than the harmonic approximation value. We infer that this small difference with the harmonic value is fortuitous and might be due to compensation effects. Indeed, inspection of the potential energy surface clearly indicates that the out-of-plane modes are strongly anharmonic.

## C. Tunneling splitting

The POITSE methodology requires no exact knowledge of the nodal surface of the excited states but only a "good" estimate of it. In the case of double well, it was previously shown ${ }^{76}$ that the projector $\hat{A}=Q_{21}$ enables the computation of the excitation energy to the first antisymmetric state thus giving the tunneling splitting. This choice of projector is evident since $Q_{21}$ is the symmetry breaking coordinate for the proton transfer. The decays have been computed using the trial function defined in Eq. (12) up to $\tau_{\text {final }} \simeq 15000$ a.u. The left panel of Fig. 3 presents an average over 6500 decays. Because of the quality of the trial function used, the short time part of the decays is polluted by higher excitation energies. This multiple exponential part of the decay, for very short imaginary time propagation, has been discarded ${ }^{47}$ before performing the inverse Laplace transform of the truncated decay with the MaxEnt method (see Ref. 46 for details). An example of the resulting spectrum is presented on the right panel of Fig. 3. This spectrum contains a single peak, thus showing that the truncated decay is dominated by a single exponential. The width of the obtained spectrum is not physically relevant. However, an estimation of the error bars, resulting from the statistical noise of the exponential decays, has been estimated as explained in Ref. 46. This estimation is shown in Fig. 3 as vertical lines. Sensitivity and convergence with respect to the usual Monte Carlo parameters (time step, number of walkers) as well as the POITSE parameters (imaginary propagation time, number of decays) have been carefully studied. For example, Fig. 4 compares the tunneling splitting values as a function of the time step employed, when using 2000 (full line) and 1000 (dotted line) walkers. For each $\Delta \tau$ and each of the two ensemble sizes tested, the inverse Laplace transform of the correlation decay $\widetilde{\kappa}(\tau)$ averaged over 6500 decays leads to a single peak. We have checked that with this number of decays the position of the peak of the associated spectrum is converged. The position of the peaks with the associated estimation of the error



FIG. 3. Example of correlation decay $\widetilde{\kappa}(\tau)$ as a function of imaginary time $\tau$ (left panel) and the associated spectrum (right panel) where the error bar has been shown as vertical lines.


FIG. 4. Tunneling splitting values and associated error bar estimates obtained from the inversion of 6500 decays as a function of $\Delta \tau$ using an ensemble size of 2000 (full line) and 1000 (dotted line) walkers.
bars, reported on the figure, converges as $\Delta \tau$ decreases. Since the values obtained for 1000 and for 2000 walkers are in agreement within the error bars, we assume that 2000 walkers are enough to reach convergence. The ensemble size necessary to have convergence is in agreement with the one obtained for the ground state study (see Sec. IV B), which seems reasonable given that POITSE is based on importance sampling DMC walks. We have checked that the tunneling splitting value is stable with respect to the propagation time $\tau_{\text {final }}$.

On Fig. 5 we have reproduced the peak position for the 2000 walkers case as a function of time step (full line) together with the results obtained using an alternative implementation of POITSE based on branching only (dashed line). ${ }^{66,74}$ This implementation ${ }^{66,74}$ of the DMC walk does not impose a constant number of walkers since the replication of walkers is made independently of the creation. As a consequence a relatively small time step must be used within this implementation in order to keep a reasonable ensemble size. A time step that is too large induces large energy fluctuations over the walkers which then causes consequent branching leading quickly to an increase or decrease of the ensemble size. At the limit of small time steps, the two implementations lead to the same tunneling splitting value.

For this 21-dimensional quantum calculation, the converged value for the tunneling splitting is found to be $25.7 \pm 0.3 \mathrm{~cm}^{-1}$, keeping in mind that the error bar estimate is


FIG. 5. Tunneling splitting values and associated error bar estimates obtained from the inversion of 6500 decays as a function of the time step $\Delta \tau$ (in a.u.) using the branching+weight and the branching implementation.


FIG. 6. Ground state energy of the isotope in $\mathrm{cm}^{-1}$ as a function of the time step $\Delta \tau$ using 2000 walkers in the guided Monte Carlo walk.
only an indication of the order of magnitude of the error itself. ${ }^{46}$ This value perfectly agrees with the one independently obtained using MCTDH, ${ }^{40}$ namely, $25 \mathrm{~cm}^{-1}$ converged to about $10 \%$. This agreement validates the two quantum methods, the convergence of the presented results, as well as the particular choice of the guiding function and projection operator employed here.

Our theoretical value is found to be $20 \%$ higher than the experimental value of $21.6 \mathrm{~cm}^{-1} .{ }^{28}$ Given the known underestimation by about $0.6 \mathrm{kcal} / \mathrm{mol}$ of the barrier height of the Yagi et al. ${ }^{18}$ potential, some difference was expected. Still this difference is quite small.

The present converged quantum calculation provides a benchmark value to be used for comparison with results from approximate dynamical methods. To the best of our knowledge, the present work provides for the first time the possibility of comparison for a realistic 21-dimensional potential energy surface that describes intramolecular proton tunneling. Within this viewpoint, it is interesting to note that the POITSE value is $20 \%$ lower than the $30.7 \mathrm{~cm}^{-1}$ obtained by Mil'nikov et al. ${ }^{22}$ using the instanton approach ${ }^{77}$ on the same surface. Taking into account the relative simplicity of the instanton approach compared to rigorous quantum dynamics, such an agreement can be considered as rather good.

## V. ISOTOPE RESULTS

We have repeated similar studies for the deuterium isotope. Figure 6 presents the time step dependence of the growth energy obtained with the importance sampling scheme. The guiding function used is identical to the one given in Eq. (7) with the parameters summarized in Table II Note that given the fast convergence of the results with respect to the number of walkers in the hydrogen case, we have not performed a systematic study in the deuterium case, assuming that 2000 walkers are enough here too. Extrapolation to the zero time step limit leads to a ground state energy of $14385 \pm 2 \mathrm{~cm}^{-1}$.

For the POITSE determination of the tunneling splitting, decays up to $\tau_{\text {final }} \simeq 30000$ a.u. have been computed. Due to the smaller tunneling splitting in the deuterium case, a doubling of $\tau_{\text {final }}$ with respect to the hydrogen case has been necessary in order for the exponential decays to decrease sufficiently. Figure 7 presents the time step convergence study of the tunneling splitting values obtained. For each

TABLE II. Parameters (in a.u.) of the trial wave function defined in Eq. (13) for the isotope case.

| $i$ | $a_{i}$ | $b_{i}\left(\times 10^{2}\right)$ | $i$ | $a_{i}$ | $b_{i}\left(\times 10^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.47317 | 0.064007 | 2 | 0 | 0.065552 |
| 3 | 0 | 0.10468 | 4 | 45.964 | 0.064010 |
| 5 | 0.17112 | 0.17636 | 6 | 0.023061 | 0.16197 |
| 7 | -16.986 | 0.18231 | 8 | -0.039615 | 0.18913 |
| 9 | 0 | 0.23761 | 10 | 0.74786 | 0.23577 |
| 11 | 0 | 0.25818 | 12 | -11.522 | 0.24309 |
| 13 | 0 | 0.30759 | 14 | -4.2592 | 0.30434 |
| 15 | 0 | 0.33688 | 16 | 0 | 0.36731 |
| 17 | 0.13165 | 0.36939 | 18 | 0 | 0.69569 |
| 19 | -0.61139 | 0.70357 | 20 | -0.60928 | 0.73202 |
|  | $a_{21}=46.539$ | $b_{21}=0.0019542$ | $c_{21}=0.017218$ |  |  |

time step, an average over 5000-6000 decays has been performed to compute the correlation decay $\widetilde{\kappa}(\tau)$ which has been then inverted. Similarly to the ground state computation, an ensemble size of 2000 walkers has been used. Extrapolation to the zero time step limit leads to a final value of $3.21 \pm 0.09 \mathrm{~cm}^{-1}$. As for the hydrogen case, our theoretical value is found to be higher than the experimental value ${ }^{4}$ of $2.915 \mathrm{~cm}^{-1}$ but only by $10 \%$ ( $20 \%$ for H). Again this is coherent with the fact that the barrier height of the surface is known to be too small. The instanton approach on the same surface ${ }^{22}$ gives $4.58 \mathrm{~cm}^{-1}$ thus being about $40 \%$ higher than our POITSE result.

## VI. CONCLUSION

In this work, the ground state energy and the ground state tunneling splitting of the malonaldehyde molecule and its isotopically substituted analog have been quantum mechanically determined in 21 dimensions. Details on the quantum Monte Carlo techniques employed, namely, importance sampling diffusion Monte Carlo for the ground state and POITSE for the excitation energy, as well as convergence studies have been presented. The use of these statistical quantum methods, together with a very simple trial function, makes these 21-dimension quantum calculations possible. The zero point energy value is found to be very close to the harmonic estimation which is probably due to compensation effects between the anharmonic modes. The tunneling splitting value of $25.7 \pm 0.3 \mathrm{~cm}^{-1}$ is identical to the one independently obtained with MCTDH. This theoretical result is $20 \%$ above the experimental value. Assuming a negligible effect of the use of linearized normal modes as internal degrees of freedom, the discrepancy is a measure of the accuracy of the potential energy surface since the dynamical method is exact. The provided tunneling splitting establishes a benchmark value for the unbiased evaluation of the accuracy of approximated dynamical methods. For example, the instanton approach ${ }^{22,77}$ is found to be $20 \%$ accurate for this system.

For the isotopically substituted malonaldehyde, where the transferring hydrogen is replaced by a deuterium, a tunneling splitting of $3.21 \pm 0.09 \mathrm{~cm}^{-1}$ is calculated. This result is only $10 \%$ above the experimental value. Here the instanton approach overestimates the tunneling splitting by $40 \%$.


FIG. 7. Tunneling splitting values for the isotope and associated error bar estimates obtained from the inversion of 5000-6000 decays as a function of $\Delta \tau$ using an ensemble size of 2000 walkers.

The computation of the tunneling splitting for vibrationally excited states is, in principle, possible within the POITSE method, but it is expected to be challenging because of the increasing complexity in the projection operator and the difficulties in inverting multiple exponential decays. The main feature of POITSE is to extract directly the excitation energies with respect to the ground state. Unfortunately, in the case of excited tunneling splittings, this feature cannot be directly exploited like in the case of the ground state tunneling splitting computation. A method relying on basis set expansion like the one in Ref. 40 is surely more suitable.

The POITSE method, initially tested on a model harmonic and double well potential, ${ }^{43,76}$ is popular in the quantum clusters community where it has been used, for example, to determine rotational excitations of molecules in helium clusters ${ }^{74,78,79}$ as well as the tunneling splitting in water trimer. ${ }^{80}$ However, to our knowledge, this study is one of the first examples of the use of POITSE to study an excitation within a single molecule using a realistic potential. The agreement obtained with an alternative rigorous quantum approach ${ }^{40}$ and the small error bar of the POITSE result stresses the power of this quantum Monte Carlo technique.

## ACKNOWLEDGMENTS

One of the authors (A.V.) acknowledges financial support via a Marie Curie fellowship of the European Community program Improving Human Research Potential and the Socio-economic Knowledge Base under Contract No. HPMFCT-2000-00840. The Deutsche Forschungsgemeinschaft and the Fond der Chemischen Industrie are gratefully acknowledged for financial support. Another author (M.D.C.-N.) acknowledges support from CAPES (PRODOC program). A large amount of computing power has been provided by the Leibniz-Rechenzentrum (Project No. h083w) and IDRIS (Project Nos. 41700, 51700, and 61311). Another author (A.V.) thanks Patrick Huang for allowing the use of his program to perform the inverse Laplace transform needed for the POITSE study. The authors would also like to thank K. Yagi, T. Taketsugu, and K. Hirao for kindly providing the source code for the malonaldehyde potential.
${ }^{1}$ W. F. Rowe, R. W. Duerst, and E. B. Wilson, J. Am. Chem. Soc. 98, 420 (1976).
${ }^{2}$ S. L. Baughcum, R. W. Duerst, W. F. Rowe, Z. Smith, and E. B. Wilson, J. Am. Chem. Soc. 103, 6296 (1981).
${ }^{3}$ P. Turner, S. L. Baughcum, S. L. Coy, and Z. Smith, J. Am. Chem. Soc. 106, 2265 (1984).
${ }^{4}$ S. L. Baughcum, Z. Smith, E. B. Wilson, and R. W. Duerst, J. Am. Chem. Soc. 106, 2260 (1984).
${ }^{5}$ D. W. Firth, K. Beyer, M. A. Dvorak, S. W. Reeve, A. Gushow, and K. Leopold, J. Chem. Phys. 94, 1812 (1991).
${ }^{6}$ T. Carrington and W. H. Miller, J. Chem. Phys. 81, 3942 (1984).
${ }^{7}$ T. Carrington, Jr. and W. H. Miller, J. Chem. Phys. 84, 4364 (1986).
${ }^{8}$ N. Shida, P. F. Barbara, and J. E. Almlöf, J. Chem. Phys. 91, 4061 (1989).
${ }^{9}$ D. Babić, S. D. Bosanac, and N. Doslić, Chem. Phys. Lett. 358, 337 (2002).
${ }^{10}$ T. Hayashi and S. S. Mukamel, J. Phys. Chem. A 107, 9113 (2003).
${ }^{11}$ N. Doslic and O. Kuhn, Z. Phys. Chem. 217, 1507 (2003).
${ }^{12}$ T. D. Sewell and D. L. Thompson, Chem. Phys. Lett. 193, 347 (1992).
${ }^{13}$ Y. Guo, T. D. Sewell, and D. L. Thompson, Chem. Phys. Lett. 224, 470 (1994).
${ }^{14}$ Z. Smedarchina, W. Siebrand, and M. Z. Zgierski, J. Chem. Phys. 103, 5326 (1995).
${ }^{15}$ T. D. Sewell, Y. Guo, and D. L. Thompson, J. Chem. Phys. 103, 8557 (1995).
${ }^{16}$ M. Ben-Nun and T. J. Martínez, J. Phys. Chem. A 103, 10517 (1999).
${ }^{17}$ V. A. Benderskii, E. V. Vetoshkin, I. S. Irgibaeva, and H. P. Trommsdorff, Chem. Phys. 262, 393 (2000).
${ }^{18}$ K. Yagi, Y. Taketsugu, and K. Hirao, J. Chem. Phys. 115, 10647 (2001).
${ }^{19}$ G. V. Mil'nikov and H. Nakamura, J. Chem. Phys. 115, 6881 (2001).
${ }^{20}$ C. S. Tautermann, A. F. Voegele, T. Loerting, and K. R. Liedl, J. Chem. Phys. 117, 1962 (2002).
${ }^{21}$ G. V. Mil'nikov, K. Yagi, T. Taketsugu, H. Nakamura, and K. Hirao, J. Chem. Phys. 110, 10 (2003).
${ }^{22}$ G. V. Mil'nikov, K. Yagi, T. Taketsugu, H. Nakamura, and K. Hirao, J. Chem. Phys. 120, 5036 (2004).
${ }^{23}$ D. P. Tew, N. C. Handy, S. Carter, S. Irle, and J. Bowman, Mol. Phys. 101, 3513 (2003).
${ }^{24}$ D. P. Tew, N. C. Handy, and S. Carter, Mol. Phys. 102, 2217 (2004).
${ }^{25}$ D. P. Tew, N. C. Handy, and S. Carter, J. Chem. Phys. 125, 084313 (2006).
${ }^{26}$ M. E. Tuckerman and D. Marx, Phys. Rev. Lett. 86, 4946 (2001).
${ }^{27}$ C. S. Tautermann, A. F. Voegele, T. Loerting, and K. R. Liedl, J. Chem. Phys. 117, 1967 (2002).
${ }^{28}$ T. Baba, T. Tanaka, I. Morino, K. M. Yamada, and K. Tanaka, J. Chem. Phys. 110, 4131 (1999).
${ }^{29}$ T. N. Wassermann, D. Luckjaus, S. Coussan, and M. Suhm, Phys. Chem. Chem. Phys. 8, 2344 (2006).
${ }^{30}$ C. X. Duan and D. Luckhaus, Chem. Phys. Lett. 391, 129 (2004).
${ }_{31}^{31}$ C. J. Seliskar and R. E. Hoffmann, J. Mol. Spectrosc. 96, 146 (1982).
${ }^{32}$ V. Barone and C. Adamo, J. Chem. Phys. 105, 11007 (1996).
${ }^{33}$ J. Ischtwan and M. A. Collins, J. Chem. Phys. 100, 8080 (1994).
${ }^{34}$ M. J. T. Jordan, K. C. Thompson, and M. A. Collins, J. Chem. Phys. 102, 5647 (1995).
${ }^{35}$ M. J. T. Jordan, K. C. Thompson, and M. A. Collins, J. Chem. Phys. 103, 9669 (1995).
${ }^{36}$ M. J. T. Jordan and M. A. Collins, J. Chem. Phys. 104, 4600 (1996).
${ }^{37}$ K. C. Thompson and M. A. Collins, J. Chem. Soc., Faraday Trans. 93, 871 (1997).
${ }^{38}$ K. C. Thompson, M. J. T. Jordan, and M. A. Collins, J. Chem. Phys. 108, 564 (1998).
${ }^{39}$ R. P. A. Bettens and M. A. Collins, J. Chem. Phys. 111, 816 (1999).
${ }^{40}$ M. D. Coutinho-Neto, A. Viel, and U. Manthe, J. Chem. Phys. 121, 9207 (2004).
${ }^{41}$ H. D. Meyer, U. Manthe, and L. S. Cederbaum, Chem. Phys. Lett. 165, 73 (1990).
${ }^{42}$ U. Manthe, H. D. Meyer, and L. S. Cederbaum, J. Chem. Phys. 97, 3199 (1992).
${ }^{43}$ D. Blume, M. Lewerenz, P. Niyaz, and K. B. Whaley, Phys. Rev. E 55, 3664 (1997).
${ }^{44}$ V. R. Pandharipande, J. G. Zabolitzky, S. C. Pieper, R. B. Wiringa, and W. Helmbrecht, Phys. Rev. Lett. 50, 1676 (1983).
${ }^{45}$ K. B. Whaley, Advances in Molecular Vibrations and Collision Dynamics, edited by J. Bowman and Z. Bacić (JAI, Stamford, CT, 1998), Vol. III.
${ }^{46}$ P. Huang and K. B. Whaley, Phys. Rev. B 67, 155419 (2003).
${ }^{47}$ F. Paesani, R. E. Zillich, and K. B. Whaley, J. Chem. Phys. 119, 11682 (2003).
${ }^{48}$ S. Chiesa, M. Mella, G. Morosi, and D. Bressanini, J. Chem. Phys. 119, 5601 (2003).
${ }^{49}$ P. Cazzato, S. Paolini, S. Moroni, and S. Baroni, J. Chem. Phys. 120, 9071 (2004).
${ }^{50}$ J. Tang, A. R. W. McKellar, F. Mezzacapo, and S. Moroni, Phys. Rev. Lett. 94, 145503 (2004).
${ }_{52}^{51}$ N. Blinov, X. Song, and P. N. Roy, J. Chem. Phys. 120, 5916 (2004).
${ }^{52}$ C. A. Brindle, M. R. Prado, K. C. Janda, N. Halberstadt, and M. Lewerenz, J. Chem. Phys. 123, 064312 (2005).
${ }_{54}^{53}$ D. C. Clary, J. Chem. Phys. 114, 9725 (2001).
${ }^{54}$ D. C. Clary and D. M. Benoit, J. Chem. Phys. 111, 10559 (1999).
${ }^{55}$ J. L. Iosue, D. M. Benoit, and D. C. Clary, Chem. Phys. Lett. 301, 275 (1999).
${ }^{56}$ D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 566 (1980).
${ }^{57}$ D. M. Ceperley and B. J. Alder, J. Chem. Phys. 81, 5833 (1984).
${ }^{58}$ T. Seideman and W. H. Miller, J. Chem. Phys. 97, 2499 (1992).
${ }^{59}$ U. Manthe, T. Seideman, and W. H. Miller, J. Chem. Phys. 99, 10078 (1993).
${ }^{60}$ D. H. Zhang and J. C. Light, J. Chem. Phys. 106, 551 (1996).
${ }^{61}$ U. Manthe and F. Matzkies, J. Chem. Phys. 113, 5725 (2000).
${ }^{62}$ The study using the 27 cartesian coordinates, which involves a more elaborate construction of the trial function, is in progress.
${ }^{63}$ M. A. Suhm and R. O. Watts, Phys. Rep. 204, 293 (1991).
${ }^{64}$ C. J. Umrigar, M. P. Nightingale, and K. J. Runge, J. Chem. Phys. 99, 2865 (1993).
${ }^{65}$ B. L. Hammond, W. A. Lester, and P. J. Reynolds, Monte Carlo Methods in Ab Initio Quantum Chemistry (World Scientific, Singapore, 1994).
${ }^{66}$ P. Huang, A. Viel, and K. B. Whaley, in Recent Advances in Quantum Monte Carlo Methods, edited by W. A. Lester, Jr., S. M. Rothstein, and S. Tanaka (World Scientific, Singapore, 2002), Vol. 2, Part II, p. 111.
${ }^{67}$ V. Buch, J. Chem. Phys. 97, 726 (1992).
${ }^{68}$ A. Viel, M. V. Patel, P. Niyaz, and K. B. Whaley, Comput. Phys. Commun. 145, 24 (2002).
${ }_{70}{ }^{69}$ Marius Lewerenz (private communication).
${ }^{70}$ D. Blume, M. Lewerenz, F. Huisken, and M. Kaloudis, J. Chem. Phys. 105, 8666 (1996).
${ }^{71}$ M. Jarrell and J. E. Gubernatis, Phys. Rep. 269, 133 (1996).
${ }^{72}$ J. E. Gubernatis, M. Jarrell, R. N. Silver, D. S. Silver, and D. S. Sivia, Phys. Rev. B 44, 6011 (1991).
${ }_{74}^{73}$ R. K. Bryan, Eur. Biophys. J. 18, 165 (1990).
${ }_{75}^{74}$ A. Viel and K. B. Whaley, J. Chem. Phys. 115, 10186 (2001).
${ }^{75} \mathrm{M}$. Lewerenz (private communication).
${ }^{76}$ D. Blume, M. Lewerenz, and K. B. Whaley, J. Chem. Phys. 107, 9067 (1997).
${ }^{77}$ W. H. Miller, J. Chem. Phys. 62, 1899 (1975).
${ }^{78}$ D. Blume, M. Mladenović, M. Lewerenz, and K. B. Whaley, J. Chem. Phys. 110, 5789 (1999).
${ }^{79}$ F. Paesani, F. A. Gianturco, A. Viel, and K. B. Whaley, Phys. Rev. Lett. 90, 073401 (2003).
${ }^{80}$ D. Blume and K. B. Whaley, J. Chem. Phys. 112, 2218 (2000).


[^0]:    ${ }^{\text {a) }}$ Electronic mail: alexandra.viel@univ-rennes1.fr

