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Abstract: Many applications dealing with the mechanical behavior of materials require the measurement of 

displacement fields or deformation fields. For this type of measurement, optical methods have become unavoidable 

due to their non-intrusive approach, their high spatial resolution, their high sensitivity, the large size of their 

examinated field, and the increasing power of the computers that now allow the processing of huge quantities of 

data. In this context we have developed a system for measuring 3-D displacement fields using CCD camera and 3D 

laser scanner .This method allows the measure of the 3-D displacement field using at least two pairs of stereoscopic 

images of an object corresponding to two states of its deformation (or the processing of a sequence of pairs of 

images acquired during the deformation). The main topics developed in this thesis are: the calibration of a camera 

and a 3D laser scanner, and measuring 3D displacement fields from coupling of camera and 3D laser sensor. The 

potential application of our method is the characterization of structures, for example, to provide assistance in the 

development of tools for stamping. 

Key Words: : camera calibration, measuring 3-D displacement fields, 3D laser sensor calibration, non-

contacting3-D metrology. ✦ ✤ ◆ ❖ P ◗ ❘ ❙ ❚ ❯ P ◆ ❘ ❖
Optical methods for measuring displacement are now 

widely used in mechanical experiments ❱ The main 

techniques are photoelasticity ❲ geometric moire ❲ moire

interferometry, holographic interferometry ❲ speckle

interferometry ( ❳ ❨ ❩ ❬ ❭ ❪ ❩ ❫ ❲ ❴ ❵ ❩ grid method and digital 

image correlation [4 ❲ ❛ ❲ ❜ ❲ ❝ ❲ ❞ ❡ , 12]. Method of

digital image correlation (DIC) is probably one of the 

most commonly used, many applications of DIC 

method are presented by R. HORAUD [12] ❲ ❢ ❣ ❤✐ ❥ ❦ ❩ ❳ ❨ ❩ ❬ ❧ ♠ ❧ ❬ ❢ ❪ ❪ ♥ for the measurement of

displacement fields from 3D stereo coupling and 

monitoring- ❬ ❥ ❦ ❦ ❩ ❪ ❢ ❴ ❧ ❥ ❣ of pixels in a sequence of 

images by correlation [1 ❲ ♦ ❲ ♣ q ❱
When only one camera is used, the DIC can give

the displacement field only in the planar domain of 

the observed object ❱ Otherwise using a camera

accompanied with a laser sensor 3D, can be measure

the displacement field in the 3D surface ❱
In this study we use the camera and an image 

correlation method to define the displacement field of 

a moving object. The coupling of the camera and the

3D scanner allows us to associate the observed 

displacement field and the 3D surface of the object.

The measured displacements are on the 3D surface of 

the order of 20mm to 40mm ❱
2 .Camera calibration and 3D scanner

2.1.Calibration parameters of the camera
The calibration of a camera is to determine the 

coordinates (u, v) in the image coordinate system b

from the coordinates (x, y, z) in the coordinate B

world. In other words, it consists in solving the

following equation:

b = Mc(B) (1)

To do this, we must first express B in the camera 

frame, and then calculate the coordinates of b in the

same spot after a projection. Finally, changes in the b

mark image plane for its coordinates (u, v).

2.1.1.Determination of b from

To calculate the coordinates of b in the image plane

from point B whose coordinates are expressed in the 

reference world.
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          In this equation, the coordinates are 

homogeneous. The homogeneous coordinates of the

object point B (x, y, z, 1), and those of the pixel b isr s s
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(su, sv, s). Cartesian coordinates of b are (su / s, sv / s).

is the perspective projection matrix. Using equation

(2), However ,we can write the Cartesian coordinates

of an image point as shown in Equation (3).
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2.1.2.Calculating calibration parameters

The calibration parameters can be obtained from the

perspective projection matrix MC. We apply the 

method to calculate Faugeras-Toscani MC [8,9].

The calibration parameters of a camera intrinsic 

parameters to include au,av, u0, v0 and extrinsic 

parameters R and T. These parameters can be

calculated from the perspective projection matrix MC

Equation (4) shows how to calculate the calibration

parameters from the MC matrix[11]
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2.2.Method for 3D laser sensor calibration
The 3D scanner is composed of a sensor and a laser 

sheet coordinate measuring machine.It helps to have a

dense cloud of points with an accuracy of the order of

10 microns. The calibration pattern is used marble 

cube whose faces are  perpendicular.Two

checkerboard patterns as were positioned on the faces

oriented along the X and Y directions of the machine. 

Each level of the target is represented by a cloud of

points (x, y, z) (see Figure 1).

Figure 1 ➅ Points cloud  3D calibration pattern

obtained with the 3D scanner.

Plane must be perpendicular to the target. The
least squares method, is used to calculate the 
normal vector to each plane, and the intersection 
of the three planes representing the origin of the 
coordinate of the target. The origin of the pattern
allows us to compute the translation parameters
of the transition matrix scanner. three normal 
vectors (n1,n2,n3) represents the rotation matrix.
then It is possible to find the transformation 
matrix between the scanner and the 3D sights.
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3.Matching a CCD camera and a 3D laser 
sensor

We present in this paper a method for matching a
CCD camera and a 3D laser sensor. As a first 
step, calibrate the devices located in the same 
space, due to the standard calibration techniques
[5]. Then, calculate the transition matrix of the 
camera and the transition matrix of the 3D 
sensor. After that calculate the total
transformation matrix Mt for combining the 
texture image obtained with the camera, and the 
surface obtained with the 3D scanner. This 
method is illustrated in Figure 2.1 and Figure 2.2 
, where for each vertex Vi point cloud obtained
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with the scanner associating a pixel Pi of the 
image obtained with the camera.

Caméra Scanneur 3D

Objet

M c M s

M t = M c M s

➧ 1

v i=[
x i

y
i

z i
]p i= [u i

v i
]

Figure 2.1 - Coupling of the camera and the 3D laser 

scanner

Figure 2.2 - Coupling of the camera and the 3D laser 

scanner

4.MEASURING DIPLACEMENT
After calibration of the scanner and camera, we 
obtain an association between the pixel (ui, vi) of 
the camera image and the vertices (xi, yi, zi) of 
the point cloud obtained with the scanner. At first,
we acquire an object in an initial position, then
move the object, and we repeat an acquisition.
We select manually one characteristic point of
the object before and after movement. In our 
experiment, the characteristic point is defined as
a corner of a square of the calibration target. We 
find the coordinates (u, v) of the characteristic 
point in each image and then compute the 
coordinates (x, y, z) from the top of a scatter.
Finally, we measure the displacement as the 
Euclidean distance between the 3D point feature
found before and after displacement: 
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where (x1, y1, z1) are the coordinates of the 
characteristic point on the scatter plot before
displacement, and (x2, y2, z2) coordinates of the 
characteristic points after displacement.

5. RESULTS

In our experiment, we acquired with the 3D
scanner and CCD camera of our calibration 
pattern in an initial position. Then we moved
precisely the pattern along the x axis, and makes 
a new acquisition. The displacement is measured
in an area defined manually using the method 
given in the previous section.

The following tables gives the results in terms 
of Euclidean distance and Dx: X-axis component 
of MMT , Dy: Y-axis component of the MMT, Dz:
Z-axis component of the MMT calculated for each 
point associated with a pixel and the standard 
deviations obtained for each template 1, 5 and 7.

D: Euclidean distances

Dx: X-axis component of MMT.

                 Dy: Y-axis component of the MMT

Dz: Y-axis component of the MMT

No 1 2 3 4 5 Standard 

Deviation

Dyimagette1 -0.256 -0.246 -0.234 -0.217 -0.201 0.021

Dyimagette5 -0.151 -0.122 -0.123 -0.136 -0.165 0.0229

Dyimagette7 -0.116 -0.008 -0.009 -0.0087 0.0093 0.0238

No 1 2 3 4 5 Standard 

Deviation

Dimagette1 10.027 10.01 10.00 9.9901 9.980 0.0240

Dimagette5 10.009 9.971 9.99 10.001 10.003 0.0269

Dimagette7 9.997 9.964 9.99 9.987 9.999 0.0279

No 1 2 3 4 5 Standard 

Deviation

Dx imagette1 -10.02 -10.009 -10.02 -9.99 -9.98 0.0234

Dx imagette5 -10.00 -9.97 -9.98 -9.99 -10.00 0.0266

Dx imagette7 -9.99 -9.98 -9.97 -9.98 9.97 0.0238

➨ ➩ ➫
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Tables : Results obtained for each template 1, 5 and 7.

                     template 1

                            template 5

                          template 7

Figure 3: The study area with the selected

templates.

            
                 template 1 before moving

            template 1 after moving                                

          template 5 before moving

No 1 2 3 4 5 Standard 

Deviation

Dzimagette1 -0.253 0.250 0.246 0.243 0.239 0.0082

Dzimagette5 0.0048 -0.0051 -0.0054 -0.0056 -0.0062 0.0082

Dzimagette7 0.0088 0.0084 0.0082 0.0079 0.0076 0.0083

Ò Ó Ô
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template 5 after moving                                

Template7before
moving

template 7 after moving                                       

Figure 4 : Reason associated with the templates 
1,2,7

We note that for the measured displacement is close to 

the specified motion. The standard deviations for each 

measurement or for a pattern of 100 in the directions

X and Y are of the order of 0.02 mm and the Z-

direction of about 0.01 mm. On a practical level, the

movement being in a plane containing the optical axis 

and in a direction approximately equal to 45 ° with 

respect thereto. It is logical that the dispersion along 

the Z axis which is parallel to the image plane is 

smaller.

We also note that the results for 5 and 7 template,

referring to surface and the other surface slightly left,

are similar. against the differences between the results

of these templates and template 1 may be explained by

calibration errors. The use of a non-linear calibration 

matrix would correct errors due to optical distortions

and significantly improve the result.

5. CONCLUSION
In this paper, we present a method for matching
a CCD camera and a 3D laser sensor to obtain
textured 3D model of an object observed. Then 
we proposed a method to calculate an estimate 
of the displacement using the point cloud and the 
image of the observed object present, we 
enhance this approach by automating the 
selection of areas measuring and controlling 
more finely calibration parameters. This work is
part of an objective measurement of 3D
deformation fields using the development tools.
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