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Abstract – Microarrays allow researchers to measure the expression of thousands of genes in
a single experiment. Before statistical comparisons can be made, the data must be assessed
for quality and normalisation procedures must be applied, of which many have been proposed.
Methods of comparing the normalised data are also abundant, and no clear consensus has yet
been reached. The purpose of this paper was to compare those methods used by the EADGENE
network on a very noisy simulated data set. With the a priori knowledge of which genes are
differentially expressed, it is possible to compare the success of each approach quantitatively.
Use of an intensity-dependent normalisation procedure was common, as was correction for
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multiple testing. Most variety in performance resulted from differing approaches to data quality
and the use of different statistical tests. Very few of the methods used any kind of background
correction. A number of approaches achieved a success rate of 95% or above, with relatively
small numbers of false positives and negatives. Applying stringent spot selection criteria and
elimination of data did not improve the false positive rate and greatly increased the false negative
rate. However, most approaches performed well, and it is encouraging that widely available
techniques can achieve such good results on a very noisy data set.

gene expression / two colour microarray / simulation / statistical analysis

1. INTRODUCTION

Microarrays have become a standard tool for the exploration of global gene
expression changes at the cellular level, allowing researchers to measure the
expression of thousands of genes in a single experiment [16]. The hypothesis
underlying the approach is that the measured intensity for each gene on the ar-
ray is proportional to its relative expression. Thus, biologically relevant differ-
ences, changes and patterns may be elucidated by applying statistical methods
to compare different biological states for each gene. However, before com-
parisons can be made, a number of normalisation steps should be taken in
order to remove systematic errors and ensure the gene expression measure-
ments are comparable across arrays [15]. There is no clear consensus in the
community about which methods to use, though several reviews have been
published [8, 12]. After normalisation and statistical tests have been applied,
there is an additional problem of multiple testing. Due to the high number of
tests taking place (many thousands in most cases), the resulting P-values must
be adjusted in order to control or estimate the error rate (see [14] for a review).

The aim of this paper was to summarise and compare the many methods
used throughout the EADGENE network (http://www.eadgene.org) for mi-
croarray analysis, and compare the results, with the final aim of producing
a guide for best practice within the network [4]. This paper describes a variety
of methods applied to a simulated data set produced by the SIMAGE pack-
age [1]. The data set is a simple comparison of two biological states on ten
arrays, with dye-balance. A number of data quality, normalisation and analysis
steps were used in various combinations, with differing results.

1.1. The data

SIMAGE takes a number of parameters, which were produced using a slide
from the real data set as an example [4]. The input values that were used for
the current simulations are given in Table I. The simulated data consists of
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ten microarrays each of which represent a direct comparison between differ-
ent biological samples from situation A and B with a dye balance. SIMAGE
assumes a common variance for all genes, something which may not be true
for real data. Each slide had 2400 genes in duplicate, with 48 blocks arranged
in 12 rows and 4 columns (100 spots per block). Each block was “printed”
with a unique print tip. In the simulated data 624 genes were differentially
expressed: 264 were up-regulated from A to B while 360 were down regu-
lated. This information was only provided to the participants at the end of the
workshop. The simulated data are available upon request from D.J. de Koning
(DJ.dekoning@bbsrc.ac.uk).

The data are very noisy with high levels of technical bias and thus provided
a serious challenge for the various analysis methods that were applied. Many
spots reported background higher than foreground, and others reported a zero
foreground signal. Image plots of the arrays showed clear spatial biases in both
foreground and background intensities (Fig. 1). Spots, scratches and stripes of
background variation are clearly visible, which have been simulated using the
“hair” and “disc” parameters of SIMAGE.

All of the slides show a clear relationship between M (log ratio) and A
(average log intensity), and the plots in Figure 2 are exemplars. Slides 3, 5,
6, 7, 9 and 10 displayed a negative relationship between M and A, whilst the
others displayed a positive relationship. Slides 6 and 9 showed an obvious non-
linear relationship between M and A, but only slide 2 levels off with higher
values of A. Finally, Figure 3 shows the range of M values for each array
under three different normalisation strategies: none (Fig. 3a), LOESS (Fig. 3b)
and LOESS followed by scale normalisation between arrays (Fig. 3c) [17,19].
It can be seen that before normalisation there is a clear difference in both the
median log ratios and the range of log ratios across slides.

This data set was subject to a total of 12 different analysis methods, encom-
passing a variety of techniques for assessing data quality, normalisation and
detecting differential expression. These methods are described in detail and
the results of each presented and compared. The results are then discussed in
relation to the best methods to use for analysing extremely noisy microarray
data.

2. MATERIALS AND METHODS

2.1. Preprocessing and normalisation procedures

A variety of pre-processing and normalisation procedures were used in
combination with the twelve different methods, and these are summarised in
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Table I. Settings for Simage simulation software.

Array number of grid rows 12
Array number of grid columns 4
Number of spots in a grid row 10
Number of spots in a grid column 10
Number of spot pins 48
Number of technical replicates 2
Number of genes 0
Number of slides 10
Perform dye swaps yes
Gene expression filter yes
Reset gene filter for each slide no
Mean signal 10.33
Change in log2 ratio due to upregulation 1.07
Change in log2 ratio due to downregulation –1.26
Variance of gene expression 2.7
% of upregulated genes 15
% of downregulated genes 11
Correlation between channels 1
Dye filter yes
Reset dye filter for each slide yes
Channel variation 0.2
Gene × Dye 0
Error filter yes
Reset error filter for each slide yes
Random noise standard deviation 0.62
Tail behaviour in the MA plot 0.108
Non-linearity filter yes
Reset non-linearity filter for each slide yes
Non-linearity parameter curvature 0.2
Non-linearity parameter tilt 4.5
Non-linearity from scanner filter yes
Reset non-linearity scanner filter for each slide yes
Scanning device bias 0.04
Spotpin deviation filter yes
Reset spotpin filter for each slide no
Spotpin variation 0.32
Background filter yes
Reset background filter for each slide yes
Number of background densities 5
Mean standard deviation per background density 0.2
Maximum of the background signal relative to the non-background signals 50
Standard deviation of the random noise for the background signals 0.1
Background gradient filter no
Reset gradient filter for each slide yes
Maximum slope of the linear tilt 700
Missing values filter yes
Reset missing spots filter for each slide yes
Number of hairs 3
Maximum length of hair 20
Number of discs 4
Average radius disc 10
Number of missing spots 50
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Figure 1. Example background plots. The top two images show the background for
Cy5 and Cy3 in slide 9, and the bottom two images show the same for slide 10.

Table II. Only one method, IDL1, chose to perform background correction.
Some methods chose to eliminate spots, or give them zero weighting, depend-
ing on particular data quality statistics; these included having foreground less
than a given multiple of background, saturated spots and spots whose inten-
sity was zero. IAH_P1 and IDL1 also removed entire slides considered to have
poor data quality. Both IAH_P and IDL submitted two approaches, one based
on strict quality control and normalisation, and the second less strict.

Most approaches applied a version of LOWESS or LOESS normalisation,
either globally or per print-tip [19]. This is in recognition of the clear rela-
tionship between M and A. Only ROSLIN (assessed normalisation by row and



674 M. Watson et al.

Figure 2. MA-plots of slides 1, 5 and 6. These slides are examples of the three pat-
terns displayed by the simulated data in the MA-space: positive correlation, negative
correlation and a more pronounced non-linear correlation.

Figure 3. Boxplots of M values (log2(cy5/cy3)) across the 10 arrays for three nor-
malisation strategies: (A) Unnormalised data, (B) LOESS normalised data, and (C)
LOESS followed by scale normalised data.

column and found not needed) and INRA_J (correction by block) applied any
further spatial normalisation. SLN1 and SLN2 applied median normalisation.
Finally, only IDL attempted any correction between arrays by fitting a mono-
tonic spline in MA-space to correct for heterogeneous variance. The smooth-
ing function was fitted to the absolute log ratios (M-values) across the log
mean intensities (A-values), and corrected for. This ensured that the variance
in M values was consistent across arrays.
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Table II. Summary of the 12 methods used for analysing the simulated data. “Anal-
ysis name” is the name of the analysis method, “Data quality procedures” describe
the methods approach to data quality, “Background correction” whether background
correction was carried out, “Normalisation” describes the normalisation method and
“Differential expression” describes the method’s approach to finding differentially ex-
pressed genes.

Analysis
name

Data quality
procedures

Background
correction

Normalisation Differential
expression

IAH_P1 Eliminated spots with net
intensity < 0.
Slides 5, 6 and 9 deleted

No global LOWESS Limma;
FDR correction

IAH_P2 Slides 5, 6 and 9 deleted No global LOWESS Limma;
FDR correction

IDL1 Eliminated
• control spots
• null spots
• oversaturated spots
• values < 3* SD bgnd. printtip LOWESS; Limma;
Slides 5 and 7 deleted Yes monotonic spline correction FDR correction

IDL2 No global LOWESS;
monotonic spline correction

Limma;
FDR correction

INRA_J Spots == zero removed No LOWESS;
median normalisation by block

structural mixed model;
FDR correction

INRA_T1 Spots == zero removed No global LOWESS Student statistic;
FDR correction

INRA_T2 Spots == zero removed No global LOWESS Student statistic;
Duval correction

INRA_T3 Spots == zero removed No global LOWESS Student statistic;
Bordes correction

ROSLIN Spots == zero removed No printtip LOWESS;
row-column normalisation

Limma;
FDR correction

SLN2 Only use data where FG >
1.5* BG

No median normalisation Anova (Orange)

CDB Elimination of spots with
huge M-values

No printtip LOWESS fold change cut-off
(+/–0.9)

SLN1 Excluded BG > FG No median normalisation Anova (GeneSpring)

2.2. Methods for finding differentially expressed genes

Table II summarises the twelve methods used for analysing the simulated
data set. Most variation in the methods came from the area of quality control,
with different groups excluding different genes/arrays based on a wide variety
of criteria, and correction for multiple testing.

Almost all analysis methods used some variation of linear modelling fol-
lowed by correction for multiple testing to find differentially expressed genes.
The most common of those used was the limma package, which adjusts the
t-statistics by empirical Bayes shrinkage of the residual standard errors to-
ward a common value (near to the median) [17]. IAH_P and ROSLIN fitted



676 M. Watson et al.

a coefficient for the dye-effect for each gene, which was found to be non-
significant. IAH_P also adjusted the default estimated proportion of differen-
tially regulated genes in the eBayes procedure to 0.2 once it became clear that
a high percentage of the genes in the dataset were differentially regulated. This
ensured a good estimate of the posterior probability of differential expression.

Of those that did not use limma, both SLV and SLN2 used an ANOVA
approach, implemented in GeneSpring [9] and Orange [5] respectively.
INRA_J used a structural mixed model, more completely described in Jaffrézic
et al. [11]. CDB employed a cut-off value for the mean log ratio to define the
proportion of differentially expressed genes [10, 18]. INRA_T presented three
methods all based on a classic Student statistic and an empirical variance cal-
culated for each gene, but with the P-values adjusted according to Benjamini
and Hochberg [2], Duval et al. (partial sums of ordered t-statistics) [6, 7] and
Bordes et al. (mixture of central and non-central t-statistics) [3]. Apart from
INRA_T, those methods that corrected P-values for multiple testing did so us-
ing the FDR as described by Benjamini and Hochberg [2]. All corrections for
multiple testing were carried out at the 5% level.

All methods treated the 10 arrays as separate, biological replicates apart
from ROSLIN, who treated the dye-swaps as technical replicates. The INRA_J
and the three INRA_T methods treated replicate spots as independent mea-
sures, resulting in up to 20 values per gene, whereas the other methods aver-
aged over replicate spots. INRA_T reported that preliminary analysis showed
very few differences between treating duplicates as independent or by averag-
ing them.

3. RESULTS

Table III summarises the results for the analysis of the simulated data set. In
terms of the total number of errors made (false positives + false negatives),
methods INRA_T2 and INRA_T3 excelled with only 17 and 12 errors re-
spectively. In terms of the least number of false negatives, methods IDL2 and
INRA_T1 performed best, having both missed only one gene that was dif-
ferentially expressed. Many of the analysis methods scored upwards of 95%
correctly identified genes. Of those that did not, IAH_P1 and IDL1 operated
strict quality control measures, and may have eliminated a number of differ-
entially expressed genes from the analysis. When the number of correct genes
is expressed as a percentage of the number of genes each method identified,
these methods too show greater than 95% correctly identified genes. Those
methods based on traditional statistics performed less well than those methods
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Table III. Summary of the results of the analysis of the simulated data set. Table
shows the number of genes identified by each method as differentially expressed, the
number correct, the number of false positives and negatives, the number of correctly
identified genes as a % of the total number of differentially expressed genes (624) and
as a % of the number of genes identified for each method.

Analysis No Correct False + False – Correct/total Correct/identified
IAH_P1 499 485 14 139 77.72 97.19
IAH_P2 608 592 16 32 94.87 97.37
IDL1 304 289 15 335 46.31 95.07
IDL2 642 623 19 1 99.84 97.04
INRA_J 663 614 49 10 98.40 92.61
INRA_T1 649 623 26 1 99.84 95.99
INRA_T2 629 618 11 6 99.04 98.25
INRA_T3 622 617 5 7 98.88 99.20
ROSLIN 628 600 28 24 96.15 95.54
SLN2 171 128 43 496 20.51 74.85
CDB 67 44 23 580 7.05 65.67
SLN1 3 3 0 621 0.48 100.00

specifically designed with microarray data in mind. CDB chose a fold-change
cut-off above which genes were flagged as significant, set at a log2 ratio of
+/– 0.9. SLN1 analysed the dye-swap slides separately, which will have re-
duced the statistical power of the analysis, combining the results afterwards.
This resulted in only three genes identified as differentially expressed; how-
ever, all were correct. SLN2 identified 171 genes as differentially expressed,
but also showed a relatively high number of false positives and negatives.

Table IV shows the top ten differentially expressed genes that were missed
by the 12 methods (false negatives). One gene, gene 203, was missed by every
analysis method. Genes 2221 and 465 were missed by all but two methods,
those being IDL2 and INRA_T1 in both cases. These genes are characterised
by log ratios that do not necessarily match their direction of regulation and
very large standard deviations relative to the normalised mean log ratios.

Table V shows the top ten genes wrongly identified as differentially ex-
pressed by the 12 analysis methods (false positives). Gene 1819 was identified
as differentially expressed in 8 of the 12 methods; however, given that CDB,
SLN1 and SLN2 identified very few genes in total, this means that only one
of the more accurate methods correctly called this gene as not differentially
expressed, and that is INRA_T3. Moving further down, there are four genes
called as false positives in six of the methods, though there is no consistency
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Table IV. The top ten genes identified as false negatives in the 12 analysis methods.
Table contains the gene id (gene), mean and standard deviation of the unnormalised
log ratio (M and SD), mean and standard deviation of the LOESS normalised log ratio
(M LOESS and SD LOESS), the number of methods in which the gene was a false
negative (Count) and the direction of regulation from SIMAGE (Regulated).

Gene M SD M LOESS SD LOESS Count Regulated

gene203 –1.35 3.25 –0.01 0.65 12 up

gene2221 –1.71 3.14 –0.40 0.39 10 up

gene465 –0.70 3.00 –0.39 0.59 10 up

gene1411 2.74 6.80 –0.48 0.67 9 up

gene352 0.63 3.97 –0.39 0.84 8 up

gene1448 –4.24 6.26 –1.32 1.87 7 down

gene1580 –2.12 3.58 –0.58 0.89 7 up

gene1667 2.59 6.61 0.69 0.78 7 up

gene1704 –2.26 4.16 –0.46 1.11 7 up

gene90 3.06 6.53 –0.47 1.01 7 up

Table V. The top ten genes identified as false positives in the 12 analysis methods. The
table contains the gene id (gene), mean and standard deviation of the unnormalised
log ratio (M and SD), mean and standard deviation of the LOESS normalised log ratio
(M LOESS and SD LOESS) and the number of methods in which the gene was a false
positive (Count).

Gene M SD M LOESS SD LOESS Count

gene1819 1.93 4.67 0.50 0.42 8

gene2262 –0.65 3.45 0.65 0.67 6

gene555 0.72 3.75 –0.55 0.65 6

gene995 0.18 2.93 0.60 0.65 6

gene999 –0.18 3.30 0.54 0.38 6

gene1258 1.98 5.04 0.48 0.52 5

gene1324 –0.12 3.34 0.60 0.44 5

gene1654 0.33 3.69 0.52 0.61 4

gene2069 –0.35 4.04 –0.33 0.51 4

gene2110 3.40 5.07 0.49 0.61 4
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shown in which methods identified those four correctly or incorrectly. These
genes are characterised by standard deviations that are about equal to the nor-
malised log ratios, in contrast to the false negatives.

4. DISCUSSION

After the comparison, we are in the unique position of knowing a priori
which and how many genes were differentially expressed, however before
starting the analysis none of the groups had the information and only a very
noisy data set was provided. Each group applied a different variety of tech-
niques to find the differentially expressed genes. In some cases, the data were
put into a standardised pipeline, and in others the analysis was customised to
this data set.

It is interesting to note that only one method used any kind of background
subtraction. This was due to researchers recognising that although some slides
displayed high background, there was little relationship with spot foreground,
and therefore subtracting background would have removed many spots from
the analysis with no resulting benefit. A consensus in the wider community
on background correction has yet to be reached, however the partners within
the EADGENE network appeared to have done so, with all but one partner
deciding not to correct for local background when analysing this data set.

Applying stringent spot quality procedures and subsequent elimination of
both spots and slides from the analysis, as seen in IAH_P1 and IDL1, did not
greatly lessen the number of false positives, but greatly increased the number
of false negatives. The increase in false negatives was much larger than the cor-
responding decrease in false positives. This suggests that, when dealing with
noisy data, care must be taken to eliminate only data for which a real physical
source of error can be identified, e.g. detector saturation during scanning. In
the case of the data analysed here some of the simulated backgrounds were
high, leading some groups to reject those spots; in fact, rejecting the estimated
backgrounds was the best approach, since eliminating data from the analysis
leads to the elimination of significantly differentially expressed genes with no
associated benefit.

It is clear from the relationship between M and A that an intensity depen-
dent normalisation should be used on these data and most groups reflected
that by choosing to use LOWESS/LOESS normalisation. The spatial biases
shown in the background suggest that perhaps a spatial normalisation tech-
nique should be used, yet only two investigated the need for it: INRA_J and
ROSLIN. The differences seen in the range of raw log ratios between slides
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suggest that a between-slides normalisation method would have been appro-
priate, yet only IDL attempted to do so. Figure 3 shows the range of M values
for each array under three different normalisation strategies: none (Fig. 3a),
LOESS (Fig. 3b) and LOESS followed by scale normalisation between arrays
(Fig. 3c) [17, 19]. Figure 3a shows that there is a large amount of variation in
the range of M values between slides, and Figure 3b shows that that variation
is not entirely removed by LOESS normalisation alone. Figure 3c shows the
most uniform distribution of M values across arrays, as can be expected given
the normalisation strategy. Whether or not this is desirable depends on the con-
text of the experiment. For example, one would expect technical replicates to
have very similar distributions, whereas biological replicates may not. In this
experiment, if we assume that the dye-swapped arrays are technical replicates,
then array pairs 5 and 6, and 9 and 10, represent technical replicates of one an-
other, yet show vastly differing ranges of M values (Fig. 3a), adding weight to
the argument for between array normalisation. The failure to apply additional
normalisation steps after the first may have been due to fears of “over-fitting”
the data. However, ROSLIN report that additional analyses were carried out
on the data with between-slides variation-standardisation applied, and an addi-
tional 23 genes were identified, 12 of which were differentially expressed, the
other 11 being false positives (data not shown).

The approaches may be split into traditional and more sophisticated methods
of analysis. SLN1, SLN2 and CDB employed more traditional methods (analy-
sis of variance and fold-change cut-off), whereas the others employed methods
shown to be of particular use with microarray data. The authors from CDB
wish it to be known that theirs was only a preliminary analysis. DNMAD [18]
and GEPAS [10] are sophisticated tools for the analysis of microarray data,
and it is unfortunate that some of their more sophisticated methods were not
brought to bear on the simulated data. The more traditional methods were also
more conservative, identifying fewer genes in total as differentially regulated.
They did not, however, have correspondingly smaller false positive rates.

Examination of the genes consistently appearing as false negatives or false
positives reveals predictable trends. Consistent false negatives showed very
high variation about the mean, whereas consistent false positives showed much
less. The simulation software, SIMAGE, gives the same ratio to all genes des-
ignated up- or down-regulated, therefore any difference between genes desig-
nated as up- or down-regulated is solely down to noise modelled by the soft-
ware. Those genes consistently identified as false negatives simply received
more noise, and those consistently identified as false positives received less.
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Overall, given that this was a noisy data set, it is promising that such high
numbers of correctly identified genes can be achieved. The trade off between
false positives and false negatives can clearly be seen and suggests that elim-
ination of data due to poor spot quality measures does not pay off in terms of
the decrease in false positives given the large increase in false negatives. Cor-
rection for the false discovery rate (FDR) [2] was the most commonly used
technique for adjusting P-values. However, a direct comparison of multiple
testing procedures occurred in the INRA_T analyses, with the two novel meth-
ods presented out-performing the FDR procedure proposed by Benjamini and
Hochberg [2] in terms of error rate; the mixture model described by Bordes
et al. [3] performed particularly well. The performance of the INRA_T meth-
ods is of note given that similar gene-by-gene methods have been shown to
lack power in comparison to shrinkage methods such as limma [17] and the
structural model [11]. It may be that the data was sufficiently well replicated to
overcome this. In addition, this data set has been simulated with homogeneous
variances, and this assumption may not hold true for real data sets.

It should be noted that the simulated data represents a well replicated exper-
iment, with ten replicates for a single comparison. This no doubt lends a great
deal of power to the analyses. Additional power was achieved by INRA_J and
the three INRA_T methods by treating replicate spots as independent mea-
sures, resulting in up to twenty measurements per gene. Although these four
techniques showed very good results, comparable results were achieved by
ROSLIN, IAH_P2 and IDL2, showing that the increase in replication from ten
to twenty did not greatly improve the results. In fact, the IAH_P2 analysis,
which eliminated 3 out of the 10 slides but still achieved very high success
rates, showed that this data set was probably over-endowed with replicates,
beyond what would normally be found in a real experiment. Repeating the
analyses with a smaller number of replicates may be informative. Kooperberg
et al. [13] compared methods for analysing microarray experiments with small
numbers of replicates and concluded that the best methods were those which
took an empirical Bayes approach (e.g. [17], used in some analyses presented
here) and those that combined similar experiments.
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