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Abstract – Reducing the local gap between potential and actual yields requires first diagnosing its causes. This article proposes a method for
this purpose, based on a survey in farmers’ fields and on the building and use of an ad hoc crop model. Applied to maize of small-scale farms
in central Brazil, and using the STICS model as a starting point, this method allowed the identification of the constraints responsible for the
local gap and to assess the specific impact of each constraint and of the main interactions between constraints on yield. STICS was modified in
order (i) to improve its water balance module for the tropical context, and (ii) to account for Aluminum toxicity, water excess and competition
between crop and weeds for light, water and nitrogen. The main technical weaknesses of the cropping systems were inappropriate sowing dates,
N-fertilization and weeding sequences, as well as delays between tillage and sowing, favoring weed growth.

yield gap / crop model / maize / diagnosis / constraints

Résumé – Diagnostic du déficit de productivité à l’aide d’un modèle de culture. Méthode et application au cas du maïs chez les petits
producteurs du Brésil central. Réduire les écarts locaux entre rendements réels et potentiels impose d’en diagnostiquer d’abord les causes.
Cet article propose une méthode pour cela, basée sur une enquête en parcelles de producteurs et sur la construction et l’emploi d’un modèle de
culture ad hoc. Appliquée au maïs des petits producteurs du Brésil central, et avec le modèle STICS comme point de départ, cette méthode a
permis d’identifier les contraintes responsables des écarts de productivité dans la région, et d’évaluer l’impact spécifique de chaque contrainte
et des principales interactions entre contraintes sur le rendement. STICS a été modifié de manière à améliorer son module de bilan hydrique
pour le contexte tropical et à prendre en compte la toxicité aluminique, l’excès d’eau et la compétition entre la culture et les mauvaises herbes
pour le rayonnement, l’eau et l’azote. Les principales faiblesses des systèmes de culture étaient l’inadaptation des dates de semis, des
fertilisations azotées et des calendriers de sarclages, ainsi que des délais entre préparation du sol et semis favorisant la croissance des adventices.

étude du rendement / diagnostic / modèle de culture / maïs / contraintes

1. INTRODUCTION

One of the most common tasks in applied agronomy is the
identification of the technical and environmental constraints
limiting yields in a given area so that strategies can be
designed to reduce the gap between potential and actual yields.
However, no fully objective method exists for this purpose
because, in most cases, the heterogeneity of the environment
and of the technical management is great. The possible
constraints on yields are so varied and their interaction so
complex that the setting up of an experiment allowing

adequate use of common statistical analysis is not feasible.
One notable exception which confirms this is the work of
Becker and Johnson [5] on irrigated rice in Côte d’Ivoire. The
low variability of the water factor allowed these authors to
build a structured on-farm device to assess the impact of
Nitrogen fertilization and weed control on yields, which were
the main varying aspects of crop management.

Given this difficulty, many studies are simply based on sur-
veys in which farmers are asked to list the problems that they
perceive [19]. In other cases, on-farm yield measurements
are performed, technical management is monitored, and a

1 Work conducted as part of a cooperation project between CIRAD-CA (Centre de coopération internationale en recherche agronomique pour le
développement, annual crops department) and EMBRAPA-Cerrados (Empresa Brasileira de Pesquisa Agropecuária, center for the Cerrados region).
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multi-variate analysis is conducted to detect statistical correla-
tions between yield and management variables [23]. As Doré
et al. pointed out [18], the latter two approaches are inadequate
because they often erroneously identify cropping system cha-
racteristics as causes of its weakness, though they are actually
only symptoms. Let us consider, for example, a region where,
because of incorrect seedbed preparation, plant density is low,
which in turn results in high weed infestation. Questioned far-
mers would probably say that weed control is one of their main
problems. Statistical analyses crossing technical management
with yields may also show a correlation between the yield and
the amount of weeding done by farmers. Both approaches
would thus probably result in a wrong diagnosis and lead to
inappropriate corrective action, such as the diffusion of new
weeding techniques or tools, whereas support for farmers
focusing on tillage would be more adequate. Several other
examples of incorrect diagnoses resulting from these approa-
ches are given by Doré et al. [18].

Alternatively, and summarizing numerous case studies,
these authors proposed a general methodology for agronomic
diagnosis. Yield variations observed in a multi-annual on-farm
survey are analyzed with reference to a crop-yield build-up
model. The model helps to assess causal relationships, instead
of correlations, between measurements of possible constraints
on one hand, and the chronology and importance of the
observed growth reductions relative to potential growth on the
other. The chronology of growth reductions is established by
measuring the size and number of plant organs (yield
components, such as ears and kernels for cereals) that are built
at specific stages of the growth cycle, and by comparing them
with their potential values. The model referred to by these
authors combines a conceptual model (in fact, the agronomic
theory for the crop studied) with dynamic simulation models.
The conceptual part of the model provides qualitative
information on the phenological stage at which the crop is
sensitive to a given constraint, the organs affected by said
constraint, and a list of environmental and crop characteristics
that determine the occurrence of the constraint. In most of the
studies applying this method, the quantitative part of the
model simulates only the potential yield components [4, 6, 27,
30, 43]. In a few cases, however, a water balance simulation
model is also used to quantify the intensity and the date of
occurrence of the water constraint [16, 26, 37]. But in all these
cases, due to the fact that the model is at least partially
conceptual, it does not quantitatively assess the impact of the
constraints on yields, nor the interactions between constraints.

As a result, when several constraints are suspected and are
known to influence growth at the same growing stages, it is
difficult to infer the consequences of each one on yields. In
some cases, sub-samples of farmers’ fields may be designed
with and without the occurrence of one of the constraints,
allowing better assessment of its specific influence on yields.
However, especially when the possible constraints are
numerous and combined in the fields, as is generally the case
in small-scale farming in developing countries, such sub-
samples are not likely to be obtained with a sufficient number
of repetitions in each of them. Therefore, in all the studies
cited above, this method resulted in a hierarchy of constraints,
mainly in terms of their frequency of occurrence (i.e. the
frequency of fields in which a given constraint limited yield

relative to potential), and not in terms of their impact on yield
(i.e. the amount of decrease in yield due to a given constraint).

Nevertheless, the purpose of modern crop models is
precisely to quantitatively simulate the effects of interacting
constraints on yields. Most modelers nowadays admit that
there is no universal model capable of predicting the yield of
any genotype at any location [33, 40, 41]. However, robust
models applicable to a broad range of environments and crops
are available, that take into account some of the factors
affecting yields. These are solar radiation, temperature and
water and nitrogen constraints, towards which efforts have
been directed since the earliest stages of crop modeling due to
their major influence in most cropped situations. Moreover,
the existing knowledge regarding many other constraints has
already been integrated into process-oriented models. These
more complex models, although not suitable in most cases for
the on-farm context, due to their usually huge “appetite for
data”, may nevertheless serve as a basis for more empirical
modeling tailored to the environment under study.

The purpose of this paper is to take advantage of the
advances obtained in crop modeling to introduce some
methodological innovations in the existing diagnostic method
cited above, recognizing that some speculative aspects remain
unavoidable. The general principle of these innovations is to
obtain, by way of crop simulation, at least some of the
experimental plots that would be necessary to allow a fully
objective analysis, that would not take place, in a practical
sense, in an on-farm device across a region. More precisely,
two main uses of a simulation model for a diagnosis purpose
may be identified. First, comparisons between actual and
potential yields may be replaced by comparisons between
actual yields and simulated yields. These simulated yields are
those that would be obtained if the constraints accounted for
by the model were the only limiting factors. This would reduce
the number of constraints to be identified in the farmers’
fields, and would therefore increase the size of the sub-
samples of fields differing by one constraint only. Second, for
each actual cropped situation of a survey, simulations may be
used to generate a virtual experiment in order to estimate to
what extent yield is affected by each constraint considered by
the model.

2. MATERIALS AND METHODS

2.1. General approach

The method is summarized in Figure 1. It starts with a
review of the available knowledge on the region under study
in order to provide the main hypothesis upon which the
experimental device is based (Stage 0). Along with this
preliminary analysis, the method comprises three stages: the
use of a crop model (“initial model”) for further identification
of constraints limiting actual yields, but not accounted for by
the model (Stage I), a modeling stage (Stage II) in which the
model is enhanced in order to consider the constraints
identified in Stage I, and lastly (Stage III), a sensitivity
analysis of the new model (“modified model”). This last stage
aims to evaluate the effects on the simulated yield of the main



Yield gap diagnosis using a crop model 307

technical and environmental variables that are involved in the
regional yield gap, given their distribution in the fields and
considering their main interactions. All these stages utilize
data from a multi-annual on-farm survey conducted on a plot
sample taken from farmers’ fields so that the regional diversity
of cropping conditions is represented.

2.2. Initial knowledge of the region under study
(Stage 0)

The Silvânia region was chosen for the testing of these prin-
ciples (16°46’43”S, 48°51’21”W). It is a municipality cover-
ing 2000 km2 in the state of Goiás, located in central Brazil
(Cerrados region), where small dairy/maize farms predomi-
nate. A classical “green-revolution” technical package, that
included the use of fertilizers, improved cultivars, and soil till-
age machinery, had recently replaced cropping systems based
on manual and animal-drawn tillage with no or very few
inputs [8].

According to the methodology presented by Doré et al.
[18], the available knowledge of the region was reviewed in
order to identify: (i) an initial list of constraints possibly
affecting local yields, and (ii) the main environmental and
technical management variations for maize in the studied area.
This review allowed the rationalization of the building of the
on-farm survey device, as well as the choice of the initial
model, and may be considered as a preliminary diagnosis. The
sources of information were the available literature [7, 9, 17,
38] and also key informants such as researchers, technical
engineers, and the farmers themselves. It was completed by a
preliminary survey (performed within one week) including

descriptions of soil and root profiles, according to Manichon
[29], from a set of 12 plots contrasted by soil conditions and
maize growth as observable at flowering.

These sources indicated that maize yields were extremely
variable in the region, ranging from 500 to 9000 kg/ha [7] and
it was suspected that, although also high, variations in the
environment were not exclusively responsible for these
variations, and that further improvements in technical
management could fit yields better to the potentials allowed by
each environment.

These sources also indicated that numerous possible
constraints, listed in Table I, could a priori be suspected to
occur in the region. Of this list, nitrogen (N) and water (W)
constraints and low plant densities (D constraint) were likely
to be particularly strong and common, but no hierarchy
between constraints was available at this stage.

Temperature and solar radiation were known to vary little
in time and space [2]. The inter-annual and spatial variability
of rainfall were, in contrast, high. Particularly, dry periods of
varying duration, known as veranicos, were likely to occur in
the middle of the growing season, and were considered as the
major source of climatic risk for crops [2].

Soil classes according to soil taxonomy were providing poor
information about the potentialities and constraints of the soils
of the region, due to a very high intra-class variability of some
essential characteristics such as soil depth and nutrient availa-
bility. Alternatively, the variability of both chemical and phys-
ical soil characteristics was known to depend on (i) the
geologic substratum, and (ii) the position along the topo-
sequence profile. Four geologic units and a maximum of three
topo-sequence types were considered (Madeira, personal com-
munication). The upper unit of the topo-sequence is lacking
in two geologic regions, which meant that 10 soil units were
considered. Five classes of management techniques were iden-
tified [7], differing mainly in terms of sowing techniques

Figure 1. Methodology outline.

Table I. List of all the constraints possibly occurring in Silvânia, and
their suspected causes according to the initial knowledge available at
the start of the study.

Constraint Suspected causes

water stress (W) dry period of varying duration that 
frequently occurs in the middle of 
the rainy season (veranico)

nutrient availability: especially 
nitrogen (N), and phosphorus (P), 
and possibly potassium (K)

low soil fertility 
and low fertilizer use

low plant density (D) low sowing density

Al toxicity/Ca deficiency (A) nature of the soil

weeds (H) late weeding and incorrect soil 
preparation

other biotic stresses (OB) 
(especially attacks by
Spodoptera spp.)

lack of control

water excess (X) high rainfall in poorly drained 
soils
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(sowing stick, horse-drawn or tractor-drawn sowing machine).
Fields sown with a sowing stick were not fertilized. Two fer-
tilization levels were distinguished in the other cases. Soil was
prepared using two light diskings, a deep one (15 cm) followed
by a superficial one. Weeding was performed with a horse-
drawn cultivator, plus manual hoeing. Harvest was manual.

2.3. Initial model

The Stics [12] model was chosen as the initial model. It
estimates daily values for total aboveground biomass, leaf area
index, vertical root density distribution and grain yield of a
maize crop sown at any plant density and subject to water and
nitrogen constraints. Therefore D, W, and N were accounted
for by Stics (they are hereafter referred to as “modeled
constraints”), whereas the other constraints P, K, A, H, OB
and X (Tab. I) were ignored by this model (they are “extra
constraints” relative to Stics). Stics was built using classical
and robust approaches such as the thermal time control of
phenological stages, Beer’s law for radiation interception, the
radiation use efficiency concept, the use of the harvest index
for partitioning biomass into grain, and the reservoir analogy
for soil water balance. It is structured so that each main
process considered is simulated by a specific module. This
was expected to facilitate the incorporation of modules
accounting for new constraints. Stics was calibrated and
validated (Fig. 2) prior to the work reported in the present
article for the conditions encountered in Silvânia [3]. The
model error was assessed according to [31], by an analysis of
the relative deviations between observed and simulated yields
and leaf area index at flowering. These provided estimates of
the confidence intervals for the simulations. The upper limits
of confidence at a 99% level, expressed in relative deviation,
were 0.18 and 0.17, respectively, for simulated yield (YDWN)
and simulated LAI at flowering (LAIfDWN). The error of the
initial model was hereafter assumed to be at most 20% for both
LAIfDWN and YDWN.

2.4. Structure of the on-farm device

A survey device was built to represent the local diversity in
cropping conditions. It involved the fields of 28 farms across
the region. Farmers’ field area ranged between 0.5 and 5 ha.
Due to the high intra-field heterogeneity of the environment
and of the techniques applied by farmers, small plots were
chosen as the elementary unit of the survey (crop situation).
The area of the plots, 25 m2, was a compromise between the
objective of maximizing measurement precision for each plot
(some of the measurements being destructive) and the
objective of minimum intra-plot heterogeneity.

The survey was conducted over three growing seasons
(1994-95 to 1996-97). Each season, a set of 50 plots (10 soil
units � 5 classes of management techniques) was selected
from the fields of the 28 farms. Thus, at the end of the third
season of the survey, the overall plot sample comprised
150 plots, or “crop situations” (sample A). These 150 plots
included the set of 12 plots used in the preliminary survey, for
which soil profiles were obtained. It is worth noting that since
many farmers changed their technical practices from one year
to the next, the plot sample had to be reconstructed at the

beginning of each growing season. Therefore, the 50 plots
used in the different years were not the same each year. The
year factor was used as a mean to increase the diversity of the
environmental characteristics (other than those of the soil: i.e.
climate, pests, etc.) in the device.

2.5. Measurements performed on the plots
and indicators for occurrence of constraints

The information gathered on each plot of the survey and the
measurements performed aimed to record, on one hand, the

Figure 2. Stics validation as performed prior to the present study [3].
Comparisons between observed (subscript “obs”) and simulated
(subscript “DWN”) yields (a) and Leaf Area Index at flowering (b).
Data from specific experimental plots where all possible constraints
were at a non-limiting level, except D (low plant density), W (water)
and N (nitrogen) constraints which were at varying levels.
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Stics input parameters, and on the other, its main outputs
including actual yield, to allow comparisons between simula-
tions and reality. They also aimed to record all the other char-
acteristics of the crop, namely the technical management and
the environmental characteristics possibly involved in yield
gap, according to the preliminary diagnosis, with reference to
the current agronomic knowledge on crop yield building.

Grain yield (Yobs) and the number of plants per unit of area
at emergence (Npa) were measured on each plot. Leaf area
index at flowering (LAIfobs) was indirectly evaluated with a
probe (Picqhélios, AERIC S.A.) measuring the radiation
extinction for an area of 5 m2, with four repetitions in each
plot. The probe was calibrated in the first year of the
study with reference to measurements for LAI taken with a
LAI-meter (LI3000, LI-COR, measuring the surface area of
leaves taken one by one).

Soil samples were collected in each plot at the beginning of
each cropping season at 0–20, 20–40, 40–60, 60–80 and 80–
100 cm (4 repetitions were used to build a composite sample
for each depth). Laboratory analyses were conducted for
texture, soil water retention curves, the cation exchange
complex, pH (KCl), total N, available P (Bray-I), and  total
organic matter. The soil water retention curves were obtained
by centrifugation (standard routine at the EMBRAPA-CPAC
soil laboratory) for all soil samples. Additionally, both drilled
and non-deformed samples were simultaneously taken from
adjacent points in the 12 pits dug in the preliminary survey.
Retention curves were obtained using a pressure blade for
non-deformed samples, while the curves for the other samples
were obtained using the centrifugation method. This was done
in order to assess, relative to the most precise protocol which
could not be routinely used (non-deformed samples + pressure
blade), the error associated with the protocol used in the
survey (drilled sample + centrifugation). Similarly, chemical
analyses were applied to the two kinds of soil samples. For the
12 plots studied in the preliminary survey, and also included
in the detailed survey, maximum root depth was observed as
the depth of the deepest root detected visually at flowering,
after softly cleaning the profile with a small knife (the profiles
were 120 cm wide and 200 cm deep).

At 10, 30, 60, 90 and 130 days after sowing, the three
predominant weed species, weed infestation level, and
disease/pest damage (using a five-level scale in both cases)
were recorded for all plots. Dates and descriptions of all
management operations were also recorded, as well as the
dates of the main phenological stages.

Solar radiation, temperature, wind velocity and air moisture
were recorded at a central location in the Silvânia region by an
automatic weather station (Cimel Electronique, Paris). Precip-
itation was measured daily with gauges located on each of the
28 farms taking part in the study.

The methodology of [18] requires that the environmental
conditions possibly responsible for yield-limiting constraints
should be evaluated with indicators. These indicators are built
from the data recorded in the survey, according to the available
knowledge regarding the effects the suspected constraints may
have on the crop under study. These indicators do not offer
information on the extent to which growth is constrained by
the environment. Rather, they aim to characterize the

environment by distinguishing two cases for each group of
environmental characteristics related to a particular constraint:
the case in which it can be assumed that these characteristics
do not constrain growth, and the case in which these
characteristics are possibly constraining. In our study,
however, such indicators were required only for extra
constraints, since Stics was already able to provide a more
complete picture of the environmental characteristics related
to the modeled constraints D, W and N, by predicting their
effects on growth. The “extra-constraint indicators” are
defined in Table II according to the following: aluminum
toxicity is known to be correctly assessed by the Al saturation
rate of the cation exchange capacity [1, 10, 11, 34], and maize
root growth of most cultivars used in Brazil is constrained
when the rate exceeds 45% [21]. Ca deficiency in soil has
similar effects on root growth when Ca concentration is below
0.05 meq/100 g [15, 36]. Weed infestation, insect attacks and
diseases, as evaluated using the five-level scale mentioned
above, were assumed to have a higher impact on yield when
occurring during the pre-flowering stages, than when
occurring afterwards. Water excess was assessed using the
Stics water balance module, considering that simulated
drainage below the root zone indicates that the entire root zone
is water-saturated immediately after the rain causing this
drainage. Given the soil’s relatively high hydraulic
conductivity, however, gravitational water is drained away
within a few hours following rain in the soils present at
Silvânia. The water excess constraint is thus likely (and
supposed) to be low when such drainage occurs sporadically.
On the other hand, periods of consecutive days of rainfall
exceeding the soil’s storage capacity were supposed to
provoke anoxia in the root zone. P and K contents in the soil
were considered to be constraining when below thresholds
given by [20] and [42]. Lastly, P and K fertilizer amounts used
by Silvânia farmers were classified into four classes, defined
so that the number of plots in each class was constant.

Due to inevitable difficulties involved in the on-farm
monitoring of a set of plots spread over a relatively large area,
some data was missing at the end of the survey. Six plots were
harvested by their owners before we could measure the yield
components. Some of the dates of the technical operations
such as tillage, weeding and fertilization, which should have
been recorded by the farmers, were also lost. As LAIfobs
measurements had to be performed under a clear sky with the
sun at zenith, they were only obtained for 92 plots. Three sub-
samples of plots were built up and care was taken to ensure
that they were representative of the different crop situations.
The first one (112 plots, sample B) was complete except for
LAIfobs, dates of fertilizer application, dates of weeding and
tillage, and soil chemical analysis for the 40–100 cm layer.
The second sample (86 plots, sample C) was taken from
sample B, with no missing data for LAIfobs and fertilizer
application dates. The third sample included 54 plots
(sample D) with the full set of monitored variables, with no
missing data except for LAIfobs.

2.6. Methodology of Stage I

For a given plot, the deviation (YDWN – Yobs) between the
yield simulated by Stics and the observed one (“overall error”)
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was assumed to be the sum of (i) errors due to the fact that the
model ignores the extra constraints present in the plots (“extra
gap”), and (ii) errors in the simulation of the effects of the
modeled constraints (model error). As seen above (Sect. 2.3),
the model error was less than 20%. The extra gap is expected
to be positive or null because the observed yield is expected to
be lower than the yield that would be achieved in the absence
of constraints other than the modeled constraints. Hereafter it
was assumed that the extra gap was not null if:

(YDWN – Yobs)/YDWN > 0.2. (1)

Stage I aimed to cross the information provided by the extra
gap with the information provided by the extra constraints
indicators, in order to identify the extra constraints present in
each plot. The probability that at least one extra constraint was
present in a plot increases as the extra gap predominates in the
overall error of the simulations. However, the extra gap may
be null even when extra constraints occurred, due to possible
interactions between modeled and extra constraints in the
plots. For example, if a pest reduced leaf area before
flowering, this may decrease the crop’s water requirements to
such an extent that no water stress occurs during the remaining
part of the cycle, whereas it would have occurred if pest
damage had not taken place first. In such a case, the observed

yield may be equal to (or even greater than) the yield simulated
with Stics, despite the actual occurrence of an extra constraint.

In order to reduce the risk of diagnosis errors in such a case,
it was necessary to analyze not only the extra gap, but also the
chronology of “extra growth reduction”, i.e. the chronology of
growth reduction relative to growth simulated by Stics. This
was done by using comparisons between simulated and
observed LAIfobs, as follows (Fig. 3). When (LAIfDWN –
LAIfobs)/LAIfDWN was lower than or equal to 0.2 (model error
on LAI at flowering), it was assumed that no extra growth
reduction had occurred before flowering. In this particular
case, (YDWN – Yobs)/Yobs > 0.2 and (YDWN – Yobs)/
Yobs 0.2 were assumed to, respectively, indicate extra
growth reduction after flowering and no extra growth
reduction. (LAIfDWN – LAIfobs)/LAIfDWN > 0.2 was assumed
to indicate extra growth reduction before flowering. In this
particular case, however, the occurrence of extra growth
reduction after flowering could not be inferred from
comparisons between observed and simulated yields as simply
as in the preceding case. This is due to the fact that the
simulations did not offer information on what crop growth
would have been, taking into account the initial growth
reduction which resulted in the observed LAIfobs, but
assuming that no additional extra-constraint occurred
afterwards. This hypothetical trend in crop growth was

Table II. Extra constraint indicators (defined at Stage 0 for use at Stage I).

Extra constraint(1)

 abbreviation

Constraint Indicator building Classification criteria used for defining the 
level of each extra-constraint indicator as 

“possibly constraining yield” 

A Al constraint/ Ca 
deficiency

Initial soil depth (from surface to 100 cm) at 
which Al saturation exceeds 45% or Ca is 

lower than 0.05 meq/100 g (one value for the 
crop cycle; soil sampling before sowing)

< 100 cm

H (Hpre, Hpost) Weeds Visual estimation rated on a 1 (lowest 
infestation) to 5 (highest infestation) scale at 

10, 30, 60, 90, and 130 days after sowing

Pre-flowering: rated over 2 at 10 or 
30 days (Hpre, OBpre);

post-flowering: note over 3 at 60, 90 or 
130 days (Hpost, OBpost)

OB (Other Biotic stress)
(OBpre, OBpost)

Diseases

Insect attacks

X (Xpre, Xpost) Water excess Sequences of consecutive days for which 
Stics simulated drainage below root zone

3 or more consecutive days.
If occurring before flowering: Xpre; if 

occurring before or after flowering: 

Xpost 
(2)

P
(defined by combining soil deficiency 
with level of P fertilization)

P deficiency in soil P(Bray I). 0–20 cm soil sample collected 
before sowing.

P(Bray I) < 5.5 ppm and P fertilization < 

50 kg·ha–1

P fertilization Amounts of P2O5 provided by fertilization

K
(same principle as for P constraint)

K deficiency in soil K concentration in  0–20 cm soil sample 
collected before sowing.

K < 0.15 meq/100 g and K2O fertilization 

< 40 kg·ha–1

K fertilization Amounts of K2O provided by fertilization 

(plot sample divided into 4 classes) 

(1) Applies to all the constraints not accounted for by Stics, among those listed in Table I. Subscripts “pre” and “post”, meaning, respectively, “pre-
flowering” and “post-flowering” apply to constraints that may affect growth during a limited part of the cycle, the corresponding indicator being
monitored throughout the growing season.
(2) When 3 or more consecutive days of drainage below root zone are simulated, it is assumed that the X constraint is present for the entire remaining
part of the growing cycle because it may have affected root depth with possible consequences on above-ground growth at any moment after this event.

�
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approximated by specific simulations in which Stics was
“forced” to reach LAIfobs, instead of its normal simulated
value. Then, the post-flowering part of the cycle was
simulated starting from LAIfobs and without forcing the model
any further. (YDWN* – Yobs)/YDWN* > 0.2 and (YDWN

* –
Yobs)/YDWN* 0.2 were then, respectively, assumed to
indicate extra growth reduction after flowering or no extra
growth reduction after flowering, where YDWN* is the yield
obtained by the “forced” simulation described above. Since
LAIfobs was required for this analysis, this was restricted to
the sub-sample of 86 plots for which this data was available.

A given extra constraint was assumed to occur in a given
plot if and only if:
(i)  the corresponding extra constraint indicator was at a

limiting level as defined in Table II, and, 
(ii) the chronology of growth reduction for the plot was

consistent with the date at which the indicator reached a
limiting value and with the following assumptions made
about the effects of the extra constraints: P and
K constraints have long-lasting effects on growth, starting
before flowering; the Al/Ca constraint may limit growth at
any stage (its effect depends on water stress because it
affects root depth); water excess, besides decreasing root
growth rate, may affect growth at any period after its
occurrence (there is an interaction between root growth
reduction and water stress).
Once we established, for each extra constraint, whether it

occurred or not in each plot, the final step of Stage I consisted
of studying how the extra-constraints were combined in the
plots.

Therefore, Stage I was expected to provide: (i) an estimate
of the extra gap for each plot; (ii) the list of extra constraints

occurring in each plot, and (iii) the hierarchy of the extra
constraints in terms of their frequency of occurrence,
expressed by the proportion of plots of the survey in which a
given constraint was found to limit yield.

2.7. Methodology of Stage II

In Stage II, the extra constraints identified during Stage I,
as those occurring most frequently or as producing the
strongest effects on growth, were introduced into the model
(they became modeled constraints, while the other constraints
remained extra constraints relative to the new model) using the
available knowledge on the way they limit yield and interact
with technical management and the environment. The validity
of the new functions added to the model was not intended to
go beyond the specific context studied, nor was it intended that
the modified model would be the “ideal” model for this
context. Nevertheless, the modeling attempted to account for
a minimum level of complexity needed to simulate the effects
of each newly modeled constraint in the local context. This
corresponds to ad hoc modeling, according to Sinclair and
Seligman [40]. The choice and the fitting of a function
describing the effects of each newly modeled constraint
resulted from a trial-and-error calibration strategy. It started
from the simplest approach described in the literature, such as
a linear relationship between final yield and the level of a
constraint, as assessed by its corresponding indicator. Greater
complexity was progressively introduced whenever the
function chosen in the preceding step failed to adequately
simulate the yields of a set of plots extracted from the survey.
For each constraint to be modeled, the plots were selected
aiming at a maximum contrast in terms of level and dynamics
of both the studied extra constraint and the constraints already
present in Stics (W, D and N). The quality of the simulations
was assessed with the square sum of the deviations between
the simulated and observed yields. Only the final results of this
iterative modeling process are reported in this paper.
Nevertheless, interested readers may refer to [3] for more
details on the intermediary steps, to obtain a more objective
justification of the final modeling choices. A partial validation
of the new overall model (Stics-modified) was finally done
also using data from the survey, including data used for the
calibration of each new function. Validation obtained from an
independent set of data would be required for further
application. The partial validation aimed to provide an error
estimate of the model and attempted to ensure that error was
not due to the occurrence of constraints still ignored by the
final model among those monitored in the survey.

Therefore, at the end of this Stage II, the constraints ignored
by the model were assumed to have an insignificant influence
on local yields.

2.8. Methodology of Stage III

Finally, a third Stage (III) aimed to refine the hierarchy of
the causes of yield gap in the studied region by (i) quantifying
better their respective impact on yield, and (ii) by identifying,
among these causes, those resulting from environmental
characteristics and those that were especially dependent on the
technical management.

�

Figure 3. Schematic description of the method for identifying the
chronology of “extra-growth” reductions of a plot at Stage I of the
analysis. Extra growth reductions are growth reductions relative to
the growth simulated by Stics.
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The general principle was to conduct a sensitivity analysis
of Stics-modified. However, this was not done by
systematically varying the value of key input variables starting
from a single reference situation, as is often done to test a
model. In our case, the objective was to evaluate the extent and
frequency the input variables affected the simulated yields of
the plots in the survey. Hence, for each plot, the variation of
each input variable considered two levels only: the level
measured in the plot and a reference level. The latter level was
a non-limiting level whenever applicable (e.g. nitrogen
fertilization or rainfall exceeding crop demand, 200 cm soil
depth, assumed to be non-limiting for maize root expansion,
etc.) or the less limiting level observed in the region (e.g.
maximum observed value for soil available water capacity) in
the case of variables for which a non-limiting level could not
be defined. For each actual plot of the survey, a “virtual
experiment” could be designed, in which the tested factors
were the input variables with their two levels as defined above.
However, a huge combinatory space would have been
required to test all the interactions between  input variables,
given the number of input variables of Stics (over 50) and of
its modified version as well. Alternatively, according to the
screening technique described by Coquillard and Hill [13],
this space was explored progressively. The input variables
were aggregated according to the constraint in which they
were involved in Stics-modified, for it was possible to define
the group of variables involved in the calculation of the water
constraint, the group of variables involved in the calculation of
the nitrogen constraint, etc. Thus, the study first focused on the
sensitivity of the model for each of the modeled constraints.
The study of the influence of each input variable was then
restricted to the variables involved in those constraints that
showed a dominating influence on simulation results. The
influence of the other variables was ignored. Hence, a first
“virtual experiment” was designed in order to compare the
following hypothetical yields:

– Y0: the simulated yield for a given cultivar and sowing date,
that would have been harvested in the plot in the absence of
limiting factors other than radiation and temperature.
Y0 defines what is hereafter named the simulated potential
yield;

– Yc: the simulated yield obtained if the modeled constraint c
had been the only constraint limiting yield beyond those
involved in Y0, among all other possible constraints: input
variables related to constraint c were given observed
values, while all the other input variables were given refe-
rence values;

– : the simulated yield obtained if only the modeled
constraints c1 and c2 reduced the yield;

– : the simulated yield obtained if the modeled cons-
traints c1, c2... to Ck reduced yield, with k n and n being
the total number of modeled constraints in Stics-modified. 

It is then possible to calculate the relative simulated yield
gaps  and  that would have occurred if a single
constraint ci, and more generally, a given set of modeled
constraints c1...ck were the only cause of yield reduction
beyond radiation and temperature:

 = 1 – /Y0 (2)

 = 1 – /Y0. (3)

The role of the interactions between modeled constraints was
also quantified. As in ANOVA, interaction between
constraints was assumed to occur when the effect of one
constraint depended on the level of the others. In such a case,
the effects of the two modeled constraints involved are not
simply cumulative. The two-way interaction  between
two constraints c1 and c2 is:

 =  – (  + ). (4)

Higher order interactions were calculated according to the
same principles. For the three constraints c1, c2 and c3, ,

 and  were calculated as above,  being
calculated as follows:

 =  – (  +  + ) –  –  – . (5)

The number of simulations required for the calculation of all
the simulated contributions offered by modeled constraints to
the simulated yield gap, including their interactions, is
expected to be:

N = p·2n (6)

where p is the number of plots of the survey in the sample used
and n the number of modeled constraints (two levels are
considered for each constraint in each plot: absence of the
constraint, and presence at the level determined by the
observed values of the input variables linked to the constraint).

The interaction of a given set of constraints is positive when
it aggravates the yield reduction as compared with the sum of
their main effects. It is negative when it leads to lower yield
reductions. A given interaction between constraints may be
negative or positive depending on the individual cropping
situation. In the discussion of the results, we will consider
plots with a positive interaction value separately from those
with a negative value (the corresponding mean values are
calculated separately to differentiate between these two cases
when they occur).

The only available error measurement for Stics-modified is
the deviation between Y0 and simulated yield , as
obtained in the partial validation of Stage II. Since the preci-
sion of the simulations was likely to depend on the constraints
considered, the errors associated with  and  where
c1...ck is a subset of the modeled constraints, were actually
unknown. This is presently one of the main limits of the
method, being inherent in the on-farm diagnosis purpose,
since estimating these errors would require an experimental
device designed to allow an analysis of variance of  with
c1...cn as “treatments”, which would certainly not take place in
an on-farm context. It may be reasonably assumed, however,
that the effects measured by G and I are not significant when
their values are lower than the error of the overall model.

For each modeled constraint whose role in the yield gap
could not be ignored according to the above criteria, the
sensitivity analysis was then refined. The influence of the
input variables involved in the simulation of each of these
constraints was assessed with the same type of procedure as

Yc1c2

Yc1...ck
�

Gci Gc1...ck

Gci Yci

Gc1...ck Yc1...ck

Ic1c2
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the one used for the constraints themselves. For example, if
simulated water stress had a strong impact on simulated yields
in the studied region, the sensitivity analysis had to focus on
the response of the simulated yield to rainfall, soil water
storage capacity, runoff, plant water requirements, etc., taking
into account the actual variation interval for each of these
variables in the Silvânia region. However, the number of
variables to be tested was too high to allow an assessment of
the full set of interactions between variables. Thus, the input
variables were considered stepwise, starting from a
hypothetical crop situation where only one variable was at its
observed level, all the others being given reference values
(non-limiting whenever applicable, otherwise the less limiting
value observed in the entire survey was used, as it was for the
study at the constraint level). These were then introduced one
by one as observed values in the model, giving access to
cumulated interactions only, some lower order interactions
being ignored.

At the end of this stage, further diagnosis may still be
required if some of the model's input variables do not directly
characterize technical interventions by farmers or a given
environmental aspect. This would be the case, for example, of
plant density at emergence. This is a Stics input variable, but
it may result from interactions between numerous technical
management characteristics on one hand, such as soil tillage
and sowing, and various environmental aspects, such as soil
water status at sowing, rainfall and pests between sowing and
emergence, physical structure of the seed bed, etc., on the
other. Thus, whenever the analysis conducted from Stage I to
Stage III indicated that plant density at emergence strongly
limited yields in the region, the respective influences of these
technical and environmental aspects still needed to be studied,
should the overall diagnosis study result in technical
recommendations to farmers. Although this important final
stage of the diagnosis was actually performed in Silvânia [3]
following the methodology of [18], it is not presented in this
paper because the scope of its results is only local.

Indeed, the study actually performed in Silvânia involved
many aspects that provided information of little interest
outside this locality. This information was not reported in the
present paper, in order to concentrate on aspects that we
considered possibly more innovative. In some cases, when
results of the parts omitted were necessary for understanding
the general results, they are cited in the article without
presenting supporting data and with the mention “data not
shown”. Interested readers may refer to [3] for a fully detailed
report of the overall study.

3. RESULTS

3.1. First diagnosis of extra constraints (Stage I) 

As shown in Figure 4, there was a large remaining variabil-
ity in the difference between simulated yield YDWN and Yobs
(sub-sample B of 112 plots). For most plots, the deviation
between YDWN and Yobs was markedly greater than the 20%
error of Stics, which means that the gap unequivocally resulted
from constraints not accounted for by Stics.

Table III shows the distribution of the plots (sub-sample C,
of 86 plots, for which this analysis was practicable) according
to their chronology of extra growth reduction relative to
growth simulated with Stics. Only 15% of the plots were
shown to be free of any extra constraints (profile #1). In one-
third of the plots, growth was affected by extra constraints
throughout the growing cycle (profile #4). The frequency of
occurrence of each extra constraint was calculated as the
frequency of the plots of sub-sample C in which the
corresponding extra constraint indicator reached a high level
(according to Tab. II), while being consistent with the
chronology of growth reduction. The most frequent extra
constraints were, in decreasing order, A, H and X (Fig. 5).

In many plots, several extra constraints were simultane-
ously present. Table IV shows the distribution of the plots in
the distinct combinations of extra-constraints that were identi-
fied and the mean extra growth reduction for each combina-
tion, distinguishing between the pre-flowering (Tab. IVa) and
post-flowering (Tab. IVb) periods. The results presented in
Table IV suggest that none of the extra-constraints were pre-
dominant as a cause of extra growth reduction. However, the
great number of distinct combinations of extra constraints and
the resulting low number of plots subject to each of these com-
binations prohibited the assessment of reliable estimates of the
effect of the extra-constraints on yield. Hence a direct analysis
of the role played by each extra constraint in local extra growth
reductions was not possible.

Thus, at this stage of the diagnosis we could not establish a
hierarchy of the extra constraints in terms of their impact on
yield, but only in terms of their frequency of occurrence.

It was decided that an improvement of Stics was needed in
order to account for the three most frequent extra constraints

Figure 4. Relation between observed yields (Yobs) and yields
resulting from the effects of D, W and N (see caption of Fig. 2)
constraints only (YDWN), as simulated by Stics. Stage I of the
analysis, sample B of 112 plots. Solid line: Y=X line; dashed line:
Y = 0.8X line. Given a 20% error for Stics, observed yields below
this line (“extra gap” + model error > 0.2) can be assumed to result
not only from the limitations predicted by Stics but also from
additional limitations not accounted for by this model (due to “extra
constraints”).
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only, which were, as presented above (Fig. 5), weeds, Al/Ca
and the water excess constraints. According to the methodol-
ogy described for Stage III, this would allow an assessment of
the impact of constraints D, W and N (already modeled in
Stics) and A, H and X (constraints to be modeled in the forth-
coming Stage II). This would be done through simulations of
YDWNAXH as well as of Y0, YD, YW, YN, YA, YX, YH, YDW,
YDN, etc. where the subscripts indicate the constraints taken
into account in the simulation (Y0 represents the case where all
the constraints are absent). Since there are 6 constraints to be
considered and two levels for each constraint (present or
absent), this would require 26 simulations for each plot. 

3.2. Stage II: modeling

By modifying existing functions of Stics or introducing
new modules, a new model was built, hereafter named
“Stics-modified”.

3.2.1. Al/Ca and water excess constraints
in Stics-modified

It was possible to address the Al/Ca (A) and water excess
(X) constraints with simple modeling. In accordance with the
literature [15, 21, 36, 39], it was assumed that maximum root

depth (one of Stics’ input data) was limited by the first layer
where the Al saturation rate exceeded 45% or the Ca content
was below 0.05 meq/100 g. The effect of water excess was
also taken to occur essentially through a reduction in root
growth due to anoxic conditions in the rooting front [28]. Thus
water excess was accounted for based on a constant decrease
in root growth for each day that the soil is saturated at rooting
front depth. However, an explicit simulation of soil saturation
would have meant important modifications to the water
balance module of Stics. Therefore, it was assumed that
saturation occurs in a given layer when it is at field capacity
and water is draining down from the upper layer. The water
excess function introduced into the water balance module was
calibrated with two plots, among those where the root depth
had been recorded, where the maximum root depth at
flowering was 65 cm and 105 cm, and where the physical and
chemical characteristics of the soils (data not shown) could not
be suspected to be responsible for such limited root depth.

3.2.2. Weeds constraint in Stics-modified

The weeds (H) constraint was incorporated into Stics-
modified in a more complex way which required the
introduction of a new module in Stics.

Several authors, such as Cousens [14] and Wilkerson et al.
[45], used regression models in which the final yield is reduced
by weeds, as a function of variables such as weeding dates,
seed bank in the soil, etc. However, the following multiple,
interacting causes of weed pressure were suspected in our case:
– high variability of plant density (ranging from 1.88 to

7.72 plants·m–2; mean = 4.15 plants·m–2, coefficient of
variation = 29%) and of LAIfobs (ranging from 0.6 to 3.8;
mean = 2.1; CV = 35%) suggesting a high variability of the
radiation available for weeds;

– the time interval between the last disk cultivation and
sowing also varied between plots and was frequently long
(ranging from 0 to 20 days), which could be suspected to
favor weed infestation before maize sowing;

– questioned about the causes of high weed infestation in
their fields, some farmers  also mentioned the failure of
weed control because of adverse climatic conditions.
Therefore, a static approach, as mentioned above, would

have been ineffective. Most of the process-oriented, dynamic
models described in the literature [22, 24, 25, 44] were
designed to take into account the weed-crop interactions for a
wide range of environments. However, the use of these models

Table III. Distribution of the plots according to their chronology of growth reduction relative to simulated growth. Stage I of the analysis.

Criterion defining profile of growth reduction Period during which growth reduction occurred 
(relative to growth simulated with Stics)

Profile number (LAIfDWN – LAIfobs)/LAIfDWN (YDWN
* – Yobs)/YDWN

* Emergence to flowering Flowering to maturity % of plots

1  0.2  0.2 False False 15

2  0.2 > 0.2 False True 27

3 > 0.2  0.2 True False 25

4 > 0.2 > 0.2 True True 33

Sub-sample C of 86 plots. LAIfDWN: LAI at flowering simulated by Stics (i.e. taking account D, W and N constraints); LAIfobs: observed LAI at
flowering; YDWN

*: Yield simulated by Stics “forced” so that LAIfDWN = LAIfobs; Yobs: observed yield. 

� �

�

�

Figure 5. Hierarchy of extra constraints in terms of frequency of
occurrence. Stage I of the analysis. Sub-sample C of 86 plots. See
Table I for definition of symbols A, H, K, OB, P, and X.
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requires detailed information on the biology of the weed
species found in the plots and on the vertical distribution of
leaves and roots in the weed-maize community, which was not
recorded in our case. As an alternative, an empirical dynamic
model was developed, considering the theoretical mechanisms
described in the literature cited above, but with simplified
assumptions permitted by the restricted regional scope of the
model to be built. The resulting model and its coupling with
Stics are presented in Appendices 1 and 2, respectively, the
functions calculating weed growth being shown in Figure 6.

A set of four plots with contrasting weed dynamics was
used to calibrate the weed module (Fig. 7). For the first half of

the growing season, the dominant species were Digitaria
horizontalis, Ageratum conyzoides, Sida rhombifolia or
Ipomea acuminata. The botanical composition of the weed
community varied between plots. After flowering, Pennisetum
setosum was dominant in all of the plots in the set. In fact, this
was also the case for most of the plots in the entire survey (data
not shown). The calibration was performed assuming that the
calibration coefficients were independent of the botanical
composition of the simulated weed community. According to
the modeling approach followed, this simplification was
retained since it did not prevent the model from being
satisfactorily calibrated (Fig. 7).

Table IV. Distinct combinations of extra constraint occurrences in the plots of the survey and their corresponding mean extra growth
reductions, according to the growing period (Stage I of the analysis, Sub-sample C of 86 plots).

(a) Pre-flowering period (b) Post-flowering period

Extra-constraints occurring Extra growth reduction 

(LAIfDWN – LAIfobs)/LAIfDWN

Extra constraints occurring Extra growth reduction

(YDWN
* – Yobs)/YDWN

*

Observed  
combination

Number 
of plots

Mean Standard
 deviation

Observed 
combination

Number 
of plots

Mean Standard 
deviation

No E.C.(1) 41 0.12 0.18 No E.C.(1) 34 0.22 0.20

P 6 0.37 0.16 Hpost 8 0.30 0.14

Xpre 5 0.22 0.21 P 7 0.20 0.12

A 4 0.31 0.17 Xpost 6 0.07 0.17

A+K 4 0.55 0.14 A 5 0.20 0.30

Hpre 4 0.36 0.12 A+Hpost 3 0.56 0.14

A+Hpre 3 0.37 0.05 A+K 3 0.17 0.31

A+OBpre 3 0.35 0.13 Hpost+Xpost 3 0.36 0.04

Hpre+X 3 0.38 0.21 A+Hpost+K 2 0.57 0.17

A+Hpre+K 1 0.55 A+Hpost+Xpost 2 0.32 0.18

A+Hpre+K+OBpre 1 0.58 A+K+Xpost 2 0.47 0.01

A+Hpre+K+P 1 0.37 OBpost 2 0.40 0.02

A+Hpre+Xpre 1 0.53 A+Hpost+K+P 1 0.43

A+K+OBpre 1 0.58 A+Hpost+K+Xpost 1 0.70

A+K+P+Xpre 1 0.23 A+K+P+Xpost 1 0.52

A+K+Xpre 1 0.22 A+OBpost 1 0.25

A+Xpre 1 0.26 A+Xpost 1 0.28

H+K+Xpre 1 0.77 Hpost+K+OBpost 1 -0.20

K 1 0.22 Hpost+K+Xpost 1 0.34

K+P 1 0.29 Hpost+P+Xpost 1 0.61

OBpre+P 1 0.21 K+P 1 0.25

P+Xpre 1 0.31

(1) No E.C.: no extra constraint recorded during the growing period considered. Extra constraint abbreviations are defined in Table II. An extra
constraint was assumed present in a plot when its level was “possibly constraining” according to its indicator (defined in Tab. II). LAIfDWN: LAI at
flowering simulated by Stics (i.e. taking into account D, W and N constraints); LAIfobs: observed LAI at flowering; YDWN

*: Yield simulated by Stics
was “forced” so that LAIfDWN = LAIf. Yobs: observed yield. (LAIfDWN – LAIfobs)/LAIfDWN  and (YDWN

* – Yobs)/YDWN
*  evaluate the growth

reduction during the pre-flowering and post-flowering periods, respectively (see Tab. III).
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3.2.3. Other extra constraints (P, K and OB)
and the errors of Stics-modified

A comparison between observed yields (Yobs) and yields
simulated with Stics-modified (YDWNAXH) was performed,
for the sub-sample of 54 plots (sub-sample D). These plots
included the four that were used to calibrate the new functions.
The fit between simulated and observed yields would not be
improved by integrating the P, K and OB extra constraints into
Stics-modified since the graph in Figure 8 shows that the
deviations between simulated and observed yields are not
higher for the 18 plots in which these extra constraints could
still be suspected according to their indicators, as opposed to
the 36 plots where they were not present. This may be
interpreted as a new application of Stage I, demonstrating that
the effects (relative to YDWNAXH) of the P, K and OB
constraints could not be detected because they are of the same
order of magnitude as the overall error of Stics-modified. This
overall error of Stics-modified was approximately 20% of
YDWNAXH, as assessed by the deviation confidence interval
between simulated and observed yields for the 36 plots with no
extra constraints (mean relative deviation was 0.03; the 99%
confidence interval of mean relative deviation was 0.17).

However, the fact that the error due to the remaining extra-
constraints is not higher than the overall error of Stics-
modified does not mean that this overall error is the minimum
that could be obtained in the conditions of the study. Checking
this requires an estimation of the part of the error arising from
measurement errors in the model’s input variables (and
propagated by the latter, “parameter error”), as well as the part
resulting from the simplifying hypothesis used in the model
(“structural error”). The parameter error was inherent in the
measurements taken and thus could not be reduced, while the
structural error might theoretically be decreased by improving
the way processes are represented in Stics-modified.
However, as recalled by Passioura [33], after Reynolds and
Acock [35], this is likely to increase parameter error. Since
overall error was known, the parameter error was estimated in
order to obtain the structural error by subtraction, allowing us
to check if their balance could be improved. This required an
identification of the key input variables to which Stics-
modified was the most sensitive, as well as those associated
with important measurement errors. The sensitivity analysis of
the next stage (Stage III) had to be performed first in order to
identify these key variables, and this analysis of Stics-
modified errors was actually carried out a posteriori, but its
results are presented here, due to their more direct link with the
present subsection.

Among the input variables detected in the next stage
(Stage III) as strongly influencing simulated yields, three were
associated with measurement errors slightly over or under
20% (data not shown):
– available soil water capacity (AWC, error partly assessed

by comparing the protocol used in the survey with a
reference protocol; see Sect. 2.5);

– distribution of organic N in the soil profile (error assessed
by comparing the  two methods of soil sampling);

– N fertilization applied by farmers, this latter error being due
to errors on the surface area of the fields (what was known
was the total amount of N applied to the entire field; the
error was detected and evaluated a posteriori when the area
of some fields was checked using a theodolite, showing that
it differed from the data provided by the farmers).

Aiming to evaluate the impact of these errors on the
simulations, a simplified Monte-Carlo analysis was carried out
as follows. New simulations were performed with Stics-
modified, for the 36 plots (extracted from sample D in Fig. 8)
in which no extra constraints (relative to Stics-modified) could
be suspected. In these simulations, for each plot, the preceding
three input variables were varied between three levels: the
value measured in the plot, and this value plus and minus 20%.
All the other input variables were given the value observed in
the plot. The confidence interval of the resulting
27 simulations of each plot was compared with the deviations
between the standard simulation (all inputs at observed values)
and the observed yield (Fig. 9). For most plots, the “noise” due
to parameter error exceeded the deviation between the
standard simulation and observation. This indicated that the
parameter error dominates in the overall error of the model.
Thus, with the experimental data of this study, the precision of
Stics-modified could not be improved by further modeling
aiming at a lower structural error. 

Figure 6. Functions simulating weed growth (see Appendix 1). (a)
Daily increase in weed leaf area index (�LAIweed), and (b) growth of
LAIweed and weed biomass (Bweed). Stage II of the analysis.
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Consequently, the effects on yields of the P, K and
OB constraints were ignored in the remaining part of the
study, and Stics-modified was assumed to be valid for its uses
in the next Stage (Stage III) in this regional context, taking into
account its 20% overall error. As already stated, an
independent validation would be required for an application in
another context.

3.3. Final diagnosis (Stage III)

The Stage III analysis was performed using the sub-
sample C of 86 plots, except for the analysis involving the YA
and YH simulations, which required input data that was only
available for the sub-sample D of 54 plots. In this section, first
the main effects of the modeled constraints are studied, using
simulations of Y0, YD, YW, YN, YA, YH and YX for each plot
of the sample, the mean and frequency of values in the sample
being considered. Then, a similar analysis of the interactions
between constraints is presented, involving simulations of

 where c1...ck is any of the 26 possible combinations in
which each of the subscripts D, W, N, A, H and X is present
or lacking. For the modeled constraints which markedly
affected simulated yields according to this analysis, a third
sub-section reports the analysis of their effects in relation to
the main input data of Stics-modified. This allowed the
detection of the characteristics of the cropped system that were
dominating as causes of yield losses.

3.3.1. Simulated main effects of constraints

The sowing date and the time-variability of radiation and
temperature were shown to have little impact on simulated
yield potential in Silvânia: Y0 ranged from 7.69–10.78 Mg/ha,
with a variation coefficient of 8.0%, whereas observed yields

ranged from 0.58–8.03 Mg/ha with a much higher variation
coefficient of 37%. 

The mean main effects of constraints are given in Figure 10,
considering both their mean influence on yields and the
frequency in which they caused yield reduction over 10%.
Plant density varied considerably in the plot sample, ranging
from 1.8–7.7 plants per m2. However, the simulated individual
effect of the D constraint on yield was only slight. The water
constraint (W) had a more marked simulated effect than the
latter in terms of both frequency of occurrence and impact on
yield. The simulated nitrogen constraint (N) had even more
impact than W, mainly in terms of the frequency of occurrence
(Fig. 10).

The Al/Ca (A) and water excess (X) constraints have no
simulated main effect because in the model they only modify
root depth (as defined, the simulated yields YA and Yx are
obtained with non-limiting input variables for water and
nitrogen balances, and are always equal to Y0). The simulated
yield reductions due to the A or X constraints are only due to
the interactions between limited root depth and the water and
nitrogen dynamics. These interactions are analyzed in
Section 3.3.2.

The simulated main effect of the weed constraint (H) was
moderate (22%), but it affected half of the plot sample. It only
concerns competition between maize and weeds for solar
radiation. Competition for water and nitrogen is analyzed in
Section 3.3.2 as an interaction between constraints.

3.3.2. Simulated interactions between constraints

According to Section 2.7, yield reductions are calculated
relative to Y0, so that the interactions are also expressed in
relative yield losses. As a result, the interactions referred to
hereafter are positive when they aggravate the yield reduction,

Figure 8. Relation between observed (Yobs) and simulated yields
(YDWNAXH) using Stics-modified. Stics-modified accounts for the
constraints weeds (H), Al/Ca (A) and water excess (X) constraints
(newly added) and for low stand density (D), water (W) and nitrogen
(N) constraints (already accounted for by Stics). Extra constraints,
relative to the new model are P, K and OB (phosphorus, potassium
and other biotic constraints, respectively).

Yc1...ck

Figure 9. Relation between overall error and parameter error of
Stics-modified (line=1:1 line). Stage II of the analysis. Set of
36 plots without extra constraints (relatively to Stics-modified)
extracted from sub-sample D. Parameter error was assessed through
a simplified Monte-Carlo analysis on key input variables (AWC,
N-fertilization, organic N in soil), whereas all other input variables
were at the levels observed in the plots.
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and negative otherwise. In cases of occurrences of both plots
with negative values and plots with positive values for a given
interaction, the means of the negative cases and of the positive
cases were calculated separately. In the following, the term
“absolute value” is used in reference to the sign and should not
be understood as opposed to “relative value” of yield
reduction.

The main simulated interactions between constraints are
shown in Figure 11. All the interactions were calculated, but
only those surpassing 10% in absolute value are displayed in
the graph.

Water excess had little effect on simulated yields: its single
effect X was null, as seen above, and its interaction with the
other constraints was always lower than 10% in absolute
value. It is therefore not displayed in the graph.

Given the expected decrease in crop requirements for water
and nitrogen caused by low plant densities, the simulated
effect of the D constraint (a high value of D corresponding to
insufficient densities) on yields reduced the N and
W constraints, hence a negative value for the interactions
involving the three constraints as shown by the DNW-value in
Figure 11; the reduction of yield is less than expected from the
cumulating main effects of D, N and W. There was a strong
(absolute value) and positive interaction between the N and
W constraints (NW + value). In 19% of cases their combined
effect was higher than the sum of their individual effects,
which is probably due to the fact that N absorption decreases
when soil water content decreases. However, in 23% of the
plots, the interaction was negative but with a lower absolute
value (NW-). In most of these plots, the detailed simulation
reports (data not shown) showed that the W stress took place
early in the crop cycle, decreasing the crop N requirement for
the rest of the cycle. In fact, in these plots a strong N stress

would have been recorded if no water stress had first occurred,
due to the lack of the second N application usually done at the
end of the juvenile growth stage. This period coincided with a
lack of rainfall in these plots. Thus, the low N fertilization
levels may reflect a rational tactical response by farmers
facing adverse climatic conditions, in order to reduce fertilizer
costs.

In a quarter of the sample, the Al/Ca constraint (A) resulted
in a strong positive interaction with the D, N and W constraints
(ANW+), meaning that A was aggravating yield reductions
due to these constraints.

The interaction between weeds (H) and the D, W, N and
A constraints was generally positive (ADHNW+), most likely
because low maize growth encouraged weed growth.
However, this interaction was negative (ADHNW-) in 3% of
the plots. These were plots where the W, N or A constraints
were particularly strong (data not shown). It would seem that
the direct negative effect of the W, N or A constraints on
weeds outweighed the preceding ones, and the indirect effect
of low maize growth favoring weed growth.

Although low plant density (D constraint) had relatively
little direct impact on potential yield Y0, as seen above, its
simulated interactions with the other constraints could not be
ignored (D appeared in several interactions in Fig. 11).
Particularly, it is likely that it encouraged weed infestation
(ADHNW+). However, the DH interaction was lower than
10% (and thus not displayed on the graph), which suggests
that D alone was not as favorable to weeds as was its
conjunction with the other constraints A, N and W.

Figure 10. Single effects of the main constraints, as simulated using
Stics-modified. Stage III of the analysis. See Table I for definition of
symbols D, N, H and W. Frequency of occurrence: proportion of
plots in which simulated yield reduction in relation to simulated
yield potential Y0 (relative yield reduction) was over 10%, taking
into account the observed level for the considered constraint and
unlimiting levels for the other constraints. Relative yield reduction
was averaged (Y-coordinate), discarding plots with yield reduction
below 10%. As simulated, A and X constraints have no single effect.

Figure 11. Simulated interactions between the modeled constraints
using Stics-modified. Stage III of the analysis. See Table I for
definition of symbols A, D, H, N and W. Interaction is the difference
between the overall effect of a set of constraints and the sum of the
main effects of each constraint in the set. Interactions were averaged
separately for negative (– symbol; lower yield reduction than
expected from the sum of the main effects) and positive cases
(+ symbol, higher yield reduction than expected from the sum of the
main effects). Frequency of a given interaction is the proportion of
plots in which this interaction exceeded 10% in absolute value.
Interactions below 10% in absolute value are not displayed (e.g. as in
the case of the water excess constraint (X) whose simulated
interaction with any set of other constraints was below 10%).
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3.3.3. Input variables dominating as causes of simulated 
constraint effects

The two preceding sub-sections showed that the W, N and
H constraints played an important role in simulated yield
reductions, through their main effects as well as through their
interactions. D and A contributed to the overall yield gap
through their interactions with the other constraints. The water
excess constraint (X) was the only modeled constraint whose
effects on yield could be ignored. Thus, this sub-section aims
to detect which input variables dominate as causes of the
effects of each of the modeled constraints, except X. However,
in Stics-modified, D and A levels are each determined by a
single input variable: plant density determining D and the soil
depth at which Al toxicity/Ca deficiency occurs determining
A. Therefore, such an analysis is useless for these constraints.
As a consequence, the W, N and H constraints will be focused
on below.

Considering the input variables that affect the W constraint
(Tab. V), we find that the amount of rainfall was not a limiting
factor for the simulated yield of maize crops in Silvânia during
the years under study, even when considering that 30% of the
rainfall was lost through runoff, and despite the fact that one
of the seasons under study (1995-1996) was one of the 3 driest
years in a 15-year climatic series [38]. On the contrary,
available soil water capacity (AWC) appeared to be an
important causal factor affecting the simulated yield.
Although the sowing date was highly variable in the plot
sample, it is not assessed in the preceding analysis in the same
way as effects due to AWC and runoff are, because this would
have involved a large number of simulations. The analysis
used above demonstrated that runoff and rainfall had little
effect compared with AWC. As a result, it was possible to
focus on the interaction between sowing dates and AWC, by
analyzing the response surface of simulated yields YW,
compared with the observed AWC and sowing dates (Fig. 12).
When AWC is greater than 120 mm, it is graphically visible
that YW is notably constant and high for a wide range of
sowing dates. On the contrary, simulated water stress clearly
depends on the sowing dates for fields where AWC ranges

from 75–120 mm. For soils with such low water storage
capacity, it would be useful to determine optimal sowing dates
by performing frequency analyses of Yw/Y0 over a long-term
climatic series. 

As reported in Table VI, most of the simulated effects of the
N constraint are linked to the variability of N-fertilizer appli-
cations, to AWC, and, to a lesser extent, to the soil organic
N content. This suggests that: (i) the simulated mineralization
rate was slightly variable; (ii) the N-fertilizer applications
were often insufficient, and (iii) simulated N losses through
leaching were high, as indicated in the last case by the sensi-
tivity of simulated yield YN to AWC. This was confirmed by
an examination of the detailed simulation reports which
included the simulated amounts of N leached and mineralized
(data not shown). These indicate that optimization of sowing
dates should aim at risk reduction not only for water stresses,
but also for such N losses. In the short term, N-fertility man-
agement could be improved by adjusting the fertilizer applica-
tions to the soil’s organic N content. However, in the long
term, it is likely that the soil’s organic matter will decrease due
to the lack of an organic manure application in most fields.
Alternative methods of managing organic matter at farm level
should be investigated.

Weed (H constraint) effect was mainly due to: (i) the poor
timing of weeding, and (ii) with less impact on yield, to weed-
ing failure due to climatic conditions. When delays between
the last soil tillage and the sowing date were taken into
account, the number of plots affected by H slightly increased
and the simulated yield losses were higher (Tab. VII).

As a synthesis of the diagnosis progressively performed and
presented in this results section, it may be stated that the yield
gap in the region under study was not due to a few predominant
causes but rather to the combination of numerous constraints
and the complex interactions between them. The main environ-
mental limitations were low soil water capacities, often aggra-
vated by Aluminum toxicity or Ca deficiency reducing root
growth. The main technical weaknesses of the local cropping
systems were inappropriate sowing dates, N-fertilization and
weeding sequences, as well as delays between tillage and sow-
ing favoring highly constraining weed populations. These were

Table V. Role played by rainfall (RA), available water capacity (AWC) and runoff (RF) in water constraint occurrence, as simulated with

Stics-modified1. Stage III of the analysis.

Frequency (% plots) of yield reduction according to hypotheses on the main variables affecting water balance

Simulated yield reduction relative 
to yield potential (%)

effect of rainfall  alone:
- Observed RA

- AWC = 180 mm 
(100 mm/m of soil)

- RF  = 0 mm

Addition of the AWC effect:
- Observed RA

- Observed AWC
- RF = 0 mm

Addition of runoff effect:
- Observed RA

- Observed AWC
- RF = 0.3 × RA if RA >15 mm

 10 83 58 58

> 10 and  30 7 22 22

> 30 and  50 10 15 15

> 50 and  70 0 5 5

> 70 0 0 0

The input variables still not introduced into the simulations corresponding to a column were given reference values, whereas all the other input
variables were given observed values. However, in the case of RF, which was not measured, a strong runoff (30% of any rainfall over 15 mm) was
tested, instead of observed values. Sub-sample C (86 plots).
1 The new functions are not utilized in these simulations. Identical results would have been obtained using Stics.
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Figure 12. Surface response of simulated Yw to sowing date and available water capacity (AWC). Yw is the yield simulated under the
hypothesis that only the water constraint is limiting.

Table VI. Role played by the main variables affecting nitrogen balance with the occurrence of the nitrogen constraint as simulated by Stics-

modified1. Stage III of the analysis.

Frequency (% plots) of yield reduction according to hypotheses on the main variables affecting nitrogen balance

Simulated yield 
reduction relative
to yield potential
(%)

Effect of N from fertilizers
- observed fertilization

- “Reference soil” (AWC = 180 mm, 
organic N in soil = 5 T/ha, clay 

content = 35%)
- no organic manure

Addition of the effect 
of organic N in soil:
as in left column, but 

with observed organic N 
in soil

Addition of the effect 
of observed AWC (resulting 

in varying N lixiviation):
as in the preceding column, 

with observed soil

Addition of the effects 
of organic manure:

all input variables for 
N balance as observed

 10 54 44 22 25

 30 and > 10 44 44 54 49

 50 and > 30 2 16 22 25

 70 and > 50 0 0 2 1

> 70 0 0 0 0

Same principle as in Table V: the input variables still not introduced into the simulations corresponding to a column were given reference values,
whereas all the other input variables were given observed values. Sub-sample C (86 plots).
1 The new functions are not utilized in these simulations. Identical results would have been obtained using Stics.
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also favored by low plant densities at emergence. As compared
with the information available at the start of the study (Tab. I)
for the region, this diagnosis enlightened the complex interac-
tions leading to weed infestation, showed that the water con-
straint was less due to a climatic constraint than to soil
characteristics and sowing dates, and indicated the relatively
low importance of water excess, P and K constraints and
insects and diseases. However, further diagnosis is required in
order to identify the technical and environmental causes of
these low plant densities. Due to the fact that the model was
not considering the elaboration of this variable, this involved
the qualitative method of [18], and has not been reported here.

4. DISCUSSION

The proposed methodology was adopted in an attempt to
evaluate the impact of constraints on yields in a given region,
from a possibly novel and more objective perspective. From a
relatively large set of constraints that could a priori be
suspected of involvement in local yield gaps, the method
progressively allowed the identification of those constraints
occurring most frequently, and moreover, those responsible
for the strongest impact on yields. Its final results were:
– a list of environmental and technical characteristics that

were the main causes of these constraints at cropping-
system level and hence of local yield gaps;

– a simulation model tailored to the local context, able to
simulate yield elaboration of  most crop situations (Stics-
modified).

This ad hoc model could be used in the future to investigate
the effects of the constraints, as well as the effects of
corrective actions for long-term climatic series [32]. This
would allow for further-reaching conclusions that would be
applicable to situations that are more representative of the
local cropping conditions than of the 3 years that were
monitored. [40] expressed the need for such ad hoc models, as
opposed to the utopian “universal model”, and provided
guidelines for this purpose. One important aspect highlighted
by these authors is that the model should take into account the

local hierarchy of the variables involved in the process to be
simulated. They did not mention, however, any method for
establishing such a hierarchy. In our work, the diagnosis fed,
as well as was fed by, the building of the model. We do not
pretend that this was fully objective, but the diagnosis
provided a pragmatic basis for selecting the variables to be
accounted for by the model and for ignoring others. In that
sense, the method we followed should be further explored as a
methodological contribution to ad hoc modeling.

Due to the above, we believe that our methodology could
bring progress to the difficult task of diagnosis, but we are also
aware of its possible limitations.

First, it could be argued that the list of constraints estab-
lished at Stage 0 as a starting point for the diagnosis may not
be exhaustive. This drawback is already present in the meth-
odology from [18], in which Stage 0 implicitly exists. How-
ever, if any of the major constraints were omitted, it may be
considered unlikely that a good fit between simulations and
observations would have been obtained with the modified
model.

Second, it is not obvious, at the end of Stage I, which extra
constraints have to be incorporated into the model and which
may be ignored. Our choice of modeling for the three most
frequent extra constraints may appear somewhat arbitrary.
This choice was partly and a posteriori justified by the fact that
the remaining extra gap was lower than the overall error of the
modified model. However, this choice led to the modeling of
the X constraint, which ended up having little influence on
yields. Should the model be further applied, the functions
simulating X constraint effects may be removed. 

Third, the modeling process was limited by the data availa-
ble from the survey. The number of situations for which all the
required data was available for the simulations decreased as
the model became more complex. As a result, the calibration
and validation of Stics-modified remained imperfect. The
main cause of these limitations is that it was difficult to pre-
dict, at the outset of the study, which constraints, among the
relatively numerous ones suspected at stage 0, the modeling
would have to focus on. Consequently, the measurement effort
(which was considerable given the on-farm context and the

Table VII. Role played by the main variables affecting weed growth with the occurrence of the weed constraint, as simulated by Stics-
modified. Stage III of the analysis.

Frequency (% plots) of yield reduction according to hypotheses on the main variables affecting weed growth

Simulated yield reduction 
relative to yield potential (%)

Effect of weeding sequence, without 
interaction with rainfall

- last tillage  = sowing date
- observed weeding sequence

- weeding efficiency = 1

Addition of the effect of 
rainfall on weeding efficiency:

as in left column, but with 
simulated weeding efficiency

Addition of the effect of observed 
time interval between last tillage 

and sowing date:
all input variables for weed module 

as observed

 10 74 55 48

 30 and > 10 26 45 44

 50 and > 30 0 0 7

 70 and > 50 0 0 1

> 70 0 0 0

Same principle as in Table V: the input variables still not introduced into the simulations corresponding to a column were given reference values,
whereas all the other input variables were given observed values. Sub-sample D (54 plots).
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area covered) was shared out among the numerous variables,
instead of concentrating on those that were eventually demon-
strated to be the most relevant. This drawback could possibly
be avoided in future similar studies by adapting the measure-
ment device from one year to the next, as far as the analysis of
the available information permits the narrowing of the field of
investigation. Another problem that could limit the modeling
process, should the method be used in other situations, is the
possible lack of existing theoretical knowledge needed to
model some of the local constraints. In such a case, additional
work would be needed to obtain the lacking information. This
is similar to what occurred in several diagnosis works in which
additional experiments were necessary to study the effects of
some constraints in environments where they were imper-
fectly known [6, 16, 37].

Fourth, and finally, several subjective aspects were
involved in the assessment, by simulation, of the impact of the
constraints and of their related environmental and technical
variables (Stage III). The main one is that the error of the
model was imperfectly known. Particularly, as already stated
in the sub-section dealing with the methodology of this Stage,
only the error of the overall model was approximated, and not
the errors associated with the simulations of each constraint
separately (errors associated with YD, YW, YN, ...) nor those
associated with the simulations of interactions between
constraints (YDW, YDN, YDWN, YDNWA, ...). This drawback is
inherent in the on-farm diagnosis, as far as an ANOVA device
cannot practically take place in such a context, since this
would be the only rigorous way to estimate these errors.
Another subjective aspect arose from the fact that not all the
interactions between the input variables of Stics-modified
were tested, when detecting those responsible for the strongest
simulated yield reductions. The procedure used required
“expert’s choices” that may appear somehow arbitrary, such
as the order in which the variables are added to the
simulations. This was due to the size of the problem to be
tackled (the dimension of the analyzed space). It would be
theoretically possible to conceive an automatic procedure
avoiding this, but computing time might become limiting, and
this drawback may probably be minor, as compared with the
preceding one which we assumed that could not be avoided.

5. CONCLUSION

The study showed that the building and use of an ad hoc
crop model allowed a more objective way to diagnose the
main weaknesses of cropping systems in the complex situa-
tions encountered in real farming conditions across a region.
Some aspects of this diagnostic method, however, require a
qualitative analysis and involve “expert’s choices”. In order to
improve the method, these more speculative aspects deserve
further research efforts, although some are probably inherent
in the on-farm diagnosis task.

It is not intended that the scope of the new functions incor-
porated into the Stics model exceed the studied region. How-
ever, the validity domain of the approach followed in the
modeling of weed/crop interactions should be further
explored, since it may be a convenient compromise between
the rather crude use of a reduction coefficient applied to final

yields, and more complex models based on 2-D representa-
tions of the canopy of the crop-weed community.

Last, the proposed diagnostic method could also be further
explored as a contribution to ad hoc modeling.
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APPENDIX 1: MODEL OF WEED GROWTH

Potential daily growth for weed biomass (�Bweed(d),
kg·ha–1·d–1) and leaf area index (�LAIweed, m

2·m–2·d–1) was
introduced. �LAIweed is a decreasing function of daily value
for weed leaf area index LAIweed (Fig. 6a), producing an
asymptotic time-evolution for LAIweed when no stress occurs
(Fig. 6b). �Bweed(d) is obtained using a simplified equation
that accounts for light interception by weeds:

�Bweed(d) = Ew [1 – e(–kw LAIweed(d))], (7)

where kw (dimensionless) is the extinction coefficient for
weeds, considered as a calibration constant for a given weed
community, and Ew (kg ·ha–1·d–1) is the product of incoming
radiation at the top of the canopy and radiation use efficiency.
Given the low variability of daily global radiation in the region
under study, as opposed to variability of water and nitrogen
constraints, Ew was approximated as a calibration constant.

Sweed, a “stress” coefficient ranging from 0–1 (dimension-
less), accounts for water and nitrogen constraints (SW and
SNweed, respectively), and for light interception by maize
crops competing with weeds (exponential factor):

Sweed = e(–k*LAI) × Min(SW, SNweed), (8)

where Min(list) is the minimum value on the list, k the
extinction coefficient for maize, and LAI the daily simulated
value of leaf area index for maize.
Sweed reduces the daily potential growths:

LAIweed(d) = LAIweed(d – 1) + �LAIweed(d) × Sweed (9)

Bweed(d) = Bweed(d – 1) + �Bweed (d) × Sweed. (10)

Weed emergence is calculated using the function describing
maize emergence in Stics, assuming that weed germination
starts the day after the last soil tillage operation. This means
that any preceding tillage is assumed to have suppressed all
weeds that had previously grown since the beginning of the
rainy season, and that the effects of this early weed population
on the water and nitrogen balances of the crop are ignored.
This simplification seemed reasonable in our context, given
the low levels of weed infestation at the beginning of the
cropping season in our plots (data not shown). Mechanical
weeding and contact herbicides are both considered to nullify
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LAIweed and Bweed on the day they are applied. When it rains
on the same day as the operation, or on the day after, however,
LAIweed and Bweed are reduced by only half. Pre-emergence
herbicides are considered to maintain LAIweed and Bweed at
0 value for 50 days.

APPENDIX 2: WEED COMPETITION 
INTRODUCED INTO STICS

The effects of weeds on maize growth were incorporated
into Stics as follows. According to the approach used by Wiles
and Wilkerson [44], when LAI+LAIweed exceeds 1, LAI
growth of maize is reduced by a factor e(–kw.LAIweed). The
water balance for maize was replaced by a water balance for
maize, plus weeds. Thus, LAI was substituted by (LAI +
LAIweed) in the functions used to calculate potential
transpiration and evaporation. The root system of maize and
weeds was considered to be a single unit and taken to behave
in the same way as a pure maize crop, except that root growth
starts with the emergence of the first emerging species (being
weeds when maize sowing is done at least one day after the
last soil tillage, and maize in the opposite case). Water stress
is thus common to maize and weeds. Its dynamics are
influenced by weeds by way of their impact on the total water
demand. Nitrogen demand is calculated for the maize-weed
association, for which the maize biomass calculated by Stics is
replaced in the relevant equations by the sum of the maize and
weed biomass, the latter being weighted by a calibration
constant. N absorption is partitioned between maize and
weeds in proportion to their relative biomass. SNweed is
calculated in a similar way to that for nitrogen stress on maize,
where a critical N concentration in weeds is set, below which
the SNweed is equal to the ratio between actual and critical
N concentrations. The critical N concentration in weeds is
obtained by applying the generic function of Stics for
C3 species without any modification.
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