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#### Abstract

In extreme value theory, the extreme-value index is a parameter that controls the behavior of a cumulative distribution function in its right tail. Estimating this parameter is thus the first step when tackling a number of problems related to extreme events. In this paper, we introduce an estimator of the extreme-value index in the presence of a random covariate when the response variable is right-censored, whether its conditional distribution belongs to the Fréchet, Weibull or Gumbel max-domain of attraction. The pointwise weak consistency and asymptotic normality of the proposed estimator are established. Some illustrations on simulations are provided and we showcase the estimator on a real set of medical data.
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## 1 Introduction

Studying extreme events is relevant in numerous fields of statistical applications. One can think about hydrology, where it is of interest to estimate the maximum level reached by seawater along a coast over a given period, or to study extreme rainfall at a given location; in actuarial
science, a major problem for an insurance firm is to estimate the probability that a claim so large that it represents a threat to its solvency is filed. The focus in this type of problem is not in the estimation of "central" parameters of the random variable of interest, such as its mean or median, but rather in the understanding of its behavior in its right tail. The basic result in extreme value theory, known as the Fisher-Tippett-Gnedenko theorem (Fisher and Tippett [9], Gnedenko [12]) states that if $\left(Y_{n}\right)$ is an independent sequence of random copies of a random variable $Y$ such that there exist normalizing nonrandom sequences of real numbers $\left(a_{n}\right)$ and $\left(b_{n}\right)$, with $a_{n}>0$ and such that the sequence

$$
\frac{1}{a_{n}}\left(\max _{1 \leq i \leq n} Y_{i}-b_{n}\right)
$$

converges in distribution to some nondegenerate limit, then the cumulative distribution function (cdf) of this limit can necessarily be written $y \mapsto G_{\gamma_{Y}}(a y+b)$, with $a>0$ and $b, \gamma_{Y} \in \mathbb{R}$ where

$$
G_{\gamma_{Y}}(y)= \begin{cases}\exp \left(-\left(1+\gamma_{Y} y\right)^{-1 / \gamma_{Y}}\right) & \text { if } \gamma_{Y} \neq 0 \text { and } 1+\gamma_{Y} y>0 \\ \exp (-\exp (-y)) & \text { if } \gamma_{Y}=0\end{cases}
$$

If the aforementioned convergence holds, we shall say that $Y$ (or equivalently, its cdf $F_{Y}$ ) belongs to the max-domain of attraction (MDA) of $G_{\gamma_{Y}}$, with $\gamma_{Y}$ being the so-called extremevalue index of $Y$, and we write $F_{Y} \in \mathcal{D}\left(G_{\gamma_{Y}}\right)$. The parameter $\gamma_{Y}$ drives the behavior of $G_{\gamma_{Y}}$ (and thus of $F_{Y}$ ) in its right tail:

- if $\gamma_{Y}>0$, namely $Y$ belongs to the Fréchet MDA, then $1-G_{\gamma_{Y}}$ is heavy-tailed, i.e. it has a polynomial decay;
- if $\gamma_{Y}<0$, namely $Y$ belongs to the Weibull MDA, then $1-G_{\gamma_{Y}}$ is short-tailed, i.e. it has a support bounded to the right;
- if $\gamma_{Y}=0$, namely $Y$ belongs to the Gumbel MDA, then $1-G_{\gamma_{Y}}$ has an exponential decay.

This makes it clear that the estimation of $\gamma_{Y}$ is a first step when tackling various problems in extreme value analysis, such as the estimation of extreme quantiles of $Y$. Recent monographs
on extreme value theory and especially univariate extreme-value index estimation include Beirlant et al. [1] and de Haan and Ferreira [14].

In practical applications, it may happen that only incomplete information is available. Consider for instance a medical follow-up study lasting up to time $t$ which collects the survival times of patients for a given chronic disease. If a patient is diagnosed with the disease at time $s$, his/her survival time is known if and only if he/she dies before time $t$. If the patient survives until the end of the study, the only information available is that his/her survival time is not less than $t-s$. This situation is the archetypal example of right-censoring, which shall be the focus of this paper. An interesting problem in this particular case is the estimation of extreme survival times or, in other words, how long an exceptionally strong individual can survive the disease. A preliminary step necessary to give an answer to this question is to estimate the extreme value index of the survival time $Y$; this problem, which is much more complex than the estimation of the extreme value index when the data set is complete, has been investigated quite recently by Beirlant et al. [2] and Einmahl et al. [8]. Moreover, in the latter study, the authors propose an estimator of extreme quantiles under random right-censoring, so as to provide extreme survival times for male patients suffering from AIDS.

Besides, it may well be the case that the survival time of a patient depends on additional random factors such as his/her age or the pre-existence of some other medical condition, for instance. Our goal in this study is to make it possible to integrate such information in the model, by taking into account the dependency of $Y$ on a covariate $X$. The problem thus becomes to estimate the conditional extreme-value index $\gamma_{Y}(x)$ of $Y$ given $X=x$. Recent papers on this subject when $Y$ is noncensored include Wang and Tsai [18] who introduced a maximum likelihood approach, Daouia et al. [5] who used a fixed number of nonparametric conditional quantile estimators to estimate the conditional extreme-value index, Gardes and Girard [10] who generalized the method of [5] to the case when the covariate space is infinite-dimensional, Goegebeur et al. [13] who studied a nonparametric regression estimator and Gardes and Stupfler [11] who introduced a smoothed local Hill estimator (see Hill [15]). All these papers consider the case when $Y$ given $X=x$ belong to the Fréchet MDA; the case
when the response distribution belongs to an arbitrary domain of attraction is considered in Daouia et al. [6], who generalized the method of [5] to this context, and Stupfler [16] who introduced a generalization of the popular moment estimator of Dekkers et al. [7]. However, to the best of our knowledge, there is no solution yet to this problem when $Y$ is right-censored.

The outline of this paper is as follows. In Section 2, we give a precise definition of our model. In Section 3, we define our estimator of the conditional extreme-value index. The pointwise weak consistency and asymptotic normality of the estimator are stated in Section 4. The finite sample performance of the estimator is studied in Section 5. In Section 6, we revisit the medical data set of [8] by integrating additional covariate information. Proofs are deferred to Section 7.

## 2 Framework

Let $\left(X_{1}, Y_{1}, C_{1}\right), \ldots,\left(X_{n}, Y_{n}, C_{n}\right)$ be $n$ independent copies of a random vector ( $X, Y, C$ ) taking its values in $E \times(0, \infty) \times(0, \infty)$ where $E$ is a finite-dimensional linear space endowed with a norm $\|\cdot\|$. We assume that for all $x \in E$, given $X=x, Y$ and $C$ are independent, possess continuous probability density functions (pdfs) and that the related conditional survival functions $(\operatorname{csfs}) \bar{F}_{Y}(\cdot \mid x)=1-F_{Y}(\cdot \mid x)$ of $Y$ given $X=x$ and $\bar{F}_{C}(\cdot \mid x)=1-F_{C}(\cdot \mid x)$ of $C$ given $X=x$ belong to some domain of attraction. Specifically, we shall work in the following setting, where we recall that the left-continuous inverse of a nondecreasing function $f$ is the function $z \mapsto \inf \{y \in \mathbb{R} \mid f(y) \geq z\}:$
$\left(M_{1}\right) Y$ and $C$ are positive random variables and for every $x \in E$, there exist real numbers $\gamma_{Y}(x), \gamma_{C}(x)$ and positive functions $a_{Y}(\cdot \mid x), a_{C}(\cdot \mid x)$ such that the left-continuous inverses $U_{Y}(\cdot \mid x)$ of $1 / \bar{F}_{Y}(\cdot \mid x)$ and $U_{C}(\cdot \mid x)$ of $1 / \bar{F}_{C}(\cdot \mid x)$ satisfy

$$
\lim _{t \rightarrow \infty} \frac{U_{Y}(t z \mid x)-U_{Y}(t \mid x)}{a_{Y}(t \mid x)}=D_{\gamma_{Y}(x)}(z) \text { and } \lim _{t \rightarrow \infty} \frac{U_{C}(t z \mid x)-U_{C}(t \mid x)}{a_{C}(t \mid x)}=D_{\gamma_{C}(x)}(z)
$$

for every $z>0$, where

$$
D_{\gamma}(z)= \begin{cases}\frac{z^{\gamma}-1}{\gamma} & \text { if } \gamma \neq 0  \tag{1}\\ \log z & \text { if } \gamma=0 .\end{cases}
$$

Model $\left(M_{1}\right)$ is the conditional analogue of the classical extreme-value framework for $Y$ and $C$, see for instance [14], p.19. In this model, for every $x \in E$, the functions $U_{Y}(\cdot \mid x)$ and $U_{C}(\cdot \mid x)$ have positive limits $U_{Y}(\infty \mid x)$ and $U_{C}(\infty \mid x)$ at infinity; the functions $x \mapsto U_{Y}(\infty \mid x)$ and $x \mapsto U_{C}(\infty \mid x)$, which are such that

$$
U_{Y}(\infty \mid x)=\sup \left\{t \in \mathbb{R} \mid \bar{F}_{Y}(t \mid x)>0\right\} \quad \text { and } U_{C}(\infty \mid x)=\sup \left\{t \in \mathbb{R} \mid \bar{F}_{C}(t \mid x)>0\right\}
$$

are respectively called the conditional right endpoints of $Y$ and $C$.
We assume that we only observe the random vectors $\left(X_{i}, T_{i}, \delta_{i}\right)$ with $T_{i}=Y_{i} \wedge C_{i}$, where we denote by $s \wedge t$ the minimum of $s$ and $t$, and $\delta_{i}=\mathbb{I}_{\left\{Y_{i} \leq C_{i}\right\}}$. Suppose as well that the following condition holds:
$(\mathcal{H})$ For every $x \in E$, the distribution of $T$ given $X=x$ belongs to some domain of attraction $\mathcal{D}\left(G_{\gamma_{T}(x)}\right)$ and we have either

- $\gamma_{Y}(x)>0$ and $\gamma_{C}(x)>0$;
- $\gamma_{Y}(x)<0, \gamma_{C}(x)<0$ and $0<U_{Y}(\infty \mid x)=U_{C}(\infty \mid x)<\infty$;
- $\gamma_{Y}(x)=\gamma_{C}(x)=0$ and $U_{Y}(\infty \mid x)=U_{C}(\infty \mid x)=\infty$.

As mentioned in [8], if $\left(M_{1}\right)$ and $(\mathcal{H})$ hold then $T$ has conditional right endpoint $U_{Y}(\infty \mid x)=$ $U_{C}(\infty \mid x)$ and conditional extreme-value index

$$
\gamma_{T}(x)=\frac{\gamma_{Y}(x) \gamma_{C}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)}
$$

with the convention $\gamma_{T}(x)=0$ if $\gamma_{Y}(x)=\gamma_{C}(x)=0$. In other words, if $\bar{F}_{T}(\cdot \mid x)$ is the csf of $T$ given $X=x$, there exists a positive function $a_{T}(\cdot \mid x)$ such that the left-continuous inverse $U_{T}(\cdot \mid x)$ of $1 / \bar{F}_{T}(\cdot \mid x)$ satisfies

$$
\forall z>0, \lim _{t \rightarrow \infty} \frac{U_{T}(t z \mid x)-U_{T}(t \mid x)}{a_{T}(t \mid x)}=D_{\gamma_{T}(x)}(z) .
$$

## 3 The estimators

To tackle the problem, we start by introducing an estimator of the conditional extreme-value index $\gamma_{T}$. For $x \in E$ and a sequence $h=h(n)$ converging to 0 as $n \rightarrow \infty$, we let $N_{n}(x, h)$ be
the total number of observations in the closed ball $B(x, h)$ with center $x$ and radius $h$ :

$$
N_{n}(x, h)=\sum_{i=1}^{n} \mathbb{I}_{\left\{X_{i} \in B(x, h)\right\}} \text { with } B(x, h)=\left\{x^{\prime} \in E \mid\left\|x-x^{\prime}\right\| \leq h\right\},
$$

where $\mathbb{I}_{\{,\}}$is the indicator function. The bandwidth sequence $h(n)$ makes it possible to select those covariates which are close enough to $x$. Given $N_{n}(x, h)=l \geq 1$, we let, for $i=1, \ldots, l$, $\left(\mathcal{T}_{i}, \Delta_{i}\right)=\left(\mathcal{T}_{i}(x, h), \Delta_{i}(x, h)\right)$ be the response pairs whose associated covariates $\mathcal{X}_{i}=\mathcal{X}_{i}(x, h)$ belong to the ball $B(x, h)$. Let $\mathcal{T}_{1, l} \leq \cdots \leq \mathcal{T}_{l, l}$ be the order statistics associated with the sample $\left(\mathcal{T}_{1}, \ldots, \mathcal{T}_{l}\right)$ - note that this way of denoting order statistics shall be used throughout the paper - and set for $j=1,2$

$$
M_{n}^{(j)}\left(x, k_{x}, h\right)=\frac{1}{k_{x}} \sum_{i=1}^{k_{x}}\left[\log \left(\mathcal{T}_{l-i+1, l}\right)-\log \left(\mathcal{T}_{l-k_{x}, l}\right)\right]^{j}
$$

if $k_{x} \in\{1, \ldots, l-1\}$ and 0 otherwise. Define

$$
\begin{aligned}
\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right) & =\widehat{\gamma}_{T, n,+}\left(x, k_{x}, h\right)+\widehat{\gamma}_{T, n,-}\left(x, k_{x}, h\right) \\
\text { where } \widehat{\gamma}_{T, n,+}\left(x, k_{x}, h\right) & =M_{n}^{(1)}\left(x, k_{x}, h\right) \\
\text { and } \widehat{\gamma}_{T, n,-}\left(x, k_{x}, h\right) & =1-\frac{1}{2}\left(1-\frac{\left[M_{n}^{(1)}\left(x, k_{x}, h\right)\right]^{2}}{M_{n}^{(2)}\left(x, k_{x}, h\right)}\right)^{-1}
\end{aligned}
$$

if $\left[M_{n}^{(1)}\left(x, k_{x}, h\right)\right]^{2} \neq M_{n}^{(2)}\left(x, k_{x}, h\right)$, with $\widehat{\gamma}_{T, n,-}\left(x, k_{x}, h\right)=0$ otherwise. The estimator $\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)$ is an adaptation of the moment estimator of [7] to the presence of a random covariate; it follows from [16] that, under mild conditions, this quantity is a pointwise consistent estimator of the extreme-value index $\gamma_{T}(x)$ of $T$ given $X=x$.

To obtain an estimator of $\gamma_{Y}(x)$, we adapt an idea of [8]. Given $N_{n}(x, h)=l$, let $\Delta_{[1: l]}, \ldots, \Delta_{[l: l]}$ be the order statistics induced by the sample $\left(\mathcal{T}_{1}, \ldots, \mathcal{T}_{l}\right)$, namely $\Delta_{[i: l]}$ is the random variable associated with $\mathcal{T}_{i, l}$. We define

$$
\widehat{p}_{n}\left(x, k_{x}, h\right)=\frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \Delta_{[l-i+1: l]},
$$

the proportion of noncensored observations among $\mathcal{T}_{l-k_{x}+1, l}, \ldots, \mathcal{T}_{l, l}$ when $k_{x} \in\{1, \ldots, l-$ $1\}$ and 0 otherwise. This estimator is the adaptation to the random covariate case of the
estimator $\widehat{p}$ of [8]: we shall show (see the proof of Theorem 1 below) that under some conditions, $\widehat{p}_{n}\left(x, k_{x}, h\right)$ is a consistent estimator of $\gamma_{C}(x) /\left(\gamma_{Y}(x)+\gamma_{C}(x)\right)$. Our estimator of $\gamma_{Y}(x)$ is then

$$
\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)=\frac{\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)}{\widehat{p}_{n}\left(x, k_{x}, h\right)}
$$

if $\widehat{p}_{n}\left(x, k_{x}, h\right)>0$ and 0 otherwise.

## 4 Main results

### 4.1 Weak consistency

We start by giving a pointwise weak consistency result for our estimator. To this end let $n_{x}=n_{x}(n, h)=n \mathbb{P}(X \in B(x, h))$ be the average total number of points in the ball $B(x, h)$ and assume that $n_{x}(n, h)>0$ for every $n$. Let $k_{x}=k_{x}(n)$ be a sequence of positive integers, $F_{T, h}(\cdot \mid x)$ be the cdf of $T$ given $X \in B(x, h), U_{T, h}(\cdot \mid x)$ be the left-continuous inverse of $1 / \bar{F}_{T, h}(\cdot \mid x)$. We introduce the functions $p(\cdot \mid x), p_{h}(\cdot \mid x)$ defined by

$$
\begin{aligned}
p(t \mid x) & =\frac{d}{d t} \mathbb{P}(\delta=1, T \leq t \mid X=x) / \frac{d}{d t} F_{T}(t \mid x) \\
\text { and } p_{h}(t \mid x) & =\frac{d}{d t} \mathbb{P}(\delta=1, T \leq t \mid X \in B(x, h)) / \frac{d}{d t} F_{T, h}(t \mid x)
\end{aligned}
$$

for every $t>0$ such that the denominator is nonzero, and $p(x):=\gamma_{C}(x) /\left(\gamma_{Y}(x)+\gamma_{C}(x)\right)$ otherwise. It follows from Lemma 1 (see Section 7) that if $\left(M_{1}\right),(\mathcal{H})$ hold and $\gamma_{Y}(x) \neq 0$, then the first of these two quantities converges to the positive limit $p(x)$ as $t \rightarrow U_{T}(\infty \mid x)$ and from Lemma 2 that the second quantity is indeed well-defined. Assume that in the case $\gamma_{Y}(x)=\gamma_{C}(x)=0$, the function $p(\cdot \mid x)$ also converges to a positive limit at infinity, which we denote by $p(x)$ for the sake of consistency. The function $x \mapsto p(x)$ is understood as the conditional percentage of censoring in the right tail of $Y$. For $u, v \in(1, \infty)$ such that $u<v$, we introduce the quantities

$$
\begin{aligned}
\omega\left(\log U_{T}, u, v, x, h\right) & =\sup _{t \in[u, v]}\left|\log \frac{U_{T, h}(t \mid x)}{U_{T}(t \mid x)}\right| \\
\text { and } \omega\left(p \circ U_{T}, u, v, x, h\right) & =\sup _{t \in[u, v]}\left|p_{h}\left(U_{T, h}(t \mid x) \mid x\right)-p(x)\right| .
\end{aligned}
$$

Our consistency result is then:

Theorem 1. Assume that $\left(M_{1}\right)$ and $(\mathcal{H})$ hold. For some $x \in E$, assume that $n_{x} \rightarrow \infty$, $k_{x} \rightarrow \infty, k_{x} / n_{x} \rightarrow 0$ and for some $\eta>0$

$$
\begin{align*}
\frac{U_{T}\left(n_{x} / k_{x} \mid x\right)}{a_{T}\left(n_{x} / k_{x} \mid x\right)} \omega\left(\log U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) & \rightarrow 0 \text { as } n \rightarrow \infty  \tag{2}\\
\text { and } \omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) & \rightarrow 0 \text { as } n \rightarrow \infty . \tag{3}
\end{align*}
$$

Then it holds that $\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right) \xrightarrow{\mathbb{P}} \gamma_{Y}(x)$ as $n \rightarrow \infty$.
Conditions $k_{x} \rightarrow \infty$ and $k_{x} / n_{x} \rightarrow 0$ in Theorem 1 are standard hypotheses for the estimation of the conditional extreme-value index. Moreover, condition $n_{x} \rightarrow \infty$ is necessary to make sure that there are sufficiently many observations close to $x$, which is a standard assumption in the random covariate case.

We conclude this section by analyzing conditions (2) and (3). We assume that
$\left(A_{1}\right)$ For every $x \in E$, it holds that for all $t \in\left(0, U_{T}(\infty \mid x)\right), f_{Y}(t \mid x)>0$ and $f_{C}(t \mid x)>0$.
$\left(A_{2}\right)$ The functions $\gamma_{Y}$ and $\gamma_{C}$ are continuous functions on $E$.
$\left(A_{3}\right)$ If $n$ is large enough then for every $x^{\prime} \in B(x, h)$ and $r>0$, we have $\mathbb{P}\left(X \in B\left(x^{\prime}, r\right)\right)>0$.
$\left(A_{4}\right)$ For every $y \in \mathbb{R}$, the function $\bar{F}_{T}(y \mid \cdot)$ is continuous on $E$.
Note that hypothesis $\left(A_{1}\right)$ implies that the $\operatorname{csf} \bar{F}_{T}(\cdot \mid x)$ is a continuous decreasing function on $\left(0, U_{T}(\infty \mid x)\right)$ and hypothesis $\left(A_{2}\right)$ entails that the function $\gamma_{T}$ is continuous. Hypotheses $\left(A_{3}\right)$ and $\left(A_{4}\right)$ are technical conditions; see Proposition 1 in [16] for analogues of these assumptions in the noncensored case. We can draw two consequences from this remark:

1. If $\gamma_{Y}(x)>0$ and $\gamma_{C}(x)>0$ then $\gamma_{Y}\left(x^{\prime}\right)>0, \gamma_{C}\left(x^{\prime}\right)>0$ and $\gamma_{T}\left(x^{\prime}\right)>0$ for $x^{\prime}$ close enough to $x$. Corollary 1.2.10 in [14], p. 23 thus yields for $n$ large enough and every $x^{\prime} \in B(x, h)$

$$
\forall z>1, U_{T}\left(z \mid x^{\prime}\right)=z^{\gamma_{T}\left(x^{\prime}\right)} L_{U_{T}}\left(z \mid x^{\prime}\right)
$$

where for every $x^{\prime} \in B(x, h), L_{U_{T}}\left(\cdot \mid x^{\prime}\right)$ is a slowly varying function at infinity, and

$$
\forall t>0, \bar{F}_{Y}\left(t \mid x^{\prime}\right)=t^{-1 / \gamma_{Y}\left(x^{\prime}\right)} L_{\bar{F}_{Y}}\left(t \mid x^{\prime}\right) \text { and } \bar{F}_{C}\left(t \mid x^{\prime}\right)=t^{-1 / \gamma_{C}\left(x^{\prime}\right)} L_{\bar{F}_{C}}\left(t \mid x^{\prime}\right)
$$

where $L_{\bar{F}_{Y}}\left(\cdot \mid x^{\prime}\right)$ and $L_{\bar{F}_{C}}\left(\cdot \mid x^{\prime}\right)$ are continuously derivable slowly varying functions at infinity. Especially, if

$$
b_{Y}\left(t \mid x^{\prime}\right)=t \frac{L_{\bar{F}_{Y}}^{\prime}\left(t \mid x^{\prime}\right)}{L_{\bar{F}_{Y}}\left(t \mid x^{\prime}\right)} \text { and } b_{C}\left(t \mid x^{\prime}\right)=t \frac{L_{\bar{F}_{C}}^{\prime}\left(t \mid x^{\prime}\right)}{L_{\bar{F}_{C}}\left(t \mid x^{\prime}\right)}
$$

then

$$
\begin{aligned}
\forall t>0, f_{Y}\left(t \mid x^{\prime}\right) & =\left[\frac{1}{\gamma_{Y}\left(x^{\prime}\right)}-b_{Y}\left(t \mid x^{\prime}\right)\right] \frac{\bar{F}_{Y}\left(t \mid x^{\prime}\right)}{t} \\
\text { and } f_{C}\left(t \mid x^{\prime}\right) & =\left[\frac{1}{\gamma_{C}\left(x^{\prime}\right)}-b_{C}\left(t \mid x^{\prime}\right)\right] \frac{\bar{F}_{C}\left(t \mid x^{\prime}\right)}{t} .
\end{aligned}
$$

2. If $\gamma_{Y}(x)<0$ and $\gamma_{C}(x)<0$ then $\gamma_{Y}\left(x^{\prime}\right)<0, \gamma_{C}\left(x^{\prime}\right)<0$ and $\gamma_{T}\left(x^{\prime}\right)<0$ for $x^{\prime}$ close enough to $x$. Corollary 1.2 .10 in [14], p. 23 yields for $n$ large enough and every $x^{\prime} \in B(x, h)$ that

$$
\forall z>1, U_{T}\left(\infty \mid x^{\prime}\right)-U_{T}\left(z \mid x^{\prime}\right)=z^{\gamma_{T}\left(x^{\prime}\right)} L_{U_{T}}\left(z \mid x^{\prime}\right)
$$

where for every $x^{\prime} \in B(x, h), L_{U_{T}}\left(\cdot \mid x^{\prime}\right)$ is a slowly varying function at infinity and

$$
\begin{aligned}
\forall t>0, \bar{F}_{Y}\left(U_{Y}\left(\infty \mid x^{\prime}\right)-t^{-1} \mid x^{\prime}\right) & =t^{1 / \gamma_{Y}\left(x^{\prime}\right)} L_{\bar{F}_{Y}}\left(t \mid x^{\prime}\right) \\
\text { and } \bar{F}_{C}\left(U_{C}\left(\infty \mid x^{\prime}\right)-t^{-1} \mid x^{\prime}\right) & =t^{1 / \gamma_{C}\left(x^{\prime}\right)} L_{\bar{F}_{C}}\left(t \mid x^{\prime}\right)
\end{aligned}
$$

where $L_{\bar{F}_{Y}}\left(\cdot \mid x^{\prime}\right)$ and $L_{\bar{F}_{C}}\left(\cdot \mid x^{\prime}\right)$ are continuously derivable slowly varying functions at infinity. In particular, if

$$
\begin{aligned}
b_{Y}\left(t \mid x^{\prime}\right) & = \begin{cases}t \frac{L_{\bar{F}_{Y}}^{\prime}\left(t \mid x^{\prime}\right)}{L_{\bar{F}_{Y}}\left(t \mid x^{\prime}\right)} & \text { if } L_{\bar{F}_{Y}}\left(t \mid x^{\prime}\right)>0 \\
0 & \text { otherwise }\end{cases} \\
\text { and } b_{C}\left(t \mid x^{\prime}\right) & = \begin{cases}t \frac{L_{\bar{F}_{C}}^{\prime}\left(t \mid x^{\prime}\right)}{L_{\bar{F}_{C}}\left(t \mid x^{\prime}\right)} & \text { if } L_{\bar{F}_{C}}\left(t \mid x^{\prime}\right)>0 \\
0 & \text { otherwise, }\end{cases}
\end{aligned}
$$

since $U_{T}\left(\infty \mid x^{\prime}\right)=U_{Y}\left(\infty \mid x^{\prime}\right)=U_{C}\left(\infty \mid x^{\prime}\right)$ for every $x^{\prime} \in B(x, h)$, one may write

$$
\begin{aligned}
\forall t \in\left(0, U_{T}\left(\infty \mid x^{\prime}\right)\right), f_{Y}\left(t \mid x^{\prime}\right) & =\left[-\frac{1}{\gamma_{Y}\left(x^{\prime}\right)}-b_{Y}\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right)\right] \frac{\bar{F}_{Y}\left(t \mid x^{\prime}\right)}{U_{T}\left(\infty \mid x^{\prime}\right)-t} \\
\text { and } f_{C}\left(t \mid x^{\prime}\right) & =\left[-\frac{1}{\gamma_{C}\left(x^{\prime}\right)}-b_{C}\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right)\right] \frac{\bar{F}_{C}\left(t \mid x^{\prime}\right)}{U_{T}\left(\infty \mid x^{\prime}\right)-t} .
\end{aligned}
$$

In this framework, it is possible to reformulate the hypotheses in our main results in a more convenient fashion: let $K_{x, \eta}:=\left[n_{x} /(1+\eta) k_{x}, n_{x}^{1+\eta}\right]$ and assume that for some $\alpha \in(0,1)$

$$
\begin{align*}
\sup _{x^{\prime} \in B(x, h)}\left|\gamma_{Y}\left(x^{\prime}\right)-\gamma_{Y}(x)\right| \vee\left|\gamma_{C}\left(x^{\prime}\right)-\gamma_{C}(x)\right| & =\mathrm{O}\left(h^{\alpha}\right)  \tag{4}\\
\text { and } \sup _{z \in K_{x, \eta}} \sup _{x^{\prime} \in B(x, h)} \frac{1}{\log z}\left|\log \frac{L_{U_{T}}\left(z \mid x^{\prime}\right)}{L_{U_{T}}(z \mid x)}\right| & =\mathrm{O}\left(h^{\alpha}\right) \tag{5}
\end{align*}
$$

where we denote by $s \vee t$ the maximum of two real numbers $s$ and $t$. Then in case 1 , if $h^{\alpha} \log n_{x} \rightarrow 0$ as $n \rightarrow \infty$, one has

$$
\begin{equation*}
\frac{U_{T}\left(n_{x} / k_{x} \mid x\right)}{a_{T}\left(n_{x} / k_{x} \mid x\right)} \omega\left(\log U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right)=\mathrm{O}\left(h^{\alpha} \log n_{x}\right) \tag{6}
\end{equation*}
$$

see the discussion below Proposition 1 in [16]. In case 2, if the conditional right endpoint $U_{T}(\infty \mid \cdot)$ is such that

$$
\begin{equation*}
\sup _{x^{\prime} \in B(x, h)}\left|U_{T}\left(\infty \mid x^{\prime}\right)-U_{T}(\infty \mid x)\right|=\mathrm{O}\left(h^{\beta}\right) \tag{7}
\end{equation*}
$$

with $\beta \in(0,1]$, then if

$$
\begin{equation*}
h^{\alpha} \log n_{x} \rightarrow 0 \text { and } \frac{\left(n_{x} / k_{x}\right)^{-\gamma_{T}(x)}}{L_{U_{T}}\left(n_{x} / k_{x} \mid x\right)} h^{\beta} \rightarrow 0 \text { as } n \rightarrow \infty \tag{8}
\end{equation*}
$$

one has

$$
\begin{equation*}
\frac{U_{T}\left(n_{x} / k_{x} \mid x\right)}{a_{T}\left(n_{x} / k_{x} \mid x\right)} \omega\left(\log U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right)=\mathrm{O}\left(h^{\alpha} \log n_{x} \vee \frac{\left(n_{x} / k_{x}\right)^{-\gamma_{T}(x)}}{L_{U_{T}}\left(n_{x} / k_{x} \mid x\right)} h^{\beta}\right) \tag{9}
\end{equation*}
$$

see again the discussion below Proposition 1 in [16].

The next result gives an analogue of these estimations when considering hypothesis (3).

Proposition 1. Assume that conditions $\left(M_{1}\right),(\mathcal{H}),\left(A_{1}\right),\left(A_{2}\right),\left(A_{3}\right),\left(A_{4}\right)$ hold and that for some $\alpha \in(0,1)$ and $\eta>0$, conditions (4) and (5) are satisfied.

1. In case 1 above assume that for $x^{\prime}$ close enough to $x,\left|b_{Y}\left(\cdot \mid x^{\prime}\right)\right|,\left|b_{C}\left(\cdot \mid x^{\prime}\right)\right|$ are regularly varying functions at infinity with respective indices $\rho_{Y}\left(x^{\prime}\right) / \gamma_{Y}\left(x^{\prime}\right), \rho_{C}\left(x^{\prime}\right) / \gamma_{C}\left(x^{\prime}\right)$, that is

$$
\begin{equation*}
\left|b_{Y}\left(t \mid x^{\prime}\right)\right|=t^{\rho_{Y}\left(x^{\prime}\right) / \gamma_{Y}\left(x^{\prime}\right)} L_{b_{Y}}\left(t \mid x^{\prime}\right) \quad \text { and } \quad\left|b_{C}\left(t \mid x^{\prime}\right)\right|=t^{\rho_{C}\left(x^{\prime}\right) / \gamma_{C}\left(x^{\prime}\right)} L_{b_{C}}\left(t \mid x^{\prime}\right) \tag{10}
\end{equation*}
$$

with the so-called conditional second-order parameters $\rho_{Y}, \rho_{C}$ and the slowly varying functions $L_{b_{Y}}\left(\cdot \mid x^{\prime}\right), L_{b_{C}}\left(\cdot \mid x^{\prime}\right)$ satisfying, for some $\eta>0$,

$$
\begin{align*}
\sup _{x^{\prime} \in B(x, h)}\left|\rho_{Y}\left(x^{\prime}\right)-\rho_{Y}(x)\right| \vee\left|\rho_{C}\left(x^{\prime}\right)-\rho_{C}(x)\right| & =\mathrm{O}\left(h^{\alpha}\right)  \tag{11}\\
\sup _{t \in U_{T}}\left(K_{x, \eta} \mid x\right) & \sup _{x^{\prime} \in B(x, h)} \frac{1}{\log t}\left[\left|\log \frac{L_{b_{Y}}\left(t \mid x^{\prime}\right)}{L_{b_{Y}}(t \mid x)}\right| \vee\left|\log \frac{L_{b_{C}}\left(t \mid x^{\prime}\right)}{L_{b_{C}}(t \mid x)}\right|\right] \tag{12}
\end{align*}=\mathrm{O}\left(h^{\alpha}\right)
$$

where $U_{T}\left(K_{x, \eta} \mid x\right)$ is the image of the interval $K_{x, \eta}$ by the function $U_{T}(\cdot \mid x)$. If $\rho_{Y}(x)$ and $\rho_{C}(x)$ are negative, $h^{\alpha} \log n_{x} \rightarrow 0$ and the sequence

$$
\delta_{n}:=\left|b_{Y}\left(U_{T}\left(n_{x} / k_{x} \mid x\right) \mid x\right)\right| \vee\left|b_{C}\left(U_{T}\left(n_{x} / k_{x} \mid x\right) \mid x\right)\right|
$$

converges to 0 then, for $\eta>0$ small enough, one has, as $n \rightarrow \infty$ :

$$
\omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right)=\mathrm{O}\left(h^{\alpha} \log n_{x} \vee \delta_{n}\right)
$$

2. In case 2 above, assume that conditions (7) and (8) are satisfied. Assume moreover that for $x^{\prime}$ close enough to $x,\left|b_{Y}\left(\cdot \mid x^{\prime}\right)\right|$ and $\left|b_{C}\left(\cdot \mid x^{\prime}\right)\right|$ are regularly varying functions at infinity with respective indices $-\rho_{Y}\left(x^{\prime}\right) / \gamma_{Y}\left(x^{\prime}\right)$ and $-\rho_{C}\left(x^{\prime}\right) / \gamma_{C}\left(x^{\prime}\right)$, namely

$$
\begin{equation*}
\left|b_{Y}\left(t \mid x^{\prime}\right)\right|=t^{-\rho_{Y}\left(x^{\prime}\right) / \gamma_{Y}\left(x^{\prime}\right)} L_{b_{Y}}\left(t \mid x^{\prime}\right) \quad \text { and } \quad\left|b_{C}\left(t \mid x^{\prime}\right)\right|=t^{-\rho_{C}\left(x^{\prime}\right) / \gamma_{C}\left(x^{\prime}\right)} L_{b_{C}}\left(t \mid x^{\prime}\right) \tag{13}
\end{equation*}
$$

with the conditional second-order parameters $\rho_{Y}, \rho_{C}$ satisfying (11) and the slowly varying functions $L_{b_{Y}}\left(\cdot \mid x^{\prime}\right), L_{b_{C}}\left(\cdot \mid x^{\prime}\right)$ being such that for some $\eta \in(0,1)$

$$
\begin{equation*}
\sup _{t \in J_{x, \eta}} \sup _{x^{\prime} \in B(x, h)} \frac{1}{\log t}\left[\left|\log \frac{L_{b_{Y}}\left(t \mid x^{\prime}\right)}{L_{b_{Y}}(t \mid x)}\right| \vee\left|\log \frac{L_{b_{C}}\left(t \mid x^{\prime}\right)}{L_{b_{C}}(t \mid x)}\right|\right]=\mathrm{O}\left(h^{\alpha}\right) \tag{14}
\end{equation*}
$$

where $J_{x, \eta}:=\left[(1-\eta)\left[U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right]^{-1}, \infty\right)$. If $\rho_{Y}(x)$ and $\rho_{C}(x)$ are negative and the sequence

$$
\delta_{n}:=\left|b_{Y}\left(\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)^{-1} \mid x\right)\right| \vee\left|b_{C}\left(\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)^{-1} \mid x\right)\right|
$$

converges to 0 then one has, as $n \rightarrow \infty$ :

$$
\omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right)=\mathrm{O}\left(h^{\alpha} \log n_{x} \vee \delta_{n}\right)
$$

This result relates hypothesis (3) in Theorem 1 to the various functions involved in the usual parametrization of the problem. It shall allow us to recover the optimal rate of convergence of the estimator, see Theorem 2 and the developments below for details.

### 4.2 Asymptotic normality

To prove a pointwise asymptotic normality result for our estimator, we need to introduce a second-order condition on the function $U_{T}(\cdot \mid x)$ :
$\left(M_{2}\right)$ Conditions $\left(M_{1}\right)$ and $(\mathcal{H})$ hold and for every $x \in E$, there exist a real number $\rho_{T}(x) \leq 0$ and a function $A_{T}(\cdot \mid x)$ of constant sign converging to 0 at infinity such that the function $U_{T}(\cdot \mid x)$ satisfies

$$
\forall z>0, \lim _{t \rightarrow \infty} \frac{1}{A_{T}(t \mid x)}\left[\frac{U_{T}(t z \mid x)-U_{T}(t \mid x)}{a_{T}(t \mid x)}-\frac{z^{\gamma_{T}(x)}-1}{\gamma_{T}(x)}\right]=H_{\gamma_{T}(x), \rho_{T}(x)}(z)
$$

where

$$
H_{\gamma_{T}(x), \rho_{T}(x)}(z)=\int_{1}^{z} r^{\gamma_{T}(x)-1}\left[\int_{1}^{r} s^{\rho_{T}(x)-1} d s\right] d r .
$$

Hypothesis $\left(M_{2}\right)$ is the conditional analogue of a classical second-order condition, see for instance Definition 2.3.1 and Corollary 2.3.4 in [14], pp.44-45: the parameter $\rho_{T}(x)$ is the so-called second-order parameter of $T$ given $X=x$. Note that Theorem 2.3.3 in [14], p. 44 shows that the function $\left|A_{T}(\cdot \mid x)\right|$ is regularly varying at infinity with index $\rho_{T}(x)$. Moreover, as shown in Lemma B.3.16 p. 397 therein, if $\left(M_{2}\right)$ holds with $\gamma_{T}(x) \neq \rho_{T}(x)$ and $\rho_{T}(x)<0$ if $\gamma_{T}(x)>0$, then defining $q_{T}(\cdot \mid x)=a_{T}(\cdot \mid x) / U_{T}(\cdot \mid x)$, a second-order condition also holds for the function $\log U_{T}(\cdot \mid x)$, namely

$$
\forall z>0, \lim _{t \rightarrow \infty} \frac{1}{Q_{T}(t \mid x)}\left[\frac{\log U_{T}(t z \mid x)-\log U_{T}(t \mid x)}{q_{T}(t \mid x)}-\frac{z^{\gamma_{T,-}(x)}-1}{\gamma_{T,-}(x)}\right]=H_{\gamma_{T,-}(x), \rho_{T}^{\prime}(x)}(z)
$$

with $\gamma_{T,-}(x)=\left(-\gamma_{T}(x)\right) \vee 0$,

$$
\rho_{T}^{\prime}(x)= \begin{cases}\rho_{T}(x) & \text { if } \gamma_{T}(x)<\rho_{T}(x) \leq 0 \\ \gamma_{T}(x) & \text { if } \rho_{T}(x)<\gamma_{T}(x) \leq 0 \\ -\gamma_{T}(x) & \text { if } 0<\gamma_{T}(x)<-\rho_{T}(x) \text { and } \ell_{T}(x) \neq 0 \\ \rho_{T}(x) & \text { if }\left(0<\gamma_{T}(x)<-\rho_{T}(x) \text { and } \ell_{T}(x)=0\right) \text { or } 0<-\rho_{T}(x) \leq \gamma_{T}(x)\end{cases}
$$

where we have defined

$$
\ell_{T}(x)=\lim _{t \rightarrow \infty}\left(U_{T}(t \mid x)-\frac{a_{T}(t \mid x)}{\gamma_{T}(x)}\right)
$$

and $Q_{T}(\cdot \mid x)$ has ultimately constant sign, converges to 0 at infinity and is such that $\left|Q_{T}(\cdot \mid x)\right|$ is regularly varying at infinity with index $\rho_{T}^{\prime}(x)$. Note that Lemma B.3.16 in [14], p. 397 entails that one can choose

$$
Q_{T}(t \mid x)= \begin{cases}A_{T}(t \mid x) & \text { if } \quad \gamma_{T}(x)<\rho_{T}(x) \leq 0 \\ & \text { if } \quad \rho_{T}(x)<\gamma_{T}(x) \leq 0 \\ \gamma_{T,+}(x)-\frac{a_{T}(t \mid x)}{U_{T}(t \mid x)} & \text { or } 0<\gamma_{T}(x)<-\rho_{T}(x) \text { and } \ell_{T}(x) \neq 0 \\ & \text { or } 0<\gamma_{T}(x)=-\rho_{T}(x) \\ \frac{\rho_{T}(x)}{\gamma_{T}(x)+\rho_{T}(x)} A_{T}(t \mid x) & \text { if } 0<\gamma_{T}(x)<-\rho_{T}(x) \text { and } \ell_{T}(x)=0 \\ & \text { or } 0<-\rho_{T}(x)<\gamma_{T}(x)\end{cases}
$$

with $\gamma_{T,+}(x)=\gamma_{T}(x) \vee 0$. Besides, if $\gamma_{T}(x)>0$ and $\rho_{T}(x)=0$, then one has

$$
\forall z>0, \lim _{t \rightarrow \infty} \frac{1}{Q_{T}(t \mid x)}\left[\frac{\log U_{T}(t z \mid x)-\log U_{T}(t \mid x)}{q_{T}(t \mid x)}-\log z\right]=0
$$

for every function $Q_{T}(\cdot \mid x)$ such that $A_{T}(t \mid x)=\mathrm{O}\left(Q_{T}(t \mid x)\right)$ as $t \rightarrow \infty$; especially, we can take $Q_{T}(\cdot \mid x)=A_{T}(\cdot \mid x)$ in this case.

We can now state the asymptotic normality of our estimator.
Theorem 2. Assume that $\left(M_{2}\right)$ holds. For some $x \in E$, assume that $n_{x} \rightarrow \infty, k_{x} \rightarrow \infty$, $k_{x} / n_{x} \rightarrow 0, \sqrt{k_{x}} Q_{T}\left(n_{x} / k_{x} \mid x\right) \rightarrow 0$ and for some $\eta>0$

$$
\begin{align*}
\sqrt{k_{x}} \frac{U_{T}\left(n_{x} / k_{x} \mid x\right)}{a_{T}\left(n_{x} / k_{x} \mid x\right)} \omega\left(\log U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) & \rightarrow 0 \text { as } n \rightarrow \infty  \tag{15}\\
\text { and } \sqrt{k_{x}} \omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) & \rightarrow 0 \text { as } n \rightarrow \infty . \tag{16}
\end{align*}
$$

Then if $\gamma_{T}(x) \neq \rho_{T}(x)$, it holds that

$$
\sqrt{k_{x}}\left[\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)-\gamma_{Y}(x)\right] \xrightarrow{d} \mathcal{N}\left(0, \frac{1}{p^{2}(x)}\left[V\left(\gamma_{T}(x)\right)+\frac{\gamma_{T}^{2}(x)}{p(x)}(1-p(x))\right]\right)
$$

where we have set

$$
V\left(\gamma_{T}(x)\right)= \begin{cases}\gamma_{T}^{2}(x)+1 & \text { if } \gamma_{T}(x) \geq 0 \\ \frac{\left(1-\gamma_{T}(x)\right)^{2}\left(1-2 \gamma_{T}(x)\right)\left(1-\gamma_{T}(x)+6 \gamma_{T}^{2}(x)\right)}{\left(1-3 \gamma_{T}(x)\right)\left(1-4 \gamma_{T}(x)\right)} & \text { if } \gamma_{T}(x)<0\end{cases}
$$

Theorem 2 is the conditional analogue of the asymptotic normality result stated in [8]. In particular, the asymptotic variance of our estimator is similar to the one obtained when there is no covariate. Besides, condition $\sqrt{k_{x}} Q_{T}\left(n_{x} / k_{x} \mid x\right) \rightarrow 0$ as $n \rightarrow \infty$ in Theorem 2 is a standard condition needed to control the bias of the estimator.

We conclude this paragraph by showing how Theorem 2 can be used to obtain optimal rates of convergence for our estimator. We assume that $E=\mathbb{R}^{d}, d \geq 1$ is equipped with the standard Euclidean distance and that $X$ has a probability density function $f$ on $\mathbb{R}^{d}$ which is continuous on its support $S$, assumed to have nonempty interior. If $x$ is a point lying in the interior of $S$ which is such that $f(x)>0$, it is straightforward to show that $\left(A_{3}\right)$ holds and that

$$
n_{x}=n \int_{B(x, h)} f(u) d u=n h^{d} \mathcal{V} f(x)(1+\mathrm{o}(1)) \text { as } n \rightarrow \infty
$$

with $\mathcal{V}$ being the volume of the unit ball in $\mathbb{R}^{d}$. Set $k=k_{x} /\left(h^{d} \mathcal{V} f(x)\right)$; it is then clear that $k_{x}=k h^{d} \mathcal{V} f(x)$ and that hypotheses $n_{x} \rightarrow \infty, k_{x} \rightarrow \infty$ and $k_{x} / n_{x} \rightarrow 0$ as $n \rightarrow \infty$ are equivalent to $k h^{d} \rightarrow \infty$ and $k / n \rightarrow 0$ as $n \rightarrow \infty$. If $k$ and $h$ have respective order $n^{a}$ and $n^{-b}$, with $a, b>0$, the rate of convergence of the estimator $\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)$ to $\gamma_{Y}(x)$ is then $n^{(a-b d) / 2}$. Under the hypotheses of Theorem 2, provided that $\left(A_{1}\right),\left(A_{2}\right)$ and $\left(A_{4}\right)$ hold, one can find the optimal values for $a$ and $b$ in the Fréchet and Weibull domains of attraction:

- If $\gamma_{Y}(x)>0$ and $\gamma_{C}(x)>0$, then under the Hölder conditions (4) and (5), hypothesis (15) shall be satisfied if $\sqrt{k h^{d}} h^{\alpha} \log \left(n h^{d}\right) \rightarrow 0$ as $n \rightarrow \infty$. Besides, under assumption (10) and the Hölder conditions (11) and (12), Proposition 1 gives that hypothesis (16) is implied by

$$
\sqrt{k_{x}}\left[\left|b_{Y}\left(U_{T}\left(n_{x} / k_{x} \mid x\right) \mid x\right)\right| \vee\left|b_{C}\left(U_{T}\left(n_{x} / k_{x} \mid x\right) \mid x\right)\right|\right] \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

or, equivalently,

$$
\begin{aligned}
\sqrt{k h^{d}}\left(\frac{n}{k}\right)^{\gamma_{C}(x) \rho_{Y}(x) /\left(\gamma_{Y}(x)+\gamma_{C}(x)\right)} \mathcal{L}_{Y}(n / k \mid x) & \rightarrow 0 \\
\text { and } \sqrt{k h^{d}}\left(\frac{n}{k}\right)^{\gamma_{Y}(x) \rho_{C}(x) /\left(\gamma_{Y}(x)+\gamma_{C}(x)\right)} \mathcal{L}_{C}(n / k \mid x) & \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, where $\mathcal{L}_{C}(\cdot \mid x)$ and $\mathcal{L}_{Y}(\cdot \mid x)$ are slowly varying functions at infinity. Recalling
the bias condition $\sqrt{k h^{d}} Q_{T}(n / k \mid x) \rightarrow 0$ as $n \rightarrow \infty$ and letting

$$
\rho_{T}^{\prime \prime}(x)= \begin{cases}\rho_{T}^{\prime}(x) & \text { if } \rho_{T}(x)<0 \\ 0 & \text { if } \rho_{T}(x)=0\end{cases}
$$

the problem is thus to maximize the quantity $a-b d$ under the constraints $a \in(0,1)$, $a-b d \geq 0$,

$$
\begin{aligned}
a-b(d+2 \alpha) & \leq 0 \\
a-b d+2(1-a) \frac{\gamma_{C}(x) \rho_{Y}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)} & \leq 0 \\
a-b d+2(1-a) \frac{\gamma_{Y}(x) \rho_{C}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)} & \leq 0 \\
\text { and } a-b d+2(1-a) \rho_{T}^{\prime \prime}(x) & \leq 0
\end{aligned}
$$

Setting

$$
\rho(x):=\max \left(\rho_{T}^{\prime \prime}(x), \frac{\gamma_{C}(x) \rho_{Y}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)}, \frac{\gamma_{Y}(x) \rho_{C}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)}\right) \leq 0
$$

the constraints become $a \in(0,1), a-b d \geq 0$,

$$
a-b(d+2 \alpha) \leq 0 \quad \text { and } \quad a-b d+2(1-a) \rho(x) \leq 0
$$

The solution of this problem is

$$
a^{*}=\frac{-(d+2 \alpha) \rho(x)}{\alpha-(d+2 \alpha) \rho(x)} \text { and } b^{*}=\frac{-\rho(x)}{\alpha-(d+2 \alpha) \rho(x)}
$$

for which

$$
a^{*}-b^{*} d=\frac{-2 \alpha \rho(x)}{\alpha-(d+2 \alpha) \rho(x)} .
$$

The optimal convergence rate for our estimator in this case is therefore

$$
n^{\left(a^{*}-b^{*} d\right) / 2}=n^{-\alpha \rho(x) /(\alpha-(d+2 \alpha) \rho(x))} .
$$

- If $\gamma_{Y}(x)<0$ and $\gamma_{C}(x)<0$, then under the Hölder conditions (4), (5) and (7), hypothesis (15) shall be satisfied if (see (8))

$$
\sqrt{k h^{d}} h^{\alpha} \log \left(n h^{d}\right) \rightarrow 0 \text { and } \sqrt{k h^{d}} \frac{(n / k)^{-\gamma_{T}(x)}}{L_{U_{T}}(n / k \mid x)} h^{\beta} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Besides, under assumption (13) and the Hölder conditions (11) and (14), Proposition 1 gives that hypothesis (16) is implied by

$$
\sqrt{k_{x}}\left[\left|b_{Y}\left(\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)^{-1} \mid x\right)\right| \vee\left|b_{C}\left(\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)^{-1} \mid x\right)\right|\right] \rightarrow 0
$$

or, equivalently,

$$
\begin{aligned}
\sqrt{k h^{d}}\left(\frac{n}{k}\right)^{\gamma_{C}(x) \rho_{Y}(x) /\left(\gamma_{Y}(x)+\gamma_{C}(x)\right)} \mathcal{L}_{Y}(n / k \mid x) & \rightarrow 0 \\
\text { and } \sqrt{k h^{d}}\left(\frac{n}{k}\right)^{\gamma_{Y}(x) \rho_{C}(x) /\left(\gamma_{Y}(x)+\gamma_{C}(x)\right)} \mathcal{L}_{C}(n / k \mid x) & \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, where $\mathcal{L}_{C}(\cdot \mid x)$ and $\mathcal{L}_{Y}(\cdot \mid x)$ are slowly varying functions at infinity. Recalling the bias condition $\sqrt{k h^{d}} Q_{T}(n / k \mid x) \rightarrow 0$ as $n \rightarrow \infty$, the problem thus consists in maximizing the quantity $a-b d$ under the constraints $a \in(0,1), a-b d \geq 0$,

$$
\begin{aligned}
a-b(d+2 \alpha) & \leq 0, \\
a-2(1-a) \gamma_{T}(x)-b(d+2 \beta) & \leq 0, \\
a-b d+2(1-a) \frac{\gamma_{C}(x) \rho_{Y}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)} & \leq 0, \\
a-b d+2(1-a) \frac{\gamma_{Y}(x) \rho_{C}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)} & \leq 0 \\
\text { and } a-b d+2(1-a) \rho_{T}^{\prime}(x) & \leq 0 .
\end{aligned}
$$

Assume now that the functions $\gamma_{Y}$ and $\gamma_{C}$ are at least as regular as $U_{T}(\infty \mid \cdot)$, namely that $\beta \leq \alpha$. In this case, since $\gamma_{T}(x)<0$, the constraints reduce to $a \in(0,1), a-b d \geq 0$,

$$
\begin{aligned}
a-b d+2(1-a) \rho(x) & \leq 0 \\
\text { and } a-2(1-a) \gamma_{T}(x)-b(d+2 \beta) & \leq 0
\end{aligned}
$$

where

$$
\rho(x):=\max \left(\rho_{T}^{\prime}(x), \frac{\gamma_{C}(x) \rho_{Y}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)}, \frac{\gamma_{Y}(x) \rho_{C}(x)}{\gamma_{Y}(x)+\gamma_{C}(x)}\right) \leq 0 .
$$

The solution of this problem is

$$
a^{*}=\frac{-(d+2 \beta) \rho(x)-d \gamma_{T}(x)}{\beta-(d+2 \beta) \rho(x)-d \gamma_{T}(x)} \text { and } b^{*}=\frac{-\rho(x)-\gamma_{T}(x)}{\beta-(d+2 \beta) \rho(x)-d \gamma_{T}(x)}
$$

for which

$$
a^{*}-b^{*} d=\frac{-2 \beta \rho(x)}{\beta-(d+2 \beta) \rho(x)-d \gamma_{T}(x)}
$$

The optimal convergence rate for our estimator in this case is then

$$
n^{\left(a^{*}-b^{*} d\right) / 2}=n^{-\beta \rho(x) /\left(\beta-(d+2 \beta) \rho(x)-d \gamma_{T}(x)\right)} .
$$

## 5 Simulation study

In this paragraph, we carry out a simulation study to get a grasp of how our estimator behaves in a finite sample situation. We consider the case $E=\mathbb{R}$ equipped with the standard Euclidean norm and a covariate $X$ which is uniformly distributed on $[0,1] \subset E$. Moreover, we let $\gamma_{Y}:[0,1] \rightarrow \mathbb{R}$ and $\gamma_{C}:[0,1] \rightarrow \mathbb{R}$ be the positive functions defined by

$$
\forall x \in[0,1], \gamma_{Y}(x)=\frac{2}{3}+\frac{1}{6} \sin (2 \pi x) \text { and } \gamma_{C}(x)=5+\frac{1}{3} \sin (2 \pi x)
$$

We consider three different models for the distribution of $(Y, C)$ given $X=x$ :

- the first model is

$$
\forall t>0, \bar{F}_{Y}(t \mid x)=\left(1+t^{-\rho / \gamma_{Y}(x)}\right)^{1 / \rho} \text { and } \bar{F}_{C}(t \mid x)=\left(1+t^{-\rho / \gamma_{C}(x)}\right)^{1 / \rho}
$$

where the parameter $\rho$ is chosen to be independent of $x$, in the set $\{-1.5,-1,-0.5\}$. In particular, $Y$ and $C$ given $X=x$ are Burr type XII distributed. In this case, $\bar{F}_{Y}(\cdot \mid x)$ and $\bar{F}_{C}(\cdot \mid x)$ both belong to the Fréchet MDA for every $x \in[0,1]$ with related conditional extreme-value indices $\gamma_{Y}(x)$ and $\gamma_{C}(x)$. Finally, the conditional percentage $p$ of censoring in the right tail is such that $0.86 \leq p(x) \leq 0.91$ for all $x \in[0,1]$;

- the second model is

$$
\begin{aligned}
\forall t \in[0, g(x)], \bar{F}_{Y}(t \mid x) & =\frac{\Gamma\left(2 / \gamma_{Y}(x)\right)}{\Gamma^{2}\left(1 / \gamma_{Y}(x)\right)} \int_{t / g(x)}^{1} v^{1 / \gamma_{Y}(x)-1}(1-v)^{1 / \gamma_{Y}(x)-1} d v \\
\text { and } \bar{F}_{C}(t \mid x) & =\frac{\Gamma\left(2 / \gamma_{C}(x)\right)}{\Gamma^{2}\left(1 / \gamma_{C}(x)\right)} \int_{t / g(x)}^{1} v^{1 / \gamma_{C}(x)-1}(1-v)^{1 / \gamma_{C}(x)-1} d v
\end{aligned}
$$

where $\Gamma:(0, \infty) \rightarrow \mathbb{R}$ is Euler's Gamma function, defined by

$$
\forall z>0, \Gamma(z)=\int_{0}^{\infty} e^{-t} t^{z-1} d t
$$

and the conditional right endpoint function $g$ is defined by

$$
\forall x \in[0,1], g(x)=1-c+8 c x(1-x)
$$

with the constant $c>0$ lying in the set $\{0.1,0.2,0.3\}$. Here, given $X=x, Y / g(x)$ is a $\operatorname{Beta}\left(1 / \gamma_{Y}(x), 1 / \gamma_{Y}(x)\right)$ random variable and $C / g(x)$ is a $\operatorname{Beta}\left(1 / \gamma_{C}(x), 1 / \gamma_{C}(x)\right)$ random variable. Especially, $Y$ and $C$ given $X=x$ belong to the Weibull MDA, with common conditional right endpoint $g(x)$, respective conditional extreme-value indices $-\gamma_{Y}(x)$ and $-\gamma_{C}(x)$, and the conditional percentage $p$ of censoring in the right tail being once again such that $0.86 \leq p(x) \leq 0.91$ for all $x \in[0,1]$;

- the third model is

$$
\forall t>0, \bar{F}_{Y}(t \mid x)=\bar{F}_{C}(t \mid x)=\frac{2}{1+\exp (q(x) t)}
$$

where $q$ is the function defined by

$$
\forall x \in[0,1], q(x)=1+\frac{1}{2} \sin (2 \pi x)
$$

In this model, $q(x) Y$ and $q(x) C$ given $X=x$ have a common logistic distribution, which is an example of distribution belonging to the Gumbel MDA. Note that in this case, the function $p$ is constant equal to $1 / 2$.

Our goal in this study is to estimate the conditional extreme-value index $\gamma_{Y}$ on a grid of points $\left\{x_{1}, \ldots, x_{M}\right\}$ of $[0,1]$. To this aim, two parameters have to be chosen: the bandwidth $h$ and the number of log-spacings $k_{x}$. We adapt a selection procedure that was introduced in [11]:

1) For every bandwidth $h$ in a grid $\left\{h_{1}, \ldots, h_{P}\right\}$ of possible values of $h$, we make a preliminary choice of $k_{x}$. Let $\widehat{\gamma}_{i, j}(k)=\widehat{\gamma}_{Y, n}\left(x_{i}, k, h_{j}\right)$ and $\lfloor\cdot\rfloor$ denote the floor function: for each $i \in\{1, \ldots, M\}, j \in\{1, \ldots, P\}$ and $k \in\left\{q_{i, j}+1, \ldots, N_{n}\left(x_{i}, h_{j}\right)-q_{i, j}\right\}$, where $q_{i, j}=$ $\left\lfloor N_{n}\left(x_{i}, h_{j}\right) / 10\right\rfloor \vee 1$, we introduce the set $E_{i, j, k}=\left\{\widehat{\gamma}_{i, j}(\ell), \ell \in\left\{k-q_{i, j}, \ldots, k+q_{i, j}\right\}\right\}$. We compute the standard deviation $\Sigma_{i, j}(k)$ of the set $E_{i, j, k}$ for every possible value of $k$ and we record the number $K_{i, j}$ for which this standard deviation reaches its first local
minimum which is less than its average value. Namely, $K_{i, j}=q_{i, j}+1$ if $\Sigma_{i, j}$ is increasing, $K_{i, j}=N_{n}\left(x_{i}, h_{j}\right)-q_{i, j}$ if $\Sigma_{i, j}$ is decreasing and

$$
\begin{aligned}
K_{i, j}= & \min \left\{k \text { such that } \Sigma_{i, j}(k) \leq \Sigma_{i, j}(k-1) \wedge \Sigma_{i, j}(k+1)\right. \\
& \text { and } \left.\Sigma_{i, j}(k) \leq \frac{1}{N_{n}\left(x_{i}, h_{j}\right)-2 q_{i, j}} \sum_{l=q_{i, j}+1}^{N_{n}\left(x_{i}, h_{j}\right)-q_{i, j}} \Sigma_{i, j}(l)\right\}
\end{aligned}
$$

otherwise, where we extend $\Sigma_{i, j}$ by setting $\Sigma_{i, j}\left(q_{i, j}\right)=\Sigma_{i, j}\left(q_{i, j}+1\right)$ and $\Sigma_{i, j}\left(N_{n}\left(x_{i}, h_{j}\right)-\right.$ $\left.q_{i, j}+1\right)=\Sigma_{i, j}\left(N_{n}\left(x_{i}, h_{j}\right)-q_{i, j}\right)$. We then select the value $k_{i, j}$ such that $\widehat{\gamma}_{i, j}\left(k_{i, j}\right)$ is the median of the set $E_{i, j, K_{i, j}}$. The main idea of the first part of this procedure is that, for a given point $x_{i}$ and a given bandwidth $h_{j}$, the number of order statistics is chosen in the first reasonable region of stability of the Hill plot related to the function $k \mapsto \widehat{\gamma}_{Y, n}\left(x_{i}, k, h_{j}\right)$.
2) We now select the bandwidth $h$ : let $q^{\prime}$ be a positive integer such that $2 q^{\prime}+1<P$. For each $i \in\{1, \ldots, M\}$ and $j \in\left\{q^{\prime}+1, \ldots, P-q^{\prime}\right\}$, let $F_{i, j}=\left\{\widehat{\gamma}_{i, \ell}\left(k_{i, \ell}\right), \ell \in\left\{j-q^{\prime}, \ldots, j+q^{\prime}\right\}\right\}$ and compute the standard deviation $\sigma_{i}(j)$ of $F_{i, j}$. Our objective function is then the average of these quantities over the grid $\left\{x_{1}, \ldots, x_{M}\right\}$ :

$$
\bar{\sigma}(j)=\frac{1}{M} \sum_{i=1}^{M} \sigma_{i}(j) .
$$

We next record the integer $j^{*}$ such that $\bar{\sigma}\left(j^{*}\right)$ is the first local minimum of the application $j \mapsto \bar{\sigma}(j)$ which is less than the average value of $\bar{\sigma}$. In other words, $j^{*}=q^{\prime}+1$ if $\bar{\sigma}$ is increasing, $j^{*}=P-q^{\prime}$ if $\bar{\sigma}$ is decreasing and

$$
j^{*}=\min \left\{j \text { such that } \bar{\sigma}(j) \leq \bar{\sigma}(j-1) \wedge \bar{\sigma}(j+1) \text { and } \bar{\sigma}(j) \leq \frac{1}{P-2 q^{\prime}} \sum_{l=q^{\prime}+1}^{P-q^{\prime}} \bar{\sigma}(l)\right\}
$$

otherwise, where we extend $\bar{\sigma}$ by setting $\bar{\sigma}\left(q^{\prime}\right)=\bar{\sigma}\left(q^{\prime}+1\right)$ and $\bar{\sigma}\left(P-q^{\prime}+1\right)=\bar{\sigma}\left(P-q^{\prime}\right)$. The selected bandwidth is then independent of $x$ and is given by $h^{*}=h_{j^{*}}$. In doing so, we require that $h^{*}$ is not too large, to ensure that the computation of our estimator is carried out only using covariates which are close to $x$, and the estimation carried out for bandwidths in a neigborhood of $h^{*}$ is reasonably stable. The selected number of log-spacings is thus given, for $x=x_{i}$, by $k_{x_{i}}^{*}=k_{i, j^{*}}$.

This estimation procedure is carried out on $N=100$ independent samples of size $n=1000$. The conditional extreme-value index is estimated on a grid of $M=50$ evenly spaced points in $[0,1]$. Regarding the selection procedure, we test $P=25$ evenly spaced values of $h$ ranging from 0.05 to 0.25 and we set $q^{\prime}=1$.

We give in Table 1 the empirical mean squared errors (MSEs) of our estimator, averaged over the $M$ points of the grid, along with the minimal and maximal MSEs obtained. One can see that in the Fréchet MDA, the MSE of our estimator increases as $|\rho|$ approaches 0 : this is not surprising since $\rho$ is the conditional second-order parameter of $Y$ and $C$ given $X=x$ (see [1], p.93) which is known to play a major role in the performance of the estimators of the extreme-value index. Some illustrations are given in Figures 1-3, where the estimations corresponding to the median of the MSE are represented in each case for our estimator.

## 6 Real data example

In this section, we introduce a medical data set, provided by Dr P. J. Solomon and the Australian National Centre in HIV Epidemiology and Clinical Research; see Venables and Ripley [17] and the data set aids2, part of the package MASS in R. In the context of extreme value analysis, this data set was considered by [8]. The data set contains information collected after a follow-up study on 2843 patients diagnosed with AIDS before July 1st, 1991. Especially, for each patient, the data set gives his/her age at the time of diagnosis and, if the patient died before the end of the study, his/her date of death. There are only 89 female patients in this study, so we chose to retain the 2754 male patients of the data set. Our variable of interest is the survival time $Y$ of a patient, which is randomly right-censored, as is usually the case in such follow-up studies. The covariate we consider is the age of a patient at the time of diagnosis. A scatterplot of the data is given in Figure 4.

Our first goal is to provide an estimate of the conditional extreme-value index of $Y$ using our estimator. A look at the scatterplot shows that data for patients aged either less than 20 or more than 65 when diagnosed with AIDS is very scarce, so we focus on patients aged between
$x_{\min }=20$ and $x_{\max }=65$. We use the selection procedure detailed in Section 5: the bandwidth $h$ is chosen among $h_{1} \leq \cdots \leq h_{25}$ where the $h_{i}$ are evenly spaced and

$$
h_{1}=0.05\left(x_{\max }-x_{\min }\right) \text { and } h_{25}=0.25\left(x_{\max }-x_{\min }\right) .
$$

This leads us to choose $h^{*}=3.75$. The estimate of the conditional extreme-value index $\gamma_{Y}$ on 25 evenly spaced points in $\left[x_{\min }, x_{\max }\right]$ is represented on Figure 5.

This estimate is only a first step in the assessment of the tail heaviness of the conditional distribution of $Y$ given $X=x$, however. A further step is to estimate conditional extreme quantiles of this distribution, where we define the conditional quantile function $q_{Y}(\cdot \mid x)$ as the generalized inverse of $\bar{F}_{Y}(\cdot \mid x)$ :

$$
q_{Y}(\varepsilon \mid x)=\inf \left\{t \in \mathbb{R} \mid \bar{F}_{Y}(t \mid x) \leq \varepsilon\right\} .
$$

To this end, we propose an adaptation of the extreme quantile estimator of [8], which is itself an adaptation of the classical extreme quantile estimator, see for instance Theorem 4.3.1 in [14], p.134. We let $\hat{\bar{F}}_{Y, n}(\cdot, h \mid x)$ be the straightforward conditional adaptation of the Kaplan-Meier estimator for the csf of $Y$ given $X=x$ (see Beran [3]). Besides, given $N_{n}(x, h)=l$, we set for $k_{x} \in\{1, \ldots, l-1\}$

$$
\widehat{a}_{n}\left(x, k_{x}, h\right)=\mathcal{T}_{l-k_{x}, l} \frac{\widehat{\gamma}_{T, n,+}\left(x, k_{x}, h\right)\left(1-\widehat{\gamma}_{T, n,-}\left(x, k_{x}, h\right)\right)}{\widehat{p}_{n}\left(x, k_{x}, h\right)}
$$

and 0 otherwise. An estimator of the conditional extreme quantile $q_{Y}(\varepsilon \mid x)$, where $\varepsilon$ is a small positive number, is then

$$
\widehat{q}_{Y, n}\left(\varepsilon, x, k_{x}, h\right)=\mathcal{T}_{l-k_{x}, l}+\widehat{a}_{n}\left(x, k_{x}, h\right) D_{\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)}\left(\widehat{\bar{F}}_{Y, n}\left(\mathcal{T}_{l-k_{x}, l}, h \mid x\right) / \varepsilon\right)
$$

if $k_{x} \in\{1, \ldots, l-1\}$ and 0 otherwise, where the function $D$ was introduced in (1). In our case, we set $h=h^{*}$; for $x \in\left[x_{\min }, x_{\max }\right]$, the number of log-spacings $k_{x}$ is chosen by applying the first step of the selection procedure introduced in Section 5.

We give some results on Figure 6, where we represent estimates $x \mapsto \widehat{q}_{Y, n}\left(\varepsilon, x, k_{x}^{*}, h^{*}\right)$ of the extreme quantile curve for an exceedance level $\varepsilon \in\{0.01,0.005,0.002,0.001\}$. One can see on this figure that these estimates are fairly stable for patients aged between 20 and 53 years and
decrease sharply afterwards. This may be interpreted as a consequence of immunosenescence, namely the deterioration of the immune system as age increases. This phenomenon is of course especially critical in the case of AIDS, since HIV targets cells of the immune system. Besides, one can see that the estimate of the extreme quantile curve for $\varepsilon=0.001$ yields, in the range [20,53], survival times around 13 years and as high as 16 years. This is in line with Figure 1 (b) of [8], which does not consider any covariate information and gives a value of this extreme survival time between 15 and 17 years, while using a different estimator of the extreme value index.

## 7 Proofs

Before giving a proof of Theorem 1, we need some preliminary results. Lemma 1, which is essentially contained in [8], gives a useful representation of $p(x)$.

Lemma 1. Let $Y, C$ be two independent positive random variables having respective csfs $\bar{F}_{Y}$, $\bar{F}_{C}$, respective pdfs $f_{Y}, f_{C}$ and common right endpoint $U(\infty)=U_{Y}(\infty)=U_{C}(\infty)$. Define for $t>0$

$$
p(t)=\frac{d}{d t} \mathbb{P}(Y \leq C, Y \wedge C \leq t) / \frac{d}{d t} \mathbb{P}(Y \wedge C \leq t)
$$

whenever the denominator is nonzero, and $p:=\gamma_{C} /\left(\gamma_{Y}+\gamma_{C}\right)$ otherwise. Then one has

$$
p(t)=\frac{\bar{F}_{C}(t) f_{Y}(t)}{\bar{F}_{C}(t) f_{Y}(t)+\bar{F}_{Y}(t) f_{C}(t)}
$$

whenever the denominator is nonzero. In particular, $p(t) \leq 1$ for every $t>0$. If moreover $Y$ and $C$ belong respectively to $\mathcal{D}\left(G_{\gamma_{Y}}\right)$ and $\mathcal{D}\left(G_{\gamma_{C}}\right)$ and either

- $\gamma_{Y}>0$ and $\gamma_{C}>0$;
- $\gamma_{Y}<0, \gamma_{C}<0$ and $0<U(\infty)<\infty$,
then $p(t) \rightarrow p$ as $t \rightarrow U(\infty)$.
Lemma 2 is a partial generalization of Lemma 1 to the random covariate case.

Lemma 2. Assume that the functions $(x, t) \mapsto f_{Y}(t \mid x)$ and $(x, t) \mapsto f_{C}(t \mid x)$ are continuous on $E \times(0, \infty)$. Then given $X \in B(x, h), T$ has pdf

$$
f_{T, h}(t \mid x):=\mathbb{E}\left(\bar{F}_{C}(t \mid X) f_{Y}(t \mid X)+\bar{F}_{Y}(t \mid X) f_{C}(t \mid X) \mid X \in B(x, h)\right)
$$

and we have

$$
\forall t>0, p_{h}(t \mid x)=\frac{\mathbb{E}\left(\bar{F}_{C}(t \mid X) f_{Y}(t \mid X) \mid X \in B(x, h)\right)}{\mathbb{E}\left(\bar{F}_{C}(t \mid X) f_{Y}(t \mid X) \mid X \in B(x, h)\right)+\mathbb{E}\left(\bar{F}_{Y}(t \mid X) f_{C}(t \mid X) \mid X \in B(x, h)\right)}
$$

whenever the denominator is nonzero. In particular, $p_{h}(t \mid x) \leq 1$ for every $t>0$.
Proof of Lemma 2. Remark that

$$
F_{T, h}(t \mid x)=\mathbb{P}(Y \leq C, Y \leq t \mid X \in B(x, h))+\mathbb{P}(C \leq Y, C \leq t \mid X \in B(x, h)) .
$$

The independence of $Y$ and $C$ given $X$ and Tonelli's theorem yield

$$
\begin{align*}
\mathbb{P}(Y \leq C, Y \leq t \mid X \in B(x, h)) & =\mathbb{E}\left(\int_{0}^{t} \bar{F}_{C}(z \mid X) f_{Y}(z \mid X) d z \mid X \in B(x, h)\right) \\
& =\int_{0}^{t} \mathbb{E}\left(\bar{F}_{C}(z \mid X) f_{Y}(z \mid X) \mid X \in B(x, h)\right) d z  \tag{17}\\
\text { and } \mathbb{P}(C \leq Y, C \leq t \mid X \in B(x, h)) & =\mathbb{E}\left(\int_{0}^{t} \bar{F}_{Y}(z \mid X) f_{C}(z \mid X) d z \mid X \in B(x, h)\right) \\
& =\int_{0}^{t} \mathbb{E}\left(\bar{F}_{Y}(z \mid X) f_{C}(z \mid X) \mid X \in B(x, h)\right) d z .
\end{align*}
$$

The regularity hypotheses on $f_{Y}$ and $f_{C}$ make it clear that both of the above integrands are continuous as functions of $z$, so that $F_{T, h}(\cdot \mid x)$ has a continuous derivative which is

$$
\begin{equation*}
\frac{d}{d t} F_{T, h}(t \mid x)=\mathbb{E}\left(\bar{F}_{C}(t \mid X) f_{Y}(t \mid X)+\bar{F}_{Y}(t \mid X) f_{C}(t \mid X) \mid X \in B(x, h)\right)=f_{T, h}(t \mid x) \tag{18}
\end{equation*}
$$

This is the first desired result. Moreover,

$$
\mathbb{P}(\delta=1, T \leq t \mid X \in B(x, h))=\mathbb{P}(Y \leq C, Y \leq t \mid X \in B(x, h)) .
$$

From (17), we get

$$
\begin{equation*}
\frac{d}{d t} \mathbb{P}(\delta=1, T \leq t \mid X \in B(x, h))=\mathbb{E}\left(\bar{F}_{C}(t \mid X) f_{Y}(t \mid X) \mid X \in B(x, h)\right) \tag{19}
\end{equation*}
$$

Collecting (18) and (19) concludes the proof.

We then state a couple of useful technical results. The first one gives the conditional distribution of the random pairs $\left(\mathcal{T}_{i}, \Delta_{i}\right)$.

Lemma 3. Given $N_{n}(x, h)=l \geq 1$, the random pairs $\left(\mathcal{T}_{i}, \Delta_{i}\right), 1 \leq i \leq l$, are independent and identically distributed random variables whose common distribution is that of $(T, \delta)$ given $X \in B(x, h)$.

Proof of Lemma 3. The proof of this result is similar to that of Lemma 2 in [16]: if $\left(t_{1}, \ldots, t_{l}\right) \in \mathbb{R}^{l}$ and $\left(d_{1}, \ldots, d_{l}\right) \in\{0,1\}^{l}$, then since the random vectors $\left(X_{i}, T_{i}, \delta_{i}\right)$ have the same distribution, it holds that

$$
\begin{aligned}
\mathbb{P}\left(\bigcap_{i=1}^{l}\left\{\mathcal{T}_{i} \leq t_{i}, \Delta_{i}=d_{i}\right\}, N_{n}(x, h)=l\right) & =\binom{n}{l} \mathbb{P}\left(\bigcap_{i=1}^{l}\left\{T_{i} \leq t_{i}, \delta_{i}=d_{i}, X_{i} \in B(x, h)\right\}\right) \\
& \times \prod_{i=l+1}^{n} \mathbb{P}\left(X_{i} \notin B(x, h)\right)
\end{aligned}
$$

The independence of the random pairs $\left(X_{i}, T_{i}, \delta_{i}\right), i=1, \ldots, n$ entails that the above probability is

$$
\prod_{i=1}^{l} \mathbb{P}\left(T \leq t_{i}, \delta=d_{i} \mid X \in B(x, h)\right) \times\left[\binom{n}{l} \prod_{i=1}^{l} \mathbb{P}\left(X_{i} \in B(x, h)\right) \times \prod_{i=l+1}^{n} \mathbb{P}\left(X_{i} \notin B(x, h)\right)\right]
$$

Since $N_{n}(x, h)$ is a binomial random variable with parameters $n$ and $\mathbb{P}(X \in B(x, h))$, the result follows.

The next lemma, whose proof can be found in [16], is a pivotal technical tool for the proofs of Theorems 1 and 2.

Lemma 4. Let $\left(S_{n}\right)$ be a sequence of random variables. Assume that there exist a triangular array of events $\left(A_{i j}\right)_{0 \leq j \leq i}$ and a sequence of non-empty sets $\left(I_{n}\right)$ contained in $\{1, \ldots, n\}$ such that

- for every $n$ the $A_{n l}, 0 \leq l \leq n$, have positive probability, are pairwise disjoint and

$$
\sum_{l=0}^{n} \mathbb{P}\left(A_{n l}\right)=1
$$

- it holds that $\sum_{l \in I_{n}} \mathbb{P}\left(A_{n l}\right) \rightarrow 1$ as $n \rightarrow \infty$.

If one has for every $\varepsilon>0$

$$
\sup _{l \in I_{n}} \mathbb{P}\left(\left|S_{n}\right|>\varepsilon \mid A_{n l}\right) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

then $S_{n} \xrightarrow{\mathbb{P}} 0$ as $n \rightarrow \infty$.
Finally, remark that since $N_{n}(x, h)$ is a binomial random variable with parameters $n$ and $\mathbb{P}(X \in B(x, h))$, it is a consequence of Chebyshev's inequality that for all $\eta \in(0,1)$,

$$
\sqrt{n_{x}^{1-\eta}}\left|\frac{N_{n}(x, h)}{n_{x}}-1\right| \xrightarrow{\mathbb{P}} 0 \text { as } n \rightarrow \infty .
$$

As a consequence, if $I_{x}=\mathbb{N} \cap\left[\left(1-n_{x}^{-1 / 4}\right) n_{x},\left(1+n_{x}^{-1 / 4}\right) n_{x}\right]$ then

$$
\sum_{l \in I_{x}} \mathbb{P}\left(N_{n}(x, h)=l\right) \rightarrow 1 \text { as } n \rightarrow \infty .
$$

The final lemma, contained in [16], makes it possible to understand a bit more about the asymptotic behavior of certain random variables which appear in our proofs.

Lemma 5. Let $W_{i}, i \geq 1$ be independent standard Pareto random variables, i.e. having cdf $w \mapsto 1-1 / w$ on $(1, \infty)$. Assume that $n_{x} \rightarrow \infty, k_{x} \rightarrow \infty$ and $k_{x} / n_{x} \rightarrow 0$ as $n \rightarrow \infty$. Then for every $\varepsilon>0$ it holds that

$$
\sup _{l \in I_{x}} \mathbb{P}\left(\left|\frac{k_{x}}{l} W_{l-k_{x}, l}-1\right|>\varepsilon\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

We may now prove Theorem 1.
Proof of Theorem 1. Write

$$
\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)-\gamma_{Y}(x)=\frac{1}{\widehat{p}_{n}\left(x, k_{x}, h\right)}\left[\left(\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)-\gamma_{T}(x)\right)-\frac{\gamma_{T}(x)}{p(x)}\left(\widehat{p}_{n}\left(x, k_{x}, h\right)-p(x)\right)\right] .
$$

Following [8], we note that if $V$ is a standard uniform random variable which is independent of $(X, Y, C)$, then:

$$
\begin{aligned}
\mathbb{P}\left(V \leq p_{h}(T \mid x), T \leq t_{0} \mid X \in B(x, h)\right) & =\int_{0}^{t_{0}} p_{h}(t \mid x) f_{T, h}(t \mid x) d t \\
& =\mathbb{P}\left(\delta=1, T \leq t_{0} \mid X \in B(x, h)\right)
\end{aligned}
$$

so that given $X \in B(x, h)$, the random pairs $\left(T, \mathbb{I}_{\left\{V \leq p_{h}(T \mid x)\right\}}\right)$ and $(T, \delta)$ have the same distribution. Consequently, if $V_{i}, i \geq 1$ is an independent sequence of standard uniform random variables which are independent of the $\left(X_{i}, Y_{i}, C_{i}\right)$, then given $N_{n}(x, h)=l$, it is a consequence of Lemma 3 that the distribution of ( $\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right), \widehat{p}_{n}\left(x, k_{x}, h\right)$ ) is that of $\left(\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right), \widetilde{p}_{n}\left(x, k_{x}, h\right)\right)$, with

$$
\widetilde{p}_{n}\left(x, k_{x}, h\right):=\frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \mathbb{I}_{\left\{V_{l l-i+1: l l} \leq p_{h}\left(\mathcal{T}_{l-i+1, l} \mid x\right)\right\}}
$$

if $k_{x} \in\{1, \ldots, l-1\}$ and 0 otherwise, where $V_{[1: l]}, \ldots, V_{[l: l]}$ are the order statistics induced by $\mathcal{T}_{1, l}, \ldots, \mathcal{T}_{l, l}$. Moreover, since the $V_{i}, i \geq 1$ are standard uniform variables independent of the $\left(X_{i}, Y_{i}, C_{i}\right)$, the $V_{[i: l]}, 1 \leq i \leq l$ are standard uniform variables independent of the ( $X_{i}, Y_{i}, C_{i}$ ) as well. Introducing, given $N_{n}(x, h)=l$, the quantity

$$
\bar{p}_{n}\left(x, k_{x}, h\right):=\frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \mathbb{I}_{\left\{V_{i} \leq p_{h}\left(\mathcal{T}_{l-i+1, l} \mid x\right)\right\}}
$$

if $k_{x} \in\{1, \ldots, l-1\}$ and 0 otherwise, we obtain

$$
\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)-\gamma_{Y}(x) \stackrel{d}{=} \frac{1}{\bar{p}_{n}\left(x, k_{x}, h\right)}\left[\left(\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)-\gamma_{T}(x)\right)-\frac{\gamma_{T}(x)}{p(x)}\left(\bar{p}_{n}\left(x, k_{x}, h\right)-p(x)\right)\right] .
$$

It is thus enough to show the consistency of $\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)$ and $\bar{p}_{n}\left(x, k_{x}, h\right)$. The consistency of the former quantity is an immediate consequence of Theorem 1 in [16]. To prove the consistency of $\bar{p}_{n}\left(x, k_{x}, h\right)$, note that

$$
\bar{p}_{n}\left(x, k_{x}, h\right)-p(x)=\left[\frac{B_{k_{x}}}{k_{x}}-p(x)\right]-S_{n, 1}+S_{n, 2}
$$

where

$$
\begin{align*}
B_{k_{x}} & =\sum_{i=1}^{k_{x}} \mathbb{I}_{\left\{V_{i} \leq p(x)\right\}},  \tag{20}\\
S_{n, 1} & =\left[\sum_{i=1}^{k_{x}} \mathbb{I}_{\left\{V_{i} \leq p(x)\right\}}\right] \mathbb{I}_{\left\{N_{n}(x, h) \leq k_{x}\right\}}  \tag{21}\\
\text { and } S_{n, 2} & =\sum_{l=k_{x}+1}^{n}\left[\frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \mathbb{I}_{\left\{V_{i} \leq p_{h}\left(\mathcal{T}_{l-i+1, l \mid} \mid x\right)\right\}}-\mathbb{I}_{\left\{V_{i} \leq p(x)\right\}}\right] \mathbb{I}_{\left\{N_{n}(x, h)=l\right\}} . \tag{22}
\end{align*}
$$

As a consequence, $B_{k_{x}}$ is a binomial random variable with parameters $k_{x}$ and $p(x)$ which is independent of $\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)$ and Tchebychev's inequality entails

$$
\bar{p}_{n}\left(x, k_{x}, h\right)-p(x)=-S_{n, 1}+S_{n, 2}+\mathrm{o}_{\mathbb{P}}(1) \text { as } n \rightarrow \infty .
$$

Further, for every $\varepsilon>0$,

$$
\mathbb{P}\left(\left|S_{n, 1}\right|>\varepsilon\right) \leq \mathbb{P}\left(N_{n}(x, h) \leq k_{x}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

so that $S_{n, 1} \xrightarrow{\mathbb{P}} 0$ as $n \rightarrow \infty$. Besides, if $W_{i}, i \geq 1$ are independent standard Pareto random variables, then the distribution of the random vector $\left(\mathcal{T}_{1}, \ldots, \mathcal{T}_{l}\right)$ given $N_{n}(x, h)=l \geq 1$ is the distribution of the random vector $\left(U_{T, h}\left(W_{1} \mid x\right), \ldots, U_{T, h}\left(W_{l} \mid x\right)\right)$, see Lemma 3. Let $n$ be so large that $k_{x}<\inf I_{x}$. The equality

$$
\forall a, b \in[0,1], \mathbb{E}\left|\mathbb{I}_{\{V \leq a\}}-\mathbb{I}_{\{V \leq b\}}\right|=|a-b|
$$

valid for every standard uniform random variable $V$, entails for every $l \in I_{x}$

$$
\begin{aligned}
\mathbb{E}\left(\left|S_{n, 2}\right| \mid N_{n}(x, h)=l\right) & \leq \frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \mathbb{E}\left|p_{h}\left(\mathcal{T}_{l-i+1, l} \mid x\right)-p(x)\right| \\
& =\frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \mathbb{E}\left|p_{h}\left(U_{T, h}\left(W_{l-i+1, l} \mid x\right) \mid x\right)-p(x)\right|
\end{aligned}
$$

Clearly, for every $\kappa>0$, if $n$ is so large that

$$
\omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) \leq \frac{\kappa}{2}
$$

we have by Lemma 2 that

$$
\begin{equation*}
\mathbb{E}\left(\left|S_{n, 2}\right| \mid N_{n}(x, h)=l\right) \leq \frac{\kappa}{2}+2 \sup _{l \in I_{x}} \mathbb{P}\left(\left\{W_{l-k_{x}+1, l}<n_{x} /(1+\eta) k_{x}\right\} \cup\left\{W_{l, l}>n_{x}^{1+\eta}\right\}\right) . \tag{23}
\end{equation*}
$$

Lemma 5 entails

$$
\sup _{l \in I_{x}} \mathbb{P}\left(W_{l-k_{x}+1, l}<n_{x} /(1+\eta) k_{x}\right)=\sup _{l \in I_{x}} \mathbb{P}\left(\frac{k_{x}}{n_{x}} W_{l-k_{x}+1, l}-1<-\frac{\eta}{1+\eta}\right) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

and since $W$ is standard Pareto distributed, we get

$$
\sup _{l \in I_{x}} \mathbb{P}\left(W_{l, l}>n_{x}^{1+\eta}\right)=\sup _{l \in I_{x}}\left[1-\left(1-n_{x}^{-1-\eta}\right)^{l}\right] \leq 1-\left(1-n_{x}^{-1-\eta}\right)^{3 n_{x} / 2} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

In other words

$$
\begin{equation*}
\sup _{l \in I_{x}} \mathbb{P}\left(\left\{W_{l-k_{x}+1, l}<n_{x} /(1+\eta) k_{x}\right\} \cup\left\{W_{l, l}>n_{x}^{1+\eta}\right\}\right) \leq \frac{\kappa}{4} \tag{24}
\end{equation*}
$$

for $n$ large enough, so that collecting (23) and (24), we find that $\mathbb{E}\left(\left|S_{n, 2}\right| \mid N_{n}(x, h)=l\right) \rightarrow 0$ uniformly in $l \in I_{x}$ as $n \rightarrow \infty$. According to Markov's inequality, we have for every $\varepsilon>0$

$$
\sup _{l \in I_{x}} \mathbb{P}\left(\left|S_{n, 2}\right|>\varepsilon \mid N_{n}(x, h)=l\right) \leq \sup _{l \in I_{x}} \frac{\mathbb{E}\left(\left|S_{n, 2}\right| \mid N_{n}(x, h)=l\right)}{\varepsilon} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Lemma 4 then entails $S_{n, 2} \xrightarrow{\mathbb{P}} 0$ as $n \rightarrow \infty$ and the proof is complete.

We proceed by proving the pointwise asymptotic normality of the estimator.
Proof of Theorem 2. Recall from the proof of Theorem 1 the equality

$$
\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)-\gamma_{Y}(x) \stackrel{d}{=} \frac{1}{\bar{p}_{n}\left(x, k_{x}, h\right)}\left[\left(\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)-\gamma_{T}(x)\right)-\frac{\gamma_{T}(x)}{p(x)}\left(\bar{p}_{n}\left(x, k_{x}, h\right)-p(x)\right)\right] .
$$

The asymptotic normality of $\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)$,

$$
\begin{equation*}
\sqrt{k_{x}}\left[\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)-\gamma_{T}(x)\right] \xrightarrow{d} \mathcal{N}\left(0, V\left(\gamma_{T}(x)\right)\right) \tag{25}
\end{equation*}
$$

is contained in Theorem 2 of [16]. We now recall the representation

$$
\bar{p}_{n}\left(x, k_{x}, h\right)-p(x)=\left[\frac{B_{k_{x}}}{k_{x}}-p(x)\right]-S_{n, 1}+S_{n, 2}
$$

with $B_{k_{x}}, S_{n, 1}$ and $S_{n, 2}$ as in (20), (21) and (22). Note that, from (21), one has for every $\varepsilon>0$

$$
\mathbb{P}\left(\sqrt{k_{x}}\left|S_{n, 1}\right|>\varepsilon\right) \leq \mathbb{P}\left(N_{n}(x, h) \leq k_{x}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

so that $\sqrt{k_{x}}\left|S_{n, 1}\right| \xrightarrow{\mathbb{P}} 0$ as $n \rightarrow \infty$. Let $n$ be so large that $k_{x}<\inf I_{x}$. Let further $W_{i}, i \geq 1$ be independent standard Pareto random variables which are independent of the $V_{i}$ and note that, from Lemma 3 and (22), one has given $N_{n}(x, h)=l \in I_{x}$ :

$$
S_{n, 2} \stackrel{d}{=} \frac{1}{k_{x}} \sum_{i=1}^{k_{x}} \mathbb{I}_{\left\{V_{i} \leq p_{h}\left(U_{T, h}\left(W_{l-i+1, l} \mid x\right) \mid x\right)\right\}}-\mathbb{I}_{\left\{V_{i} \leq p(x)\right\}}=: S_{n}^{\prime} .
$$

Further,

$$
\begin{aligned}
\sqrt{k_{x}}\left|S_{n}^{\prime}\right| & \leq 2 \sqrt{k_{x}} \mathbb{I}_{\left\{W_{l-k_{x}+1, l}<n_{x} /(1+\eta) k_{x}\right\} \cup\left\{W_{l, l}>n_{x}^{1+\eta}\right\}} \\
& +\sqrt{k_{x}}\left[\frac{1}{k_{x}} \sum_{i=1}^{k_{x}}\left|\mathbb{I}_{\left\{V_{i} \leq p_{h}\left(U_{T, h}\left(W_{l-i+1, l} \mid x\right) \mid x\right)\right\}}-\mathbb{I}_{\left\{V_{i} \leq p(x)\right\}}\right|\right] \\
& \times \mathbb{I}_{\left\{n_{x} /(1+\eta) k_{x} \leq W_{l-k_{x}+1, l} \leq W_{l, l} \leq n_{x}^{1+\eta}\right\}} .
\end{aligned}
$$

Since the expectation of the second term on the right-hand side of this inequality is

$$
\frac{1}{\sqrt{k_{x}}} \sum_{i=1}^{k_{x}} \mathbb{E}\left[\left|p_{h}\left(U_{T, h}\left(W_{l-i+1, l} \mid x\right) \mid x\right)-p(x)\right| \mathbb{I}_{\left\{n_{x} /(1+\eta) k_{x} \leq W_{l-k_{x}+1, l} \leq W_{l, l} \leq n_{x}^{1+\eta}\right\}}\right]
$$

we may, for every $\kappa>0$, use Lemma 2 to bound it from above by

$$
\sqrt{k_{x}} \omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) \leq \frac{\kappa}{2}
$$

for $n$ sufficiently large. From (24) and Markov's inequality, we get for every $\varepsilon>0$

$$
\sup _{l \in I_{x}} \mathbb{P}\left(\sqrt{k_{x}}\left|S_{n, 2}\right|>\varepsilon \mid N_{n}(x, h)=l\right) \leq \kappa
$$

if $n$ is large enough. By Lemma 4, this entails $\sqrt{k_{x}}\left|S_{n, 2}\right| \xrightarrow{\mathbb{P}} 0$ as $n \rightarrow \infty$. Consequently

$$
\sqrt{k_{x}}\left[\bar{p}_{n}\left(x, k_{x}, h\right)-p(x)\right]=\sqrt{k_{x}}\left[\frac{B_{k_{x}}}{k_{x}}-p(x)\right]+\mathrm{o}_{\mathbb{P}}(1) .
$$

Recall from the proof of Theorem 1 that $B_{k_{x}}$ is a binomial random variable with parameters $k_{x}$ and $p(x)$ which is independent of $\widehat{\gamma}_{T, n}\left(x, k_{x}, h\right)$. Since

$$
\begin{equation*}
\sqrt{k_{x}}\left[\frac{B_{k_{x}}}{k_{x}}-p(x)\right] \xrightarrow{d} \mathcal{N}(0, p(x)(1-p(x))) \tag{26}
\end{equation*}
$$

as $n \rightarrow \infty$, the convergences (25), (26) and Slutsky's lemma entails

$$
\sqrt{k_{x}}\left[\widehat{\gamma}_{Y, n}\left(x, k_{x}, h\right)-\gamma_{Y}(x)\right] \xrightarrow{d} \mathcal{N}\left(0, \frac{1}{p^{2}(x)}\left[V\left(\gamma_{T}(x)\right)+\frac{\gamma_{T}^{2}(x)}{p(x)}(1-p(x))\right]\right)
$$

as $n \rightarrow \infty$, which is the result.

The last lemma is the converse statement of Lemma 9 in [16]. It is an element necessary to prove Proposition 1.

Lemma 6. Let $\bar{F}$ be a csf on $\mathbb{R}$ and $U$ be the left-continuous inverse of $1 / \bar{F}$.

1. If $\bar{F}$ is such that

$$
\forall y \in \mathbb{R}, \bar{F}(y) \in(0,1) \Rightarrow \forall \delta>0, \bar{F}(y+\delta)<\bar{F}(y)
$$

then $U$ is a continuous function on $(1, \infty)$.
2. If $\bar{F}$ is continuous on $\mathbb{R}$ then $U$ is an increasing function on $(1, \infty)$.

Proof of Lemma 6. To prove the first statement, pick $\alpha_{0} \in(1, \infty)$ and assume that $U$ is not continuous at $\alpha_{0}$. In particular, since $U$ is left-continuous and nondecreasing,

$$
\lim _{\substack{\alpha \rightarrow \alpha_{0} \\ \alpha>\alpha_{0}}} U(\alpha)-U\left(\alpha_{0}\right)>0 .
$$

Then necessarily $0<\bar{F}\left(U\left(\alpha_{0}\right)\right) \leq 1 / \alpha_{0}<1$. Moreover, the above inequality entails, since $U$ is nondecreasing,

$$
\exists \delta>0, \forall \alpha>\alpha_{0}, U(\alpha)>U\left(\alpha_{0}\right)+\delta .
$$

Using the definition of the function $U$, we obtain

$$
\forall \alpha>\alpha_{0}, \alpha_{0} \leq \frac{1}{\bar{F}\left(U\left(\alpha_{0}\right)\right)} \leq \frac{1}{\bar{F}\left(U\left(\alpha_{0}\right)+\delta\right)}<\alpha .
$$

Taking the limit $\alpha \downarrow \alpha_{0}$ gives $\bar{F}\left(U\left(\alpha_{0}\right)+\delta\right)=\bar{F}\left(U\left(\alpha_{0}\right)\right)$, which is a contradiction.
To show the second statement, assume that $\alpha, \beta$ are such that $1<\alpha<\beta$ and $U(\alpha)=U(\beta)$. Then since $\bar{F}$ is right-continuous and nonincreasing, we get

$$
\bar{F}(U(\alpha))=\bar{F}(U(\beta)) \leq \frac{1}{\beta}<\frac{1}{\alpha} \leq \lim _{\substack{t \rightarrow U(\alpha) \\ t<U(\alpha)}} \bar{F}(t) .
$$

Hence $\bar{F}$ is not continuous at $U(\alpha)$, which is a contradiction.

Proof of Proposition 1. We start by considering case 1. For $n$ large enough and for every $x^{\prime} \in B(x, h)$, one has

$$
\begin{aligned}
\bar{F}_{C}\left(t \mid x^{\prime}\right) f_{Y}\left(t \mid x^{\prime}\right)-\frac{1}{\gamma_{Y}(x)} G\left(t \mid x^{\prime}\right) & =r_{Y}\left(t, x, x^{\prime}\right) G\left(t \mid x^{\prime}\right) \\
\text { and } \bar{F}_{Y}\left(t \mid x^{\prime}\right) f_{C}\left(t \mid x^{\prime}\right)-\frac{1}{\gamma_{C}(x)} G\left(t \mid x^{\prime}\right) & =r_{C}\left(t, x, x^{\prime}\right) G\left(t \mid x^{\prime}\right)
\end{aligned}
$$

with $G\left(t \mid x^{\prime}\right)=t^{-1 / \gamma_{Y}\left(x^{\prime}\right)-1 / \gamma_{C}\left(x^{\prime}\right)-1} L_{\bar{F}_{Y}}\left(t \mid x^{\prime}\right) L_{\bar{F}_{C}}\left(t \mid x^{\prime}\right)$,

$$
\begin{aligned}
r_{Y}\left(t, x, x^{\prime}\right) & =\frac{1}{\gamma_{Y}\left(x^{\prime}\right)}-\frac{1}{\gamma_{Y}(x)}-b_{Y}\left(t \mid x^{\prime}\right) \\
\text { and } r_{C}\left(t, x, x^{\prime}\right) & =\frac{1}{\gamma_{C}\left(x^{\prime}\right)}-\frac{1}{\gamma_{C}(x)}-b_{C}\left(t \mid x^{\prime}\right) .
\end{aligned}
$$

From Lemma 2, we obtain the equality

$$
p_{h}(t \mid x)=\frac{\frac{1}{\gamma_{Y}(x)}+\frac{\mathbb{E}\left(r_{Y}(t, x, X) G(t \mid X) \mid X \in B(x, h)\right)}{\mathbb{E}(G(t \mid X) \mid X \in B(x, h))}}{\frac{1}{\gamma_{Y}(x)}+\frac{1}{\gamma_{C}(x)}+\frac{\mathbb{E}\left(\left[r_{Y}(t, x, X)+r_{C}(t, x, X)\right] G(t \mid X) \mid X \in B(x, h)\right)}{\mathbb{E}(G(t \mid X) \mid X \in B(x, h))}} .
$$

If we can prove that for $\eta>0$ small enough

$$
\begin{equation*}
\sup _{t \in U_{T, h}\left(K_{x, \eta} \mid x\right)} \sup _{x^{\prime} \in B(x, h)}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(t \mid x^{\prime}\right)=\mathrm{O}\left(h^{\alpha} \log n_{x} \vee \delta_{n}\right) \rightarrow 0 \tag{27}
\end{equation*}
$$

as $n \rightarrow \infty$, with $U_{T, h}\left(K_{x, \eta} \mid x\right)$ being the image of the interval $K_{x, \eta}$ by the function $U_{T, h}(\cdot \mid x)$, then the fact that $G(\cdot \mid X)$ is nonnegative shall entail

$$
\begin{aligned}
\omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) & =\mathrm{O}\left(h^{\alpha} \vee \sup _{t \in U_{T, h}\left(K_{x, \eta} \mid x\right)} \sup _{x^{\prime} \in B(x, h)}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(t \mid x^{\prime}\right)\right) \\
& =\mathrm{O}\left(h^{\alpha} \log n_{x} \vee \delta_{n}\right)
\end{aligned}
$$

which is the result. To this end, we start by noting that because (see Lemma 1.2.9 in [14], p.22)

$$
\frac{U_{T}\left(n_{x} / k_{x} \mid x\right)}{a_{T}\left(n_{x} / k_{x} \mid x\right)} \rightarrow \frac{1}{\gamma_{T}(x)} \text { as } n \rightarrow \infty,
$$

it is a consequence of (6) and of the mean value theorem that

$$
\sup _{z \in K_{x, \eta}}\left|\frac{U_{T, h}(z \mid x)}{U_{T}(z \mid x)}-1\right| \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Using the fact that $U_{T}(\cdot \mid x)$ is regularly varying at infinity with index $\gamma_{T}(x)>0$, we get for $n$ large enough

$$
U_{T, h}\left(K_{x, \eta} \mid x\right) \subset U_{T}\left(K_{x, 2 \eta} \mid x\right) .
$$

This proves that for $n$ large enough

$$
\sup _{t \in U_{T, h}\left(K_{x, \eta} \mid x\right)} \sup _{x^{\prime} \in B(x, h)}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(t \mid x^{\prime}\right) \leq \sup _{t \in U_{T}\left(K_{x, 2 \eta} \mid x\right)} \sup _{x^{\prime} \in B(x, h)}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(t \mid x^{\prime}\right) .
$$

Letting $\eta>0$ be so small that condition (12) holds with $\eta$ replaced by $2 \eta$ and using this Hölder condition along with (11) we deduce that

$$
\begin{aligned}
& \sup _{t \in U_{T, h}\left(K_{x, \eta} \mid x\right)} \sup _{x^{\prime} \in B(x, h)}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(t \mid x^{\prime}\right) \\
= & \mathrm{O}\left(h^{\alpha} \log n_{x} \vee \sup _{t \in U_{T}\left(K_{x, 2 \eta} \mid x\right)}\left|b_{Y}(t \mid x)\right| \vee \sup _{t \in U_{T}\left(K_{x, 2 \eta} \mid x\right)}\left|b_{C}(t \mid x)\right|\right) .
\end{aligned}
$$

Finally, Potter bounds for the regularly varying functions $\left|b_{Y}(\cdot \mid x)\right|$ and $\left|b_{C}(\cdot \mid x)\right|$ (see Bingham et al. [4], p.25) entail

$$
\limsup _{n \rightarrow \infty} \sup _{t \in U_{T}\left(K_{x, 2 \eta} \mid x\right)} \frac{\left|b_{Y}(t \mid x)\right|}{\left|b_{Y}\left(U_{T}\left(n_{x} / k_{x} \mid x\right) \mid x\right)\right|} \vee \frac{\left|b_{C}(t \mid x)\right|}{\left|b_{C}\left(U_{T}\left(n_{x} / k_{x} \mid x\right) \mid x\right)\right|}<\infty
$$

which yields (27) and the result in this case.
We now turn to case 2 . We remark that

$$
\begin{aligned}
\bar{F}_{C}\left(t \mid x^{\prime}\right) f_{Y}\left(t \mid x^{\prime}\right)+\frac{1}{\gamma_{Y}(x)} G\left(t \mid x^{\prime}\right) & =r_{Y}\left(t, x, x^{\prime}\right) G\left(t \mid x^{\prime}\right) \\
\text { and } \bar{F}_{Y}\left(t \mid x^{\prime}\right) f_{C}\left(t \mid x^{\prime}\right)+\frac{1}{\gamma_{C}(x)} G\left(t \mid x^{\prime}\right) & =r_{C}\left(t, x, x^{\prime}\right) G\left(t \mid x^{\prime}\right)
\end{aligned}
$$

with

$$
G\left(t \mid x^{\prime}\right)= \begin{cases}\frac{L_{\bar{F}_{Y}}\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right) L_{\bar{F}_{C}}\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right)}{\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{1 / \gamma_{Y}}\left(x^{\prime}\right)+1 / \gamma_{C}\left(x^{\prime}\right)+1} & \text { if } 0<t<U_{T}\left(\infty \mid x^{\prime}\right) \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\begin{aligned}
r_{Y}\left(t, x, x^{\prime}\right) & =\frac{1}{\gamma_{Y}(x)}-\frac{1}{\gamma_{Y}\left(x^{\prime}\right)}-b_{Y}\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right) \\
r_{C}\left(t, x, x^{\prime}\right) & =\frac{1}{\gamma_{C}(x)}-\frac{1}{\gamma_{C}\left(x^{\prime}\right)}-b_{C}\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right)
\end{aligned}
$$

A particular consequence of this is, according to Lemma 2:

$$
p_{h}(t \mid x)=\frac{-\frac{1}{\gamma_{Y}(x)}+\frac{\mathbb{E}\left(r_{Y}(t, x, X) G(t \mid X) \mid X \in B(x, h)\right)}{\mathbb{E}(G(t \mid X) \mid X \in B(x, h))}}{-\frac{1}{\gamma_{Y}(x)}-\frac{1}{\gamma_{C}(x)}+\frac{\mathbb{E}\left(\left[r_{Y}(t, x, X)+r_{C}(t, x, X)\right] G(t \mid X) \mid X \in B(x, h)\right)}{\mathbb{E}(G(t \mid X) \mid X \in B(x, h))}}
$$

Define $I_{x, x^{\prime}, \eta}=\left[U_{T, h}\left(n_{x} /(1+\eta) k_{x} \mid x\right), U_{T}\left(\infty \mid x^{\prime}\right)\right)$. We shall now prove that

$$
\begin{equation*}
\sup _{x^{\prime} \in B(x, h)} \sup _{t \in I_{x, x^{\prime}, \eta}}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right)=\mathrm{O}\left(h^{\alpha} \log n_{x} \vee \delta_{n}\right) \rightarrow 0 \tag{28}
\end{equation*}
$$

as $n \rightarrow \infty$. The fact that $G(\cdot \mid X)$ is nonnegative shall then yield

$$
\begin{aligned}
& \omega\left(p \circ U_{T}, \frac{n_{x}}{(1+\eta) k_{x}}, n_{x}^{1+\eta}, x, h\right) \\
= & \mathrm{O}\left(h^{\alpha} \vee \sup _{x^{\prime} \in B(x, h)} \sup _{t \in I_{x, x^{\prime}, \eta}}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right)\right) \\
= & \mathrm{O}\left(h^{\alpha} \log n_{x} \vee \delta_{n}\right)
\end{aligned}
$$

which is what we want to prove. To this aim, remark that one has (see Lemma 1.2.9 in [14], p.22)

$$
\frac{U_{T}\left(n_{x} / k_{x} \mid x\right)}{a_{T}\left(n_{x} / k_{x} \mid x\right)}=-\frac{U_{T}(\infty \mid x)}{\gamma_{T}(x)}\left[U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right]^{-1}(1+\mathrm{o}(1)) \quad \text { as } \quad n \rightarrow \infty
$$

Using (9), it is a consequence of the mean value theorem that

$$
\sup _{z \in K_{x, \eta}}\left|\frac{U_{T, h}(z \mid x)}{U_{T}(z \mid x)}-1\right|=\mathrm{o}\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)=\mathrm{o}\left(\left[\frac{n_{x}}{k_{x}}\right]^{\gamma_{T}(x)} L_{U_{T}}\left(n_{x} / k_{x} \mid x\right)\right)
$$

as $n \rightarrow \infty$. Especially, (7) and (8) entail that

$$
U_{T}\left(\infty \mid x^{\prime}\right)-U_{T, h}\left(n_{x} /(1+\eta) k_{x} \mid x\right)=\frac{U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)}{(1+\eta)^{\gamma_{T}(x)}}(1+\mathrm{o}(1)) \text { as } n \rightarrow \infty
$$

Therefore, $I_{x, x^{\prime}, \eta}$ is indeed well-defined for all $n$ large enough and $x^{\prime} \in B(x, h)$. Moreover, defining $\varepsilon_{n}(x):=U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)$ which converges to 0 as $n \rightarrow \infty$, this yields for $n$ large enough and every $x^{\prime} \in B(x, h)$

$$
I_{x, x^{\prime}, \eta} \subset\left[\left(1-\varepsilon_{n}(x)\right) U_{T}\left(n_{x} /(1+\eta) k_{x} \mid x\right), U_{T}\left(\infty \mid x^{\prime}\right)\right]
$$

which may be used together with (8) to show that there exists some constant $\eta^{\prime}>0$ such that for $n$ large enough

$$
\forall x^{\prime} \in B(x, h), t \in I_{x, x^{\prime}, \eta} \Rightarrow\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \in J_{x, \eta^{\prime}}=\left[\frac{1-\eta^{\prime}}{U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)}, \infty\right)
$$

This proves that for $n$ large enough

$$
\sup _{x^{\prime} \in B(x, h)} \sup _{t \in I_{x, x^{\prime}, \eta}}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right) \leq \sup _{z \in J_{x, \eta^{\prime}}} \sup _{x^{\prime} \in B(x, h)}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(z \mid x^{\prime}\right) \mid
$$

Conditions (11) and (14) then entail

$$
\begin{aligned}
& \sup _{x^{\prime} \in B(x, h)} \sup _{t \in I_{x, x^{\prime}, \eta}}\left(\left|b_{Y}\right| \vee\left|b_{C}\right|\right)\left(\left(U_{T}\left(\infty \mid x^{\prime}\right)-t\right)^{-1} \mid x^{\prime}\right) \\
= & \mathrm{O}\left(h^{\alpha} \log n_{x} \vee \sup _{z \in J_{x, \eta^{\prime}}}\left|b_{Y}(z \mid x)\right| \vee \sup _{z \in J_{x, \eta^{\prime}}}\left|b_{C}(z \mid x)\right|\right) .
\end{aligned}
$$

We conclude by using Potter bounds for the regularly varying functions $\left|b_{Y}(\cdot \mid x)\right|$ and $\left|b_{C}(\cdot \mid x)\right|$ to get

$$
\begin{aligned}
& \quad \limsup _{n \rightarrow \infty} \sup _{t \in J_{x, \eta^{\prime}}} \frac{\left|b_{Y}(t \mid x)\right|}{\left|b_{Y}\left(\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)^{-1} \mid x\right)\right|}<\infty \\
& \text { and } \quad \limsup \sup _{n \rightarrow J_{x, \eta^{\prime}}} \frac{\left|b_{C}(t \mid x)\right|}{\left|b_{C}\left(\left(U_{T}(\infty \mid x)-U_{T}\left(n_{x} / k_{x} \mid x\right)\right)^{-1} \mid x\right)\right|}
\end{aligned}<\infty
$$

of which (28) is a direct consequence.
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| Situation | Moment estimator $\widehat{\gamma}_{Y}$ |
| :---: | :---: |
| Model 1 |  |
| $\rho=-0.5$ | $0.177[0.0138,0.550]$ |
| $\rho=-1$ | $0.0639[0.0139,0.170]$ |
| $\rho=-1.5$ | $0.0491[0.00563,0.146]$ |
| Model 2 |  |
| $c=0.1$ | $0.0451[0.00956,0.138]$ |
| $c=0.2$ | $0.0505[0.0146,0.165]$ |
| $c=0.3$ | $0.0494[0.0125,0.137]$ |
| Model 3 | $0.0840[0.0172,0.334]$ |

Table 1: MSEs associated to the estimator $\widehat{\gamma}_{Y}$ in all cases. Between brackets: minimal and maximal squared error recorded.


Figure 1: Model 1, case $\rho=-1$ : the true function $\gamma_{Y}$ (solid line) and its estimator $\widehat{\gamma}_{Y}$ (dashed line) corresponding to the median of the MSE.


Figure 2: Model 2, case $c=0.1$ : the true function $\gamma_{Y}$ (solid line) and its estimator $\widehat{\gamma}_{Y}$ (dashed line) corresponding to the median of the MSE.


Figure 3: Model 3: the true function $\gamma_{Y}$ (solid line) and its estimator $\widehat{\gamma}_{Y}$ (dashed line) corresponding to the median of the MSE.


Figure 4: Scatterplot of the AIDS data: $x$-axis: age of the patient at the time of diagnosis, $y$-axis: survival time (in years).


Figure 5: AIDS data: estimator $\widehat{\gamma}_{Y} . x$-axis: age of the patient at the time of diagnosis.


Figure 6: AIDS data: estimation of the conditional extreme quantile of the survival time. Full line: level $\varepsilon=0.01$, dashed line: level $\varepsilon=0.005$, dashed-dotted line: $\varepsilon=0.002$, dotted line: level $\varepsilon=0.001$. $x$-axis: age of the patient at the time of diagnosis, $y$-axis: survival time (in years)

