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Abstract— Because product quality level is today a key faot neural classifier is used to classify unknown gyaglatterns in
for companies’ competitiveness and because it isay hard to order to perform an optimal tuning of process patans.

control the manufacturing systems, there is a lot foscientific .
methods implemented on the shop-floor to improve ality at However, because the manufacturing process evolwes

workstations. In our previous works, we have showthat the on-  time, it can drift very quickly from this static mel network
line quality control assisted by Neural Network sems to be a model. To be able to control this quality monitgrsystem and
good alternative to the well-known industrial methals such as to correct neural classifier, a control chartssedito highlight
Taguchi Method. Nevertheless we have highlighted tha drift the drift.

appears between the model and the process reality. this paper,

we propose a way to resynchronize the on-line comtt system o
behavior with it. This approach allows us to assurehat the Part 3 presents the neural classifier used to abtite product

model stay robust and adaptable for the quality preiction. we ~ duality. At last, the classification results digsue is discussed

will illustrate this with the Acta-Mobilier case, which is a high before to conclude.
quality lacquerer company in the furniture industry.

In the next part, the quality monitoring issue iscdssed.

. . i II.  QUALITY MONITORING
Keywords— Multivariate quality control; product quadi;

neural networks; Optimal Experimental Design; onAé control. A. Why it is Necessary to Monitor Quality?

Quality is an important point of production proasgor
. INTRODUCTION two reasons. First, the product quality is an intguarcustomer
Because customers become increasingly demandintgquirement. And secondly, quality control processiect the
quality control becomes increasingly important dompanies.  productivity performance of the system [4]. Thipontance is
Indeed, even if there are policies such as TotahliQu underlined by the huge of methods to manage thaditguOne
Management (TQM) in order to provide to companieshest of them is the SPC (Statistical Process Controlgiwassumes
way to control it, quality remains the number-ongonity. that, because the products are produced by precegsese
Products are the only important bridge betweencthrmpany behavior fluctuates over time and tend to becorserdanized,
and the customer and so, the first and main regpeing is to  companies need a preventive approach to bring ypeotess
send them with the exact wanted quality level. Moeg, the to a defined regularity level and to hold it by meaof a
quality must always be controlled because it hasoa-  monitoring system [13]. KAIZEN Methods are alsoigiéint,
negligible impact on production processes. unlike pure innovation, because they favor the gmaduality
improvements (instead of large steps resulting fimrantions)

However, despite all the available tools to controthere 1, "continuous efforts on production processes anshatment
are a lot of constraints that make the task exthee@mplex. 9.

The on-line quality control ensures proper reaftignd limits _ _ .
the production of non-conforming products. Tagudiptimal ~ Moreover, in the concept of Product Driven Systauality
Experimental Design (ODE) is one of the best waysantrol is a product attribute which will vary all along eth
quality at its source. For complex workcenters am o manufacturing process. It is the product itself aihis able,
workstations subject to multiple constraints preiren the  thanks to its own attributes (time, space, shapality level
implementation of an ODE, we proposed a more coemjzgtd  ...), to communicate with other products and machinesder
approach with an on-line quality monitoring systgi]. This  to optimize its production process: i) each proddepending
approach is based on a neural classifier whicm$efiom past on its shape attribute, has one or several quatitiputes; ii)

production data the factors impact on defect oen®. This each workstation, conveying devices or handlingadevin the
production system, affects all or part of productaldy



attributes; iii) some values of quality attributean produce
modification in piece/lot routes (loops in the meamturing
process). That causes disturbances all along tbduption
line. Indeed, following workstations would be sea\Vdelay in
manufacturing of defective products), whereas i
workstations would be saturated (previous step titepe to
repair or make again the product). So quality il wemajor
factor of disruption of the product flow.

That is why, prediction and anticipation of the lifyiaof
the products is key elements of a well manufacguprocess
control.

B. Difficulties for Quality Monitoring

There are several ways to monitor quality and eehhas
advantages and drawbacks.

At the process level, each workstation modifiesliguand
shape attributes of products. So, quality contsaleiquired to
be on-line at each location where this quality ddu¢ changed.
These multiple control points (where it is possitecollect
quality data manually or automatically) are thestfibinding
point. This involves adding a multitude of non-valsteps. In
addition, to be effective in the collection andratie of data
quality, computer support is also necessary aretetore, we

must also provide a wider deployment of Information

Technologies (IT) on the workshop.

At the workstation level, Taguchi [19] was the fit®
propose, before the product manufacturing reatimath way to
anticipate the quality through the adjustment aondtrol of
production system influent parameters. With his Qb& was
able to set up optimally the machine towards a ityual
objective. Taguchi method is a great complemers€ [2].
Taguchi’s Quality Engineering (TQE) policy leadsaamore
5% quality level improvement [7]. But, as shown duor
previous works, from the industrial point of viean ODE is
material and time consuming. These resources anetsoes
not readily available because of their cost (expensaw
material or semi-finished product which may be ddgd and
therefore not sold) or utilization (bottleneck wstdtion). That
is why deploying several ODE on each workstationictvh
could have a significant impact on the quality leve not
necessarily conceivable.

On the other hand, the production process for amgiv

workstation evolves over time. Indeed, many settinlpsely
linked to the machine or its environment (as examgtructure
of the used raw material, weather conditions, nrechiear...),
induce variation. Previously cited techniques cailifate and
eliminate the main causes of variability in the darction
system [1]. But if one of the varying parametefiigncing the
product quality is not known by experts (and therefnot
included in the monitored variables), the machimedtirgs

C. The Monitoring Quality Problem for the Company Acta
Mobilier

The company produces high quality lacquered panalie
in MDF (Medium Density Fiberboard) for kitchensthiraoms,
offices, stands, shops, hotel furniture... With destifications
(ISO 9001, ISO 14001 and OHSAS 18001), the produatity
is a constant preoccupation for Acta-mobilier. Maaturing
process is composed of several workshops. In thegeshops,
each workstation is likely to generate defects tiedcompany
has to include a quality control step there. Tlapgy focuses
on the robotic lacquering workstation accordinghi® fact that
it generates the main defects rate.

Even if this workstation seems free of human fagttine
production quality is unpredictable (the risk of fedst
occurrence is unknown) and fluctuating (percentafggefects
may vary from 45% one day to 10% the next day witho
changing the settings). It is too much costly tergptime to
realize a Taguchi experimental design in orderrprove this
setting. Indeed, robotic lacquering workstatiogassidered as
a bottleneck workstation and it is very hard toestine for the
experiments. On the other hand, the cost of thegerenents
is very expensive because they consume semi-fiishe
products (which have already a high added value).

I1l.  ON-LINE QUALITY MONITORING SYSTEM

A. Géneralities

“On-line” systems are generally essential in atustrial
applications where decisions must be made in i@al fL0]. In
such systems and due to its connectivity level, “dreline”
system is able to obtain, interpret and respondthe
information received from its connected devicesally, it can
synchronize itself with the behavior of the reasteyn. Many
works underline the benefits of on-line approacimesnany
areas of research such as, for example, plasmg dpraces
[15], power transformer [18], CD [3]...

B. Initial On-Line Quality Monitoring System

Our goal is to prevent defects occurrence thankenton-
line control system by performing set-up optimatgmaeters
and by using quality monitoring model in considgriactual
production conditions. The quality monitoring preseis
designed by extracting knowledge on defects ocnoereisk
from the past production data. Psarakis [14] shthas, in a
SPC process, Neural networks (NN) are able to ingrbe
ability to automate the process, to detect andgm®ize more
quickly and accurately the status of it.

For a traceability goal, data on defects and manturfeng
conditions have been collected since February 2042
September 2012. The initial quality monitoring syst has

won't be optimal. Thus, for complex workstations orbeen constructed by using this original databassi ¢f this

workstations subject to too many constraints, optmsetting
could be unstable, too. So, quality can’t be follovby a static
model.

data set was used to achieve the learning of 2&aheetworks
(1 per quality attribute seemingly predictable) letthe other
half was used to validate the obtained models. &nhoural
networks are Multilayers Perceptron (MLP) becauserR4 of
Cybenko [5] and Funahashi [8] have proved thaty witly one
hidden layer using a sigmoidal activation functiand an



output layer, we can approximate all non-linearcfions with
the wanted accuracy. Its structure is given by:

o[ SoraS g0 ) s

where X, are theno inputs of the MLP W, are the weights

@

connecting the input layer to the hidden laygrare the biases
of the hidden neurons, g1(.) is the activation fiamc of the
hidden neurons (here, the hyperbolic tangemtj, are the

weights connecting the hidden neurons to the outpatb is
the bias of the output neuron g2(.) is the activafunction of

té laque
05

Nb Personnes
2

Heixe de fin de lot
|5
Mb de table(s)

Surface
05

Set up interface
E : ]

i ) Quiality monitoring function

the output neuron and is the network output. Because the Fig. 1. Interface for collecting production data

problem is to obtain a probability of defect ocemee, g2(.) is
being chosen sigmoidal.

In order to determine the number of hidden neurdims,
learning starts from an overparametrized structAraveight
elimination method is used to remove spurious patara
[16]. The learning of MLP is performed in threepsteWeights
initialization [11], learning of parameters by ugibevenberg-
Marquard algorithm with robust criterion [21] andeights
elimination [18].

The resulting quality monitoring system (set of r&&ural
classifiers) is embedded in the supervision tool thé
lacquering workstation to be used by operators.mamory of
these neural networks is physically remote in S@tablase so
that each independent program may access if negtéedtool
is a decision support system and it requires a himechine
interfaces as intuitive as possible. It is direéthplemented in
the set-up interface of the robotic lacquering wstakion (Fig.
1.). Through this additional function, operator maafter
entering production information (selected prograwmnber of
units produced...), assesses the risk of occurrarrca default
(Fig. 2.). If the risk seems too large, he can geaihis
production parameters (eg choose another prograthjua the
program in parallel to compare evaluation resulsil the
obtains a satisfying result.

The current version of the on-line quality monitayi
system takes, on average, 12 seconds to displasesidt. In
12 seconds, it has recovered the memory on SQLlbalsga
traveled the 25 neural networks and synthesizesethéts

First database
(learning and va||dat|0n

9=

TACHE_SUR_FACE - risque (100 %)

Fig. 2. The second reason concerns Defects occurence risk

visually to facilitate interpretation by the openat which
means less than half a second calculation by neetalork is
needed.

However, shortly after its implementation, the amsw
provided by our system are no more coherent wilitye

C. Dirift Evaluation

There are two apparent reasons leading our mamitori
system to move away from reality. The first oneamns the
evolution of input parameters. With a learning mpdbe
learning outcome is valid only on the learned demdihe
model is able to provide a valid solution only lstconcerned
domain.

Temperature ("C}

New database
(running)
—

Fig. 3. Difference between learning domain and running doma
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For example, in the new database, 446 data wascted

between September 2012 and January 2013 and théY. HOWTOCONTROL THEQUALITY MONITORING SYSTEM
exploitation of the quality monitoring process lsad 73% of .

non-detection and 32% of false positives for onethef 25 A. Generalities

defects monitored. These poor results can be equlddy the The monitoring of the quality system is a questidnts
different process conditions between the two petiods  synchronization with the reality. Because this $yoaization
presented on the figure 3, in the first databdseémperature is time consuming (a revision of the model can téken
range varies between 0°C and 32°C when, in thedsabase, several minutes to several days), we have to optinthe
the temperature range varies between -5.2 °C affd. Zhese  synchronization frequency. Rather than consider
negative temperatures represent 25% of the nevbasgaand resynchronization frequency in response to eveatsvél of

a

correspond to an operating range of the processhwisinot new information from one of the connected devices,

learned in the quality monitoring process. solicitation by an operator, etc...) or a periodigalhe (every
hour, week, etc...), it is better to rely on statiztifindings.
Among the 7 basic tools for quality control, cohtbarts, also
known as Shewhart charts or process-behavior cfiafisare
interesting Statistical Process Control (SPC) tadasful for
our proposed system.

The second reason concerns the uncontrolled matiific of
the machine behavior. Indeed, by changing a pasmet
(voluntarily or not) which is not an input of theeural
classifier, it is still possible that the behavafrthe machine
could be affected. In this case, we can concludd this
parameter should be part of the model inputs baitit avas

considered constant for the duration of the leagrsiep, it was B. Control Charts

not retained as such. Since this change, which eveyn be Control charts are particularly relevant to the atyic
unknown to the operators and managers, the modil wiquality control with the use of time-series dat@][2Zrhey can
therefore provide results out of step with reality. determine statistically if variation is no longender control.

. Indeed, it is known that even when a process i®undntrol

For example, on the figure 4, we can clearly redi®t the  {here is approximately a 0.27% probability of arpeixceeding
studied defect rate (grains on edges) increaseplghafier 3 gjgma control limits (Pareto). These few isolateoints
June, 22. The capitalized data from the machiner@mwent  g,4id not trigger synchronization. But too manjnpowill be

does not allow knowing if there is a change in@édien input  yetected and underline the presence of a spediabcaven if
influencing parameter or if the actual use domantoo i is not yet known.

different from the learning domain.
. . . Combine the neural network with the control charas
Because it is not always possible to control change iherefore consider both the robustness of thestitati analysis
production  parameters  (uncontrollable ~ one,  weatherynqy adaptability of the neural network. Li Du [&lshworking
unanticipated change from the operator...), it isessary at ,, the inverse combination of both tools with aorgtion

least to be able to detect them. By giving to thelily  550rithm of control charts using neural networks getting
monitoring system the ability to verify its hyposies by being  yjerts in case of quality problems and providingeslto define
kept informed on the reality, we can give it theligbto caUSes.

recognize its failure and thus to react accordingly

C. Control Bounds
Our control charts (p-charts) aims to determinethié

misclassification rate (non-detection and falsem)ancreases.

The center line (CL) is given by the percentagmsttlassified



data on the validation data set. Only the Uppert@bhimit
(UCL) are considered here and calculated for remtasy 95%
and 99.8% of data. These limits are given by:

UCL99.8% = p+3\ @

UCL,, = p+1.9 PA-p)
n

)

wherep correspond to the center line (CL) amtb the size
of the sample.

The Lower Control Limit (LCL) are presented on the

figures but not used. The figure 5 presents twdrobigharts
performed on the new data where the sample sigetito 100
values, which corresponds to slightly less than week of
production. The dotted line corresponds to a cértharts
without relearning. We can see that the qualitcess is under
control for both samples 1 and 4 but not under robrfor

sample 3 and for the sample 2 the results are ketWE€L95%

ucLooss

ucLos%

LeLoss

LCL99.8%

T 2 Sample 3 4

Fig. 5. Control charts with and without relearning
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detected in the data as explained in the previeus o the

quality monitoring process must be improved. Thislone by

relearning of the neural network by using datahef two first

samples. The initial structure and weights of tetwmork are

those given by the original quality monitoring pess, so no
pruning phase is needed. The initial weights aoseclto the
optimal ones. So, the relearning phase is fastrewds few
iterations. In the considered case only 8 iteratiare needed to
achieve the learning. That means a great savitighef

The solid line represents the control charts when a

relearning is performed after the second samplés Tharts
show that the relearning allows adapting the guaditbcess
monitoring to the new operating range. Resultshersemple 3
are greatly improved without degrading those onsmple 4
(small improvement). This approach allows deterngnif an

adaptation of the quality process monitoring isdeeewithout
using systematic relearning.

V. CONCLUSION

Quality has a significant impact on the productiwacess.
Being able to control it is an important issue @mpanies. The
company Acta-Mobilier allowed us to deploy an areliquality
monitoring system on one of its most critical wasak®ns: the
robotic lacquering workstation. Thanks to a neuwlaksifier
system, it becomes possible to predict the occoereof
defects. But its predictions were quickly removezhf reality,
especially because the use domain is not superpmsdtie
learning one and because of unforeseeable chamgdisei
working conditions of the machine. To solve thistpgem, we
have proposed a self-control of its predictionsedasn the
statistical theory of control charts to give it theportunity to
start their own resynchronization and thus ensweea¢liability
of forecasts. This new capability makes it adagtabd
manufacturing process changes and allows it to taapew
input data domains.
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