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Tomáš Ligurskýa,∗ Yves Renardb

October 23, 2013

aDepartment of Mathematical Analysis and Applications of Mathematics, Faculty of Science,
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Abstract

A continuation problem for finding successive solutions of discretised plane quasi-
static contact problems with friction is proposed and studied. Various formulations
of the first-order system are derived and results of existence and uniqueness of its
solutions are obtained. Conditions guaranteeing continuation of a solution curve
along a direction from the first-order system are given. Numerical continuation of
solution curves is performed on examples with non-smooth folds.

Keywords: contact, Coulomb friction, incremental problem, continuation method, first-
order system.

1 Introduction

In the companion paper [16], we have proposed an abstract continuation problem and we
have laid foundations for continuation of its solution curves provided that the problem is
piecewise C1 (PC1). The present paper concerns a special case of this problem, namely,
a continuation problem for discretised quasi-static plane contact problems with Coulomb
friction in large deformations. As far as we know, the only papers dealing with non-smooth
continuation of fully discretised contact problems with friction are [11, 8, 7], but those are
all restricted to elastostatics and the small-deformation framework.

∗Corresponding author. Tel.: (+420) 585 63 4606.
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After formulating a continuous quasi-static contact problem in large deformations in
Section 2, we discretise it in Section 3. The spatial discretisation is done with a finite-
element method applied to a mixed variational formulation of the problem while the time
derivative is approximated by the backward difference. Following [2], we write the corre-
sponding continuation problem so that it fits exactly the general framework.

Section 4 deals with the first aim of this paper, which is to employ a specific structure
of the present problem to do more precise analysis of its first-order system. Let us recall
that the first-order system consists in computing directional derivatives of a curve solving
the continuation problem. In particular, we formulate the first-order system in such a
way that it is close to a rate problem of a quasi-static contact problem in a sense. In the
rate problem, one computes first-order right rates of change, that is, right-hand side time
derivatives, of a solution of a quasi-static problem for a given rate of input data when
time derivatives are not approximated. This problem can serve for direct study of tangent
behaviour of solutions of the quasi-static problem. Making use of the similarity between
these two problems, we adapt the analysis of the rate problem from [17] to our first-order
system. Moreover, we investigate the result of continuation of solution curves in directions
solving the first-order system from the abstract frame [16].

The second objective of this paper is to test the general method of numerical continu-
ation from [16]. A similar algorithm has already been tested on static contact problems in
[11, 8], but only on finite-element models with very small number of degrees of freedom.
Section 5 here presents results for more realistic models.

1.1 Notation and Preliminaries

The following notation is used throughout the paper: For a vector x ∈ R
N , a matrix

A ∈ R
M×N and index sets I ⊂ {1, . . . ,M} and J ⊂ {1, . . . , N}, xi stands for the ith

component of x, xJ is the sub-vector of x composed from the components xi, i ∈ J , and
AI,J is the sub-matrix of A with rows and columns specified by I and J , respectively.
Furthermore, x · y = x⊤y is the scalar product of vectors x and y. The gradients of a
real-valued function f and a vector-valued function f at a point x are denoted by ∇f(x)
and ∇f(x), respectively, the partial gradients of f and f with respect to y at (x,y) are
denoted by ∇yf(x,y) and ∇yf(x,y), respectively, and ∇2f(x) is the Hessian of f at x.

For reader’s convenience, we recall the essentials from theory of PC1-functions [20]:

Definition 1. (i) A function H : RM → R
N is PC1 if it is continuous and for every

ȳ ∈ R
M , there exist an open neighbourhood O of ȳ and a finite family of C1-functions

H(i) : O → R
N , i ∈ I, such that

∀y ∈ O : H(y) ∈ {H(i)(y); i ∈ I}.

The functions H(i) are termed selection functions of H at ȳ.
(ii) A selection function H(i) of a PC1-function H is called active at ȳ if

H(i)(ȳ) =H(ȳ).

2



The set of indices of active selection functions of H at ȳ is denoted by IH(ȳ).

Obviously, a composition of two PC1-functions is again a PC1-function and a vector-
valued function is a PC1-function if and only if all its component functions are PC1. The
following chain rule holds:

Proposition 1. Let G : RM → R
N and H : RN → R

P be PC1-functions. Then the
composite function H ◦G is directionally differentiable at any point and

(H ◦G)′(y; z) =H ′(G(y);G′(y; z)).

If the inner function is a function of a real variable, one can also prove:

Proposition 2. If G : [s0, s0+δ) → R
N is differentiable at s0 from the right andH : RN →

R
P is a PC1-function, then H ◦G has a right-hand side derivative at s0 and

(H ◦G)′(s0) =H
′(G(s0);G

′(s0))

(for any function f of a real variable, f ′ denotes its right-hand side derivative for brevity
of notation here and in what follows).

2 Plane Contact Problems with Coulomb Friction

We start our exposition with a brief introduction into quasi-static plane contact problems
with Coulomb friction in large deformations. The reader is referred to [4] for a more
detailed introduction to large deformations of elastic materials.

Let us consider deformation of an elastic body in a time interval [0, T ]. The reference
configuration of the body is represented by the closure of a bounded domain Ω ⊂ R

2

with a Lipschitz-continuous boundary ∂Ω. The boundary ∂Ω is split into three disjoint
relatively open subsets ΓD, ΓN and Γc such that ∂Ω = ΓD ∪ΓN ∪Γc. By u, we denote the
displacement of the body and the deformation ϕ of the body is defined by ϕ = id + u,
where id is the identity map. At each time t ∈ [0, T ], the deformed body ϕ(t,Ω) is subject
to body forces with the density fϕ while surface forces with the density hϕ act on ϕ(t,ΓN).
The displacement UD is imposed on ΓD and points from Γc may come into contact with a
fixed curved rigid obstacle represented by a closed set O ⊂ R

2. It is supposed that there
exist g : R2 → R of the class C1 and a neighbourhood O of the boundary ∂O such that

g(x) > 0, ∀x ∈ IntO ∩O,

g(x) = 0, ∀x ∈ ∂O,

g(x) < 0, ∀x ∈ ExtO ∩O,

∇g 6= 0 in O and ϕ(t,Γc) ⊂ O for any t ∈ [0, T ]. This enables us to extend the unit inward
normal and tangent vectors to the obstacle to the vicinity O of the obstacle as follows (see
Figure 1):

ν(x) =
∇g(x)

‖∇g(x)‖
, τ (x) = (−ν2(x), ν1(x)).
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Figure 1: Geometry of the problem.

Finally, an initial displacement u0 is given at the time t = 0.
The classical formulation of this problem is the following:

Find u : [0, T ]× Ω → R
2 such that u(t, .) ∈ Uad for any t ∈ [0, T ] and

divσ(t,x) + f(t,x) = 0, (t,x) ∈ (0, T )× Ω,

σ(t,x) = σ̂(x, I +∇u(t,x)), (t,x) ∈ (0, T )× Ω,

u(t,x) = UD(t,x), (t,x) ∈ (0, T )× ΓD,

σ(t,x)n(x) = h(t,x), (t,x) ∈ (0, T )× ΓN ,

g(x+ u(t,x)) ≤ 0, Tν(t,x) ≤ 0, g(x+ u(t,x))Tν(t,x) = 0, (t,x) ∈ (0, T )× Γc,

|Tτ (t,x)| ≤ −F (x)Tν(t,x), (t,x) ∈ (0, T )× Γc,

Tτ (t,x) = F (x)Tν(t,x)
u̇τ (t,x)

|u̇τ (t,x)|
if u̇τ (t,x) 6= 0, (t,x) ∈ (0, T )× Γc,

u(0,x) = U 0(x), x ∈ Ω.





(1)

Here, I denotes the identity matrix, ∇u is the partial gradient of u with respect to x and
Uad is the set of kinematically admissible displacements:

Uad = {v : Ω → R
2 “smooth enough”; id+ v is injective on Ω, det(I +∇v) > 0 in Ω}.

The first Piola-Kirchhoff stress tensor σ is defined from the Cauchy stress tensor σϕ by

σ(t,x) = (det(I +∇u(t,x)))σϕ(t,x+ u(t,x))(I +∇u(t,x))−⊤ (2)

and σ̂ is a given response function for the first Piola-Kirchhoff stress of the elastic material
of the body. By n, we denote the unit outward normal vector along ∂Ω and

f(t,x) = det(I +∇u(t,x))fϕ(t,x+ u(t,x)),

h(t,x) = det(I +∇u(t,x))‖(I +∇u(t,x))−⊤n(x)‖hϕ(t,x+ u(t,x))

are the densities of volume and surface forces related to the reference configuration. Fur-
ther,

Tν(t,x) = T (t,x) · ν(x+ u(t,x)), Tτ (t,x) = T (t,x) · τ (x+ u(t,x))
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are components of the first Piola-Kirchhoff stress vector T at (t,x) in the directions ν and
τ , T (t,x) = σ(t,x)n(x). The friction coefficient F is a non-negative function of x and

u̇τ (t,x) =
∂u

∂t
(t,x) · τ (x+ u(t,x))

is the tangent velocity of a point x at a time t.
To interpret the boundary conditions on Γc, let us consider (t,x) ∈ (0, T ) × Γc fixed

and assume that ϕ is sufficiently smooth so that ϕ(t,Ω) is a bounded domain with a
Lipschitz-continuous boundary ∂ϕ(t,Ω) and ∂ϕ(t,Ω) = ϕ(t, ∂Ω). If xϕ := x + u(t,x)
denotes the current position of the point x at the time t, then the unit outward normal
vector nϕ along ∂ϕ(t,Ω) can be expressed according to [4] as

nϕ(xϕ) =
(I +∇u(t,x))−⊤n(x)

‖(I +∇u(t,x))−⊤n(x)‖
.

From here and (2), the Cauchy stress vector T ϕ, T ϕ(t,xϕ) = σϕ(t,xϕ)nϕ(xϕ), can be
written as

T ϕ(t,xϕ) =
1

det(I +∇u(t,x))‖(I +∇u(t,x))−⊤n(x)‖
T (t,x)

and it is readily seen that the contact conditions (1)6−8 at (t,x) are equivalent to

g(xϕ) ≤ 0, Tϕ
ν (t,x

ϕ) ≤ 0, g(xϕ)Tϕ
ν (t,x

ϕ) = 0,

|Tϕ
τ (t,x

ϕ)| ≤ −F
ϕ(xϕ)Tϕ

ν (t,x
ϕ),

Tϕ
τ (t,x

ϕ) = F
ϕ(xϕ)Tϕ

ν (t,x
ϕ)

vϕτ (t,x
ϕ)

|vϕτ (t,xϕ)|
if vϕτ (t,x

ϕ) 6= 0.

Here, vϕτ (t,x
ϕ) = u̇τ (t,x) is the tangent velocity of the point with the current position

xϕ, Fϕ(xϕ) = F (x) and

Tϕ
ν (t,x

ϕ) = T ϕ(t,xϕ) · ν(xϕ), Tϕ
τ (t,x

ϕ) = T ϕ(t,xϕ) · τ (xϕ).

In this way, we obtain the unilateral condition and the Coulomb friction law in the part
ϕ(t,Γc) of the boundary ∂ϕ(t,Ω) of the deformed configuration.

3 Discretisation and the Continuation Problem

Spatial discretisation of our problem is done by applying a Lagrange finite-element method
to a mixed variational formulation of (1) with Lagrange multipliers enforcing the Dirichlet
and contact boundary conditions. In particular, the contact conditions are discretised
similarly as in the example of the “almost conformal” discretisation of the displacement in
[12, Section 4].
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Let {φi}1≤i≤2nΩ
be a basis of shape functions for displacements and {xi}1≤i≤nΩ

be the
set of the corresponding finite-element nodes such that

φi(xj) = (δi,2j−1, δi,2j),

where δ denotes the Kronecker delta. Let {ξi}1≤i≤2nD
be a basis of shape functions on ΓD.

By {yi}1≤i≤nc
, we denote the nodes from {xi}1≤i≤nΩ

lying on Γc \ ΓD and by {ηi}1≤i≤nc
,

the basis of shape functions on Γc formed by the restrictions of appropriate component
functions of φi onto Γc such that

ηi(yj) = δij.

The local and global numeration of the nodes on Γc \ ΓD are linked by the mapping
Θ: {1, . . . , nc} → {1, . . . , nΩ} such that yi = xΘ(i). In what follows, we shall assume that
the finite-element partitions corresponding to the bases {φi}1≤i≤2nΩ

and {ξi}1≤i≤2nD
are

compatible with the decomposition of ∂Ω into ΓD, ΓN and Γc.
We introduce the following vectors and matrices for w = (wi)1≤i≤2nΩ

and t ∈ [0, T ]:

A(w) = (Ai(w))1≤i≤2nΩ
, Ai(w) =

∫

Ω

σ̂
(
x, I +

2nΩ∑

j=1

wj∇φj(x)
)
: ∇φi(x) dx,

BD = (BD,ij)1≤i≤2nD
1≤j≤2nΩ

, BD,ij =

∫

ΓD

ξi(x) · φj(x) ds,

Bν(w) = (Bν,ij(w)) 1≤i≤nc

1≤j≤2nΩ

, Bν,ij(w) =





ν1(yi + (w2Θ(i)−1, w2Θ(i))) if j = 2Θ(i)− 1,

ν2(yi + (w2Θ(i)−1, w2Θ(i))) if j = 2Θ(i),

0 otherwise,

Bτ (w) = (Bτ,ij(w)) 1≤i≤nc

1≤j≤2nΩ

, Bτ,ij(w) =





τ1(yi + (w2Θ(i)−1, w2Θ(i))) if j = 2Θ(i)− 1,

τ2(yi + (w2Θ(i)−1, w2Θ(i))) if j = 2Θ(i),

0 otherwise,

l(t,w) = (li(t,w))1≤i≤2nΩ
,

li(t,w) =

∫

Ω

(
det

(
I +

2nΩ∑

j=1

wj∇φj(x)
))
fϕ

(
t,x+

2nΩ∑

j=1

wjφj(x)
)
· φi(x) dx

+

∫

ΓN

(
det

(
I +

2nΩ∑

j=1

wj∇φj(x)
))∥∥∥

(
I +

2nΩ∑

j=1

wj∇φj(x)
)−⊤

n(x)
∥∥∥

· hϕ
(
t,x+

2nΩ∑

j=1

wjφj(x)
)
· φi(x) ds,

uD(t) = (uD,i(t))1≤i≤2nD
, uD,i(t) =

∫

ΓD

UD(t,x) · ξi(x) ds,

g(w) = (gi(w))1≤i≤nc
, gi(w) = g(yi + (w2Θ(i)−1, w2Θ(i))),

FFF = (Fi)1≤i≤nc
, Fi = F (yi).
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Furthermore, we take u0 = (u0
i )1≤i≤2nΩ

such that
∑2nΩ

i=1 u
0
iφi approximates U 0 and we

define the sets:

Λν = R
nc

− ≡ {µν = (µν,i)1≤i≤nc
; µν,i ≤ 0},

Λτ (FFFµν) = {µτ = (µτ,i)1≤i≤nc
; |µτ,i| ≤ −Fiµν,i}, µν ∈ Λν .

Then, the spatial semi-discretisation of (1) can be formulated as follows:

Find u : [0, T ] → R
2nΩ ,λD : [0, T ] → R

2nD ,λν ,λτ : [0, T ] → R
nc such that u(0) = u0

and for any t ∈ (0, T ), it holds that λν(t) ∈ Λν, λτ (t) ∈ Λτ (FFFλν(t)) and

A(u(t))−B⊤
DλD(t)−Bν(u(t))

⊤λν(t)−Bτ (u(t))
⊤λτ (t) = l(t,u(t)),

BDu(t) = uD(t),

(µν − λν(t))
⊤g(u(t)) ≥ 0, ∀µν ∈ Λν ,

(µτ − λτ (t))
⊤Bτ (u(t))u̇(t) ≥ 0, ∀µτ ∈ Λτ (FFFλν(t)),





(3)

where u is the vector of nodal displacements, λD is the Lagrange multiplier corresponding
to the Dirichlet condition and λν , λτ are the normal and tangential Lagrange multipliers
on the contact zone, respectively.

Approximating u̇(t) by a backward difference and employing the idea from the abstract
frame [16, Section 2], one obtains the continuation problem:

Find γ ∈ R,u ∈ R
2nΩ ,λD ∈ R

2nD ,λν ∈ Λν ,λτ ∈ Λτ (FFFλν) such that

A(u)−B⊤
DλD −Bν(u)

⊤λν −Bτ (u)
⊤λτ = L(γ,u),

BDu = UD(γ),

(µν − λν)
⊤g(u) ≥ 0, ∀µν ∈ Λν ,

(µτ − λτ )
⊤
(
Bτ (u)u−Bτ (u)w + (1− γ)V τ

)
≥ 0, ∀µτ ∈ Λτ (FFFλν),

with

L(γ,u) = γl(tk+1,u) + (1− γ)l(tk,u), UD(γ) = γuD(tk+1) + (1− γ)uD(tk),

w = uk, V τ = (tk+1 − tk)
Bτ (u

k)uk −Bτ (u
k)uk−1

tk − tk−1

.

As in the abstract frame, the benefit of this continuation problem is that any solution
from the kth time level of the corresponding fully discretised problem yields always a solu-
tion of the continuation problem, which can be taken as a starting point for continuation.
Moreover, any solution of the continuation problem with γ = 1 yields a solution of the
discretised problem on the (k + 1)st time level.

Due to variational characterisation of a projection onto a closed convex set, this problem
is equivalent to

Find (γ,u,λD,λν ,λτ ) ∈ R
1+2(nΩ+nD+nc) such that

H(γ,u,λD,λν ,λτ ) = 0,

}
(P)
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where H : R1+2(nΩ+nD+nc) → R
2(nΩ+nD+nc) is defined by

H(γ,u,λD,λν ,λτ ) =




A(u)−L(γ,u)−B⊤
DλD −Bν(u)

⊤λν −Bτ (u)
⊤λτ

BDu−UD(γ)
λν,i − (λν,i − gi(u))−, i = 1, . . . , nc

λτ,i − P[Fi(λν,i−gi(u))−,−Fi(λν,i−gi(u))−]

(
λτ,i

− (Bτ (u)u−Bτ (u)w)i − (1− γ)Vτ,i

)
, i = 1, . . . , nc




(see also [2, Section 3]). Here, (a)− is the non-positive part of a, or equivalently, the
projection of a onto the interval (−∞, 0], and P[a,b] stands for the projection onto an
interval [a, b].

Since the functions (a, b) 7→ a − (a − b)− and (a, b, c) 7→ a − P[kc−,−kc−](a − b), k ≥ 0,
are both PC1 (see Figure 2) and a composition of two PC1-functions is again PC1, H is
a PC1-function under the following assumption:

Assumption 1. Let A and l(t, .), t ∈ [0, T ], be C1-functions and g demarcating the rigid
obstacle be of the class C2.

In this case, the general theory from [16] can be applied.

Remark 1. In the present discretisation, we treat the Dirichlet condition with the Lagrange
multiplier so that it can be parametrised in a simple way. However, if the Dirichlet condition
does not depend on the parameter (or more precisely, on the time), it can be prescribed
directly in the discrete problem without any principal changes.

4 First-Order System

Let (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) be a fixed solution of (P). We shall now give a particular expression
for the first-order system

H ′((γ̄, ū, λ̄D, λ̄ν , λ̄τ ); (γ
′,u′,λ′

D,λ
′
ν ,λ

′
τ )) = 0

(compare [16, problem (P ′)]) provided that Assumption 1 is satisfied. The dependence
upon γ̄, ū, λ̄D, λ̄ν and λ̄τ will not be explicitly indicated in what follows usually.

After tedious applications of the chain rule, the first-order equilibrium equation corre-
sponding to the first block of H reads

Ku′ − γ′P −B⊤
Dλ

′
D −B⊤

ν λ
′
ν −B

⊤
τ λ

′
τ = 0, (P ′1)

where we denote Bν = Bν(ū), Bτ = Bτ (ū), P = ∂L
∂γ
(γ̄, ū), and

K = ∇A(ū)−∇uL(γ̄, ū)−Kν(ū, λ̄ν)−Kτ (ū, λ̄τ )
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is the 2nΩ × 2nΩ tangent stiffness matrix with

Kν,ij(ū, λ̄ν) =





∂ν1
∂x1

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄ν,k if i = j = 2Θ(k)− 1,

∂ν1
∂x2

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄ν,k if i = 2Θ(k)− 1, j = 2Θ(k),

∂ν2
∂x1

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄ν,k if i = 2Θ(k), j = 2Θ(k)− 1,

∂ν2
∂x2

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄ν,k if i = j = 2Θ(k),

0 otherwise,

Kτ,ij(ū, λ̄τ ) =





∂τ1
∂x1

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄τ,k if i = j = 2Θ(k)− 1,

∂τ1
∂x2

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄τ,k if i = 2Θ(k)− 1, j = 2Θ(k),

∂τ2
∂x1

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄τ,k if i = 2Θ(k), j = 2Θ(k)− 1,

∂τ2
∂x2

(
yk + (ū2Θ(k)−1, ū2Θ(k))

)
λ̄τ,k if i = j = 2Θ(k),

0 otherwise,

∂νk
∂xm

=
1

‖∇g‖

2∑

l=1

∂2g

∂xl∂xm

τkτl,
∂τk
∂xm

= −
1

‖∇g‖

2∑

l=1

∂2g

∂xl∂xm

νkτl.

Remark 2. The partial derivatives of the normal and tangent are connected with the
obstacle curvature κ: one has

∂ν1
∂x1

+
∂ν2
∂x2

= −κ

(curvature formulae for implicit planar curves can be found, for instance, in [6, Section 3]).

Furthermore, the first-order Dirichlet condition is

BDu
′ − γ′U ′

D = 0 (P ′2)

with U ′
D = U ′

D(γ̄).
To derive the first-order contact conditions, one can show by other applications of the

chain rule that

g′i(ū;u
′) = (Bνu

′)i,
(
(Bτ (.) .−Bτ (.)w)i

)′
(ū;u′) = (Cτu

′)i,

where

Cτ = Cū
τ (ū) +Bτ −C

w
τ (ū) ∈ R

nc×2nΩ ,

Cw
τ,ij(ū) =





∂τ1
∂x1

(
yi + (ū2Θ(i)−1, ū2Θ(i))

)
w2Θ(i)−1

+ ∂τ2
∂x1

(
yi + (ū2Θ(i)−1, ū2Θ(i))

)
w2Θ(i) if 2Θ(i)− 1 = j,

∂τ1
∂x2

(
yi + (ū2Θ(i)−1, ū2Θ(i))

)
w2Θ(i)−1

+ ∂τ2
∂x2

(
yi + (ū2Θ(i)−1, ū2Θ(i))

)
w2Θ(i) if 2Θ(i) = j,

0 otherwise.

9



a− b = 0

a

b

0

F (a, b) = a

F (a, b) = b

(a) F (a, b) = a− (a− b)−.

a b

c

0

Gk(a, b, c) = a

Gk(a, b, c) = b

Gk(a, b, c) = a− kcGk(a, b, c) = a+ kc

a− b = −kc
−

a− b = kc
−

(b) Gk(a, b, c) = a − P[kc
−
,−kc

−
](a − b) for

k > 0.

Figure 2: Subdivisions for the PC1-functions F and Gk defined by (4) and (5).

Moreover, we define PC1-functions F : R2 → R and Gk : R
3 → R for any k ≥ 0 by

F (a, b) := a− (a− b)− =

{
a if a− b ≥ 0,

b if a− b ≤ 0,
(4)

Gk(a, b, c) := a− P[kc−,−kc−](a− b) =





a if c ≥ 0,

b if c ≤ 0, |a− b| ≤ −kc,

a− kc if c ≤ 0, a− b ≤ kc,

a+ kc if c ≤ 0, a− b ≥ −kc

(5)

(see Figure 2). It is readily seen that for any a, b, c, a′, b′, c′ ∈ R,

F ′((a, b); (a′, b′)) =





a′ if a− b > 0,

b′ if a− b < 0,

a′ − (a′ − b′)− if a− b = 0,

G′
0((a, b, c); (a

′, b′, c′)) = a′
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and if k > 0,

G′
k((a, b, c); (a

′, b′, c′)) =





a′ if c > 0,

b′ if c < 0, |a− b| < −kc,

a′ − kc′ if c < 0, a− b < kc,

a′ + kc′ if c < 0, a− b > −kc,

a′ − k(c′)− if c = 0, a− b < 0,

a′ + k(c′)− if c = 0, a− b > 0,

a′ − P[kc′,+∞)(a
′ − b′) if c < 0, a− b = kc,

a′ − P(−∞,−kc′](a
′ − b′) if c < 0, a− b = −kc,

a′ − P[k(c′)−,−k(c′)−](a
′ − b′) if c = a− b = 0.

Hence, Proposition 1 gives the first-order contact conditions in the form:

λ′
ν,i = 0 if λ̄ν,i − gi(ū) > 0,

(Bνu
′)i = 0 if λ̄ν,i − gi(ū) < 0,

λ′
ν,i − (λ′

ν,i − (Bνu
′)i)− = 0 if λ̄ν,i − gi(ū) = 0,





(P ′3)

λ′
τ,i = 0 if Fi = 0 or Fi > 0, λ̄ν,i − gi(ū) > 0,

(Cτu
′)i − γ′Vτ,i = 0 if Fi > 0, λ̄ν,i − gi(ū) < 0,

|λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i| < −Fi(λ̄ν,i − gi(ū)),

λ′
τ,i − Fi(λ

′
ν,i − (Bνu

′)i) = 0 if Fi > 0, λ̄ν,i − gi(ū) < 0,

λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i < Fi(λ̄ν,i − gi(ū)),

λ′
τ,i + Fi(λ

′
ν,i − (Bνu

′)i) = 0 if Fi > 0, λ̄ν,i − gi(ū) < 0,

λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i > −Fi(λ̄ν,i − gi(ū)),

λ′
τ,i − Fi(λ

′
ν,i − (Bνu

′)i)− = 0 if Fi > 0, λ̄ν,i − gi(ū) = 0,

λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i < 0,

λ′
τ,i + Fi(λ

′
ν,i − (Bνu

′)i)− = 0 if Fi > 0, λ̄ν,i − gi(ū) = 0,

λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i > 0,

λ′
τ,i − P[Fi(λ′

ν,i
−(Bνu′)i),+∞)(λ

′
τ,i − (Cτu

′)i + γ′Vτ,i) = 0

if Fi > 0, λ̄ν,i − gi(ū) < 0, λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i = Fi(λ̄ν,i − gi(ū)),

λ′
τ,i − P(−∞,−Fi(λ′

ν,i
−(Bνu′)i)](λ

′
τ,i − (Cτu

′)i + γ′Vτ,i) = 0

if Fi > 0, λ̄ν,i − gi(ū) < 0, λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i = −Fi(λ̄ν,i − gi(ū)),

λ′
τ,i − P[Fi(λ′

ν,i
−(Bνu′)i)−,−Fi(λ′

ν,i
−(Bνu′)i)−](λ

′
τ,i − (Cτu

′)i + γ′Vτ,i) = 0

if Fi > 0, λ̄ν,i − gi(ū) = λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i = 0,





(P ′4)

where v̄τ,i = (Bτ (ū)ū−Bτ (ū)w)i and i passes {1, . . . , nc}.
To sum up, the complete first-order system for the problem (P) consists in finding

(γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ) ∈ R

1+2(nΩ+nD+nc) satisfying (P ′1), (P ′2), (P ′3) and (P ′4).
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Unfortunately, Proposition 2 from [16] guaranteeing existence and uniqueness of solu-
tions of a general PC1 first-order system does not seem to be very useful for analysing this
particular system. We can refer the reader to [1] and [15] for attempts to employ some
results from theory of PC1-functions to discrete contact problems. For this reason, we
shall present some other forms of the first-order system.

To start with, we shall reformulate the contact conditions with the aid of the following
lemma, which can be proved by a brief discussion. By Sgn, we denote the multifunction
defined by

Sgn(b) =

{
b
|b|

if b 6= 0,

[−1, 1] if b = 0.

Lemma 1. For any a, b, c ∈ R and any k ≥ 0, it holds that

(i) a− (a− b)− = 0 ⇐⇒ a ≤ 0, b ≤ 0, ab = 0;

(ii) a− P[kc,+∞)(a− b) = 0 ⇐⇒ a− kc ≥ 0, b ≥ 0, (a− kc)b = 0;

(iii) a− P(−∞,−kc](a− b) = 0 ⇐⇒ a+ kc ≤ 0, b ≤ 0, (a+ kc)b = 0;

(iv) a− P[kc−,−kc−](a− b) = 0 ⇐⇒ a ∈ kc− Sgn(b).

Next, we introduce the index sets (compare (P ′3) and (P ′4)):

I = {1, . . . , nc}, If = {i ∈ I; λ̄ν,i − gi(ū) > 0},

Ic = {i ∈ I; λ̄ν,i − gi(ū) < 0}, Iz = {i ∈ I; λ̄ν,i − gi(ū) = 0},

I0 = {i ∈ I; Fi = 0},

Is = {i ∈ I; Fi > 0, |λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i| < −Fi(λ̄ν,i − gi(ū))−},

Il = {i ∈ I; Fi > 0, |λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i| > −Fi(λ̄ν,i − gi(ū))−},

Ii = {i ∈ I; Fi > 0, |λ̄τ,i − v̄τ,i − (1− γ̄)Vτ,i| = −Fi(λ̄ν,i − gi(ū))−}.





(6)

Observe that the contact conditions corresponding to the last two blocks of components
of H can be rewritten for (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) according to Lemma 1 as

λ̄ν,i ≤ 0, gi(ū) ≤ 0, λ̄ν,igi(ū) = 0, i ∈ I,

λ̄τ,i ∈ Fiλ̄ν,i Sgn(v̄τ,i + (1− γ̄)Vτ,i), i ∈ I,

which can be viewed as contact conditions at each contact node. Consequently, one obtains

If = {i ∈ I; λ̄ν,i = 0, gi(ū) < 0} (nodes not in contact – free),

Ic = {i ∈ I; λ̄ν,i < 0, gi(ū) = 0} (nodes in strong contact),

Iz = {i ∈ I; λ̄ν,i = gi(ū) = 0} (nodes in grazing contact – with zero contact forces),

Is = {i ∈ I; Fi > 0, |λ̄τ,i| < −Fiλ̄ν,i, v̄τ,i + (1− γ̄)Vτ,i = 0} (nodes in strong stick),

Il = {i ∈ I; Fi > 0, |λ̄τ,i| = −Fiλ̄ν,i, v̄τ,i + (1− γ̄)Vτ,i 6= 0} (nodes in non-zero slip),

Ii = {i ∈ I; Fi > 0, |λ̄τ,i| = −Fiλ̄ν,i, v̄τ,i + (1− γ̄)Vτ,i = 0} (nodes in impending slip)

12



and Is ⊂ Ic.
To conclude, (P ′3) and (P ′4) are equivalent to

λ′
ν,i = 0, i ∈ If ,

(Bνu
′)i = 0, i ∈ Ic,

λ′
ν,i ≤ 0, (Bνu

′)i ≤ 0, λ′
ν,i(Bνu

′)i = 0, i ∈ Iz,





(P ′3’)

λ′
τ,i = 0, i ∈ If ∪ I0,

(Cτu
′)i = γ′Vτ,i, i ∈ Is,

λ′
τ,i = sgn(v̄τ,i + (1− γ̄)Vτ,i)Fiλ

′
ν,i, i ∈ (Ic ∪ Iz) ∩ Il,

sgn(λ̄τ,i)((Cτu
′)i − γ′Vτ,i) ≤ 0, sgn(λ̄τ,i)λ

′
τ,i + Fiλ

′
ν,i ≤ 0,

sgn(λ̄τ,i)((Cτu
′)i − γ′Vτ,i)(sgn(λ̄τ,i)λ

′
τ,i + Fiλ

′
ν,i) = 0, i ∈ Ic ∩ Ii,

λ′
τ,i ∈ Fiλ

′
ν,i Sgn((Cτu

′)i − γ′Vτ,i), i ∈ Iz ∩ Ii.





(P ′4’)

The system (P ′1), (P ′2), (P ′3’) and (P ′4’) is close to a rate problem of a quasi-static
contact problem discretised in space only (this problem can be found in [17], for example).
The main difference between the two problems is that in our continuation problem, we
suppress solutions in which slipping contact nodes become stuck when loading of the body
changes to unloading suddenly. Indeed, there is no equivalent of the index set Il in the
rate problem and all nodes in contact are treated either as in stick or as in possible slip in
the near future. Of course, this causes the rate problem to be more complicated (compare
(P ′4’) for i ∈ Il and i ∈ Ii).

Let us also mention that due to nodal discretisation of the contact conditions con-
sidered in this paper, the continuation problem could be formulated without the term
(1 − γ)V τ approximating a multiple of an initial velocity in the frictional condition and
(0,uk,λk

D,λ
k
ν ,λ

k
τ ) would remain its solution (which is not always the case for other types

of discretisation). However, when starting continuation from this point, one would run into
an analogous situation as in the rate problem. More precisely, one would have v̄τ = 0 for
(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) = (0,uk,λk

D,λ
k
ν ,λ

k
τ ), the indices i with (Bτ (u

k)uk −Bτ (u
k)uk−1)i 6= 0,

which correspond to slipping nodes at the time tk, would fall into Ii instead of Il and Il
would be empty.

By the way, the situation for continuation from (0,uk,λk
D,λ

k
ν ,λ

k
τ ) in the problem with-

out (1 − γ)V τ is very similar to what happens in the semi-smooth (or piecewise-smooth)
Newton method applied directly to a projection formulation of the fully discretised problem
for the time tk+1 with the initial approximation (uk,λk

D,λ
k
ν ,λ

k
τ ). Regarding the Newton

method as an active-set strategy, one can employ adaptations of the index sets defined
above to determine an element from the generalised gradient used in each Newton’s itera-
tion and one can see that any slipping node at the time tk makes the initial approximation
(uk,λk

D,λ
k
ν ,λ

k
τ ) a non-smooth point of the equation being solved!

Example 1. Let us consider the simple example from [9, Section 4] modified to the quasi-
static case (which is nothing else than a special case of the example with Coulomb’s law

13



ΓD
ΓNh
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O

x1

x2

0

Ω

Figure 3: Geometry from Example 1.

of friction in [13]): contact of a single P1 triangle with a flat foundation in the framework
of linearised elasticity (Figure 3). The volume forces and the initial state are supposed to
be null, the triangle is fixed along ΓD and the Dirichlet condition is prescribed directly in
this example.

The problem can be formulated as follows (compare (3) and (P)):

Find u1, u2, λν , λτ : [0, T ] → R such that (u1(0), u2(0), λν(0), λτ (0)) = (0, 0, 0, 0)

and for any t ∈ (0, T ), it holds that
(

a −b
−b a

)(
u1(t)
u2(t)

)
−

(
l1(t)
l2(t)

)
−

(
λν(t)
λτ (t)

)
=

(
0
0

)
,

λν(t)− (λν(t)− u1(t))− = 0,

λτ (t)− P[F (λν(t)−u1(t))−,−F (λν(t)−u1(t))−](λτ (t)− u̇2(t)) = 0,

where a := (λ + 3µ)/2 and b := (λ + µ)/2 are given by Lamé constants λ and µ. The
loading is considered to be (l1(t), l2(t)) = (0, t).

According to the analysis in [13], the unique solution of this problem is

u1(t) = 0, u2(t) =
l2(t)− F l1(t)

a+ F b
=

t

a+ F b
,

λν(t) = −
al1(t) + bl2(t)

a+ F b
= −

bt

a+ F b
, λτ (t) = Fλν(t) = −

F bt

a+ F b

and it corresponds to slip of the only contact node to the right. The rate problem at each
solution point for t > 0 is:

Find (u̇1, u̇2, λ̇ν , λ̇τ ) ∈ R
4 such that

(
a −b
−b a

)(
u̇1

u̇2

)
−

(
0
1

)
−

(
λ̇ν

λ̇τ

)
=

(
0
0

)
,

u̇1 = 0,

u̇2 ≥ 0, −λ̇τ + F λ̇ν ≤ 0, u̇2(−λ̇τ + F λ̇ν) = 0,





(7)
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that is, one has to deal with a complementarity between slip and stick at each time (in
fact, the contact node would get stuck if the loading changed to unloading in the opposite
direction).

On the other hand, solutions of the fully discretised (also called incremental) problems,
which can be derived by analysing all possible cases similarly as in [9] for the static case,
are:

uk
1 = 0, uk

2 =
l2(tk)− F l1(tk)

a+ F b
=

tk
a+ F b

,

λk
ν = −

al1(tk) + bl2(tk)

a+ F b
= −

btk
a+ F b

, λk
τ = Fλk

ν = −
F btk
a+ F b

and the continuation problem proposed in this paper reads as follows:

Find (γ, u1, u2, λν , λτ ) ∈ R
5 such that

(
a −b
−b a

)(
u1

u2

)
−

(
L1(γ)
L2(γ)

)
−

(
λν

λτ

)
=

(
0
0

)
,

λν − (λν − u1)− = 0,

λτ − P[F (λν−u1)−,−F (λν−u1)−](λτ − (u2 − uk
2)− (1− γ)Vτ ) = 0.





(8)

Here, (L1(γ), L2(γ)) = (0, tk + γ(tk+1 − tk)) and

Vτ =
tk+1 − tk
tk − tk−1

(uk
2 − uk−1

2 )

is positive for any k ≥ 1. Solutions of this problem can be computed analogously as the
solutions of the incremental problems and they form the set:

{
(γ, u1, u2, λν , λτ ) ∈ R

5; γ ∈ [0, 1], u1 = 0, u2 =
L2(γ)− FL1(γ)

a+ F b
=

tk + γ(tk+1 − tk)

a+ F b
,

λν = −
aL1(γ) + bL2(γ)

a+ F b
= −

b(tk + γ(tk+1 − tk))

a+ F b
,

λτ = Fλν = −
F b(tk + γ(tk+1 − tk))

a+ F b

}
.

Then, the corresponding first-order system for any γ̄ ∈ [0, 1] becomes:

Find (γ′, u′
1, u

′
2, λ

′
ν , λ

′
τ ) ∈ R

5 such that
(

a −b
−b a

)(
u′
1

u′
2

)
−

(
0

γ′(tk+1 − tk)

)
−

(
λ′
ν

λ′
τ

)
=

(
0
0

)
,

u′
1 = 0,

λ′
τ = Fλ′

ν .

In comparison with the rate problem (7), the complementarity conditions are replaced by
an equality here, which is apparently easier to handle.
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Finally, solutions of the continuation problem without (1−γ)Vτ would remain the same
as with it, however, the first-order system would contain the following frictional condition
at γ̄ = 0:

u′
2 ≥ 0, −λ′

τ + Fλ′
ν ≤ 0, u′

2(−λ′
τ + Fλ′

ν) = 0.

Therefore, it would be more complicated to find a suitable initial tangent vector for nu-
merical continuation.

Due to the similarity of the first-order system to the rate problem mentioned above,
we shall follow steps in [17] and we shall reformulate it as a mixed complementarity inclu-
sion and an explicit complementarity problem. To this end, we shall need the following
assumption.

Assumption 2. Let the matrix

B :=



BD

Bν

Bτ




have full row rank.

One can easily verify that this assumption is equivalent to the following inf-sup condi-
tion:

∃β > 0: inf
0 6=(λD,λν ,λτ )∈R2(nD+nc)

sup
0 6=u∈R2nΩ

u⊤(B⊤
DλD +B⊤

ν λν +B
⊤
τ λτ )

‖u‖‖(λD,λν ,λτ )‖
≥ β.

This is a reasonable assumption on the used spatial discretisation because it prevents the
discretised problem from being over-constrained. If it is satisfied,

dim Im(B⊤) = 2(nD + nc), dimker(B) = 2nΩ − 2(nD + nc)

and one can define a non-singular matrix

TB :=
(
N B+

)
,

where the columns of the matrix N ∈ R
2nΩ×(2nΩ−2(nD+nc)) form a basis of ker(B) and

B+ = B⊤(BB⊤)−1 is the right inverse of B. Then

T⊤
B

(
B⊤

D B⊤
ν B⊤

τ

)


λ′

D

λ′
ν

λ′
τ


 =

(
BN BB+

)⊤


λ′

D

λ′
ν

λ′
τ


 =




02nΩ−(2nD+2nc)

λ′
D

λ′
ν

λ′
τ


 . (9)

Remark 3. For the nodal discretisation of contact conditions considered in this paper,
the rows of

(
Bν

Bτ

)
are always linearly independent and they are orthogonal to the rows of
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BD. Therefore, Assumption 2 is satisfied provided that BD has full row rank, which is
equivalent to the inf-sup condition on the Dirichlet boundary solely:

∃β > 0: inf
0 6=λD∈R2nD

sup
0 6=u∈R2nΩ

u⊤B⊤
DλD

‖u‖‖λD‖
≥ β.

If it is the case,

TB =
(
N B+

D

(
Bν

Bτ

)+)

and the columns of N and
(
Bν

Bτ

)+
form a basis of ker(BD).

Similarly, we shall need the following additional assumption.

Assumption 3. Let the matrix

C :=



BD

Bν

Cτ




have full row rank.

Let us note that if the rigid obstacle is plane, that is, ∇2g = 0, then Cτ = Bτ and this
assumption is always satisfied provided that Assumption 2 is fulfilled. Under Assumption 3,
one can introduce a non-singular transformation matrix

TC :=
(
N C+

)

with the columns ofN constituting a basis of ker(C) andC+ = C⊤(CC⊤)−1 (invoking the
introduction of C, one can easily verify that N may be taken the same as above). Conse-
quently, any displacement direction u′ ∈ R

2nΩ in the first-order system can be represented
by a vector ũ′ of the same length in the following way:

u′ = TCũ
′, ũ′ =




u′
u

u′
D

u′
ν

u′
τ


 , (10)

where u′
D ∈ R

2nD is a part imposed to the first-order Dirichlet condition, u′
ν ,u

′
τ ∈ R

nc

correspond to the normal and tangential components on the contact zone and u′
u ∈

R
2nΩ−2(nD+nc) is free of the first-order Dirichlet and contact conditions (unconstrained).

In fact, 

BDu

′

Bνu
′

Cτu
′


 =



BD

Bν

Cτ


(
N C+

)
ũ′ =



u′

D

u′
ν

u′
τ


 . (11)
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Making use of (9) and (10) and introducing further partitioning of ũ′, λ′
ν and λ′

τ , we
can write (P ′1) as




K̃u,u K̃u,G K̃u,N K̃u,Z K̃u,νzl K̃u,τcl K̃u,τzl K̃u,ci

K̃G,u K̃G,G K̃G,N K̃G,Z K̃G,νzl K̃G,τcl K̃G,τzl K̃G,ci

K̃N,u K̃N,G K̃N,N K̃N,Z K̃N,νzl K̃N,τcl K̃N,τzl K̃N,ci

K̃Z,u K̃Z,G K̃Z,N K̃Z,Z K̃Z,νzl K̃Z,τcl K̃Z,τzl K̃Z,ci

K̃νzl,u K̃νzl,G K̃νzl,N K̃νzl,Z K̃νzl,νzl K̃νzl,τcl K̃νzl,τzl K̃νzl,ci

K̃τcl,u K̃τcl,G K̃τcl,N K̃τcl,Z K̃τcl,νzl K̃τcl,τcl K̃τcl,τzl K̃τcl,ci

K̃τzl,u K̃τzl,G K̃τzl,N K̃τzl,Z K̃τzl,νzl K̃τzl,τcl K̃τzl,τzl K̃τzl,ci

K̃ci,u K̃ci,G K̃ci,N K̃ci,Z K̃ci,νzl K̃ci,τcl K̃ci,τzl K̃ci,ci







u′
u

u′
G

u′
N

u′
Z

u′
νzl

u′
τcl

u′
τzl

u′
ci




=




0

λ′
G

λ′
N

λ′
Z

λ′
νzl

λ′
τcl

λ′
τzl

λ′
ci




+ γ′




P̃ u

P̃G

P̃ N

P̃ Z

P̃ νzl

P̃ τcl

P̃ τzl

P̃ ci




, (12)

where K̃ = T⊤
BKTC , P̃ = T⊤

BP , G denotes jointly the indices D, νs, νc0, νcl and τs, N
the indices νf, τ f, τc0 and τz0, ci the indices νci and τci, Z the indices νz0, νzi and τzi,
and s stands for the indices from Is, c0 for the indices from Ic ∩ I0, cl for the indices from
Ic ∩ Il and so forth.

The values of the components of u′
G and u′

νci are given by (P ′2), (P ′3’) and (P ′4’)
combined with (11):

u′
D = γ′U ′

D, u′
νs = 0, u′

νc0 = 0, u′
νcl = 0, u′

τs = γ′V τs, u′
νci = 0

and λ′
G can be expressed directly from (12). In particular,

λ′
νcl =K̃νcl,uu

′
u + K̃νcl,Nu

′
N + K̃νcl,Zu

′
Z + K̃νcl,νzlu

′
νzl + K̃νcl,τclu

′
τcl + K̃νcl,τzlu

′
τzl

+ K̃νcl,τciu
′
τci − γ′(P̃ νcl − K̃νcl,DU

′
D − K̃νcl,τsV τs).

Further, one has from (P ′3’) and (P ′4’) that

λ′
N = 0, λ′

τcl = SclF clλ
′
νcl, λ′

τzl = SzlF zlλ
′
νzl,

where

Scl = Diag(sgn(v̄τ,i + (1− γ̄)Vτ,i)), i ∈ Ic ∩ Il, F cl = Diag(Fi), i ∈ Ic ∩ Il,

Szl = Diag(sgn(v̄τ,i + (1− γ̄)Vτ,i)), i ∈ Iz ∩ Il, F zl = Diag(Fi), i ∈ Iz ∩ Il.
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Hence, (12) can be transformed into




˜̃
Ku,u

˜̃
Ku,N

˜̃
Ku,Z

˜̃
Ku,νzl

˜̃
Ku,τcl

˜̃
Ku,τzl

˜̃
Ku,νci

˜̃
Ku,τci

˜̃
KN,u

˜̃
KN,N

˜̃
KN,Z

˜̃
KN,νzl

˜̃
KN,τcl

˜̃
KN,τzl

˜̃
KN,νci

˜̃
KN,τci

˜̃
KZ,u

˜̃
KZ,N

˜̃
KZ,Z

˜̃
KZ,νzl

˜̃
KZ,τcl

˜̃
KZ,τzl

˜̃
KZ,νci

˜̃
KZ,τci

˜̃
Kνzl,u

˜̃
Kνzl,N

˜̃
Kνzl,Z

˜̃
Kνzl,νzl

˜̃
Kνzl,τcl

˜̃
Kνzl,τzl

˜̃
Kνzl,νci

˜̃
Kνzl,τci

˜̃
Kτcl,u

˜̃
Kτcl,N

˜̃
Kτcl,Z

˜̃
Kτcl,νzl

˜̃
Kτcl,τcl

˜̃
Kτcl,τzl

˜̃
Kτcl,νci

˜̃
Kτcl,τci

˜̃
Kτzl,u

˜̃
Kτzl,N

˜̃
Kτzl,Z

˜̃
Kτzl,νzl

˜̃
Kτzl,τcl

˜̃
Kτzl,τzl

˜̃
Kτzl,νci

˜̃
Kτzl,τci

˜̃
Kci,u

˜̃
Kci,N

˜̃
Kci,Z

˜̃
Kci,νzl

˜̃
Kci,τcl

˜̃
Kci,τzl

˜̃
Kci,νci

˜̃
Kci,τci







u′
u

u′
N

u′
Z

u′
νzl

u′
τcl

u′
τzl

0

u′
τci




=




0

0

λ′
Z

λ′
νzl

0

SzlF zlλ
′
νzl

λ′
ci




+ γ′




˜̃
P u

˜̃
P N

˜̃
P Z

˜̃
P νzl

˜̃
P τcl

˜̃
P τzl

˜̃
P ci




(13)

with



˜̃
Ku,.

˜̃
KN,.

˜̃
KZ,.

˜̃
Kνzl,.

˜̃
Kτcl,.

˜̃
Kτzl,.

˜̃
Kci,.




=




K̃u,.

K̃N,.

K̃Z,.

K̃νzl,.

K̃τcl,. − SclF clK̃νcl,.

K̃τzl,.

K̃ci,.




,

˜̃
P =




P̃ u − K̃u,DU
′
D − K̃u,τsV τs

P̃ N − K̃N,DU
′
D − K̃N,τsV τs

P̃ Z − K̃Z,DU
′
D − K̃Z,τsV τs

P̃ νzl − K̃νzl,DU
′
D − K̃νzl,τsV τs

P̃ τcl − K̃τcl,DU
′
D − K̃τcl,τsV τs − SclF cl(P̃ νcl − K̃νcl,DU

′
D − K̃νcl,τsV τs)

P̃ τzl − K̃τzl,DU
′
D − K̃τzl,τsV τs

P̃ ci − K̃ci,DU
′
D − K̃ci,τsV τs




.

Denoting the indices u, N, Z, νzl, τcl and τzl jointly by E, we want to eliminate u′
E

now. This leads us to the following assumption.

Assumption 4. Let the matrix ˜̃
KE,E be invertible.
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As we shall show in the proof of Corollary 1, this holds, for example, for a model of
linearised elasticity with a properly constrained body in contact with a plane rigid obstacle
provided that the coefficient of friction is sufficiently small. The assumption enables us to
express u′

E from the first six rows of (13):

u′
E = EE,Zλ

′
Z + ĒE,νzlλ

′
νzl + γ′EE,E

˜̃
P E −EE,E

˜̃
KE,τciu

′
τci, (14)

where
EE,E = ˜̃

K−1
E,E, ĒE,νzl = EE,νzl +EE,τzlSzlF zl.

Then, substituting for it into the last row of (13), we obtain

λ′
ci = −γ′P̄ ci +

˜̃
Kci,EEE,Zλ

′
Z +

˜̃
Kci,EĒE,νzlλ

′
νzl + K̄ci,τciu

′
τci

with
P̄ ci =

˜̃
P ci −

˜̃
Kci,EEE,E

˜̃
P E, K̄ci,τci =

˜̃
Kci,τci −

˜̃
Kci,EEE,E

˜̃
KE,τci.

From here, we have

Sciλ
′
τci − F ciλ

′
νci

= −γ′ ¯̄P τci +
¯̄Kτci,τciS

2
ci(u

′
τci − γ′V τci) +

¯̄Kτci,EEE,Zλ
′
Z +

¯̄Kτci,EĒE,νzlλ
′
νzl, (15)

where

Sci = −Diag(sgn(λ̄τ,i)), i ∈ Ic ∩ Ii, F ci = Diag(Fi), i ∈ Ic ∩ Ii,

¯̄Kτci,τci = SciK̄τci,τci − F ciK̄νci,τci,
¯̄Kτci,E = Sci

˜̃
Kτci,E − F ci

˜̃
Kνci,E,

¯̄P τci = Sci(P̄ τci − K̄τci,τciV τci)− F ci(P̄ νci − K̄νci,τciV τci).

Taking (15), (14) with the indices from νz0, νzl, νzi and τzi, and the remaining condi-
tions from (P ′3’) and (P ′4’), we arrive at the mixed complementarity inclusion:

Find (x,y) ∈ R
M × R

M such that

Dx = y + γ′b,

ζτci ≥ 0, ψτci ≥ 0, ψ⊤
τciζτci = 0,

ζνz0 ≥ 0, ψνz0 ≥ 0, ψ⊤
νz0ζνz0 = 0,

ζνzl ≥ 0, ψνzl ≥ 0, ψ⊤
νzlζνzl = 0,

ζνzi ≥ 0, ψνzi ≥ 0, ψ⊤
νziζνzi = 0,

ψτzi ∈ −Szi(ζτzi)F ziψνzi,





(16)

where M = nci + nz0 + nzl + 2nzi with nci = #(Ic ∩ Ii), nz0 = #(Iz ∩ I0), nzl = #(Iz ∩ Il)
and nzi = #(Iz ∩ Ii),

x =




ζτci
ψνz0

ψνzl

ψνzi

ψτzi




=




Sci(u
′
τci − γ′V τci)
−λ′

νz0

−λ′
νzl

−λ′
νzi

λ′
τzi




, y =




ψτci

ζνz0
ζνzl
ζνzi
ζτzi




=




Sciλ
′
τci − F ciλ

′
νci

−u′
νz0

−u′
νzl

−u′
νzi

u′
τzi − γ′V τzi




,
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D =




¯̄Kτci,τciSci − ¯̄Kτci,EEE,νz0 − ¯̄Kτci,EĒE,νzl − ¯̄Kτci,EEE,νzi
¯̄Kτci,EEE,τzi

Eνz0,E
˜̃
KE,τciSci Eνz0,νz0 Ēνz0,νzl Eνz0,νzi −Eνz0,τzi

Eνzl,E
˜̃
KE,τciSci Eνzl,νz0 Ēνzl,νzl Eνzl,νzi −Eνzl,τzi

Eνzi,E
˜̃
KE,τciSci Eνzi,νz0 Ēνzi,νzl Eνzi,νzi −Eνzi,τzi

−Eτzi,E
˜̃
KE,τciSci −Eτzi,νz0 −Ēτzi,νzl −Eτzi,νzi Eτzi,τzi




,

b =




¯̄P τci

Eνz0,E(
˜̃
P E − ˜̃

KE,τciV τci)

Eνzl,E(
˜̃
P E − ˜̃

KE,τciV τci)

Eνzi,E(
˜̃
P E − ˜̃

KE,τciV τci)

−Eτzi,E(
˜̃
P E − ˜̃

KE,τciV τci) + V τzi




,

F zi = Diag(Fi), i ∈ Iz ∩ Ii,

and Szi : R
nzi ⇉ R

nzi×nzi is a matrix-set-valued map defined by

Szi(ζτzi) = Diag(Sgn((ζτzi)1), . . . , Sgn((ζτzi)nzi
).

It is readily seen from the construction that there is a one-to-one correspondence between
solutions of the first-order system (P ′1), (P ′2), (P ′3’) and (P ′4’) and of (16) for γ′ ∈ R

given.

To transform (16) into the announced explicit complementarity problem, we start with
an easy observation.

Lemma 2. For any a, c ∈ R and any b, k ≥ 0, the following two conditions are equivalent:

(i) a ∈ −kb Sgn(c);

(ii) − |a|+ kb ≥ 0 & ac+ kb|c| = 0.

Next, we define closed convex cones of admissible values of x and y from (16) (all
inequalities have to be understood component-wise):

Cx := {x = (ζτci,ψνz0,ψνzl,ψνzi,ψτzi) ∈ R
M ;

ζτci ≥ 0, ψνz0 ≥ 0, ψνzl ≥ 0, ψνzi ≥ 0, −|ψτzi|+ F ziψνzi ≥ 0},

Cy := {y = (ψτci, ζνz0, ζνzl, ζνzi, ζτzi) ∈ R
M ;

ψτci ≥ 0, ζνz0 ≥ 0, ζνzl ≥ 0, ζνzi ≥ 0, ζτzi ∈ R
nzi}

and a mapping h : RM → R
M by

h(ψτci, ζνz0, ζνzl, ζνzi, ζτzi) =




ψτci

ζνz0
ζνzl

ζνzi + F zi|ζτzi|
ζτzi




.
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Figure 4: Components of the cones for the indices i ∈ Iz ∩ Ii: (a) Cx; (b) Cy and h(Cy) =
(Cx)

∗.

Clearly, these objects enjoy the properties summarised below (see also Figure 4). Recall
that a dual cone C ∗ of a cone C ⊂ R

M is introduced as

C
∗ = {y ∈ R

M ; y⊤x ≥ 0, ∀x ∈ C }.

Lemma 3. It holds that
(i) h(Cy) = {y = (ψτci, ζνz0, ζνzl, ζνzi, ζτzi) ∈ R

M ;
ψτci ≥ 0, ζνz0 ≥ 0, ζνzl ≥ 0, ζνzi ≥ 0, ζνzi − F zi|ζτzi| ≥ 0} = (Cx)

∗;
(ii) h is a bijection.

Finally, we define a map f γ′ : RM → R
M by

f γ′(x) = h(Dx− γ′b)

for any γ′ ∈ R fixed.
Altogether, one can easily verify that there is a one-to-one correspondence between

solutions of (16) and the following explicit complementarity problem:

Find x ∈ Cx such that f γ′(x) ∈ (Cx)
∗ and

x⊤f γ′(x) = 0.

}
(17)

4.1 Results of Existence and Uniqueness

We are prepared to adapt the existence and uniqueness results from [17].

Proposition 3. Let the matrix D be strictly co-positive in Cx, that is,

x⊤Dx > 0, ∀x ∈ Cx, x 6= 0. (18)

Then (17) possesses a solution for any γ′ ∈ R and any b ∈ R
M .
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Proof. The assertion follows directly from [10, Corollary 4.13]. Since Cx is a closed convex
cone and f γ′ is a bounded continuous finite-dimensional operator, it suffices to verify that
f γ′ is coercive in the following sense:

lim
‖x‖→+∞
x∈Cx

x⊤f γ′(x)

‖x‖
= +∞.

But this is ensured by (18) as it gives D0 > 0 such that

x⊤Dx

‖x‖2
≥ D0, ∀x ∈ Cx, x 6= 0.

Hence,

∀x ∈ Cx, x 6= 0 :

x⊤f γ′(x)

‖x‖
=

1

‖x‖

(
x⊤(Dx− γ′b) +ψ⊤

νziF zi|(Dx− γ′b)τzi|
)
≥ D0‖x‖ − ‖γ′b‖,

where we have used the non-negativity of the elements of ψνzi and F zi, and (Dx− γ′b)τzi
denotes the last sub-vector of Dx− γ′b.

Before stating a consequence of this result, we recall the concept of positive definiteness
of a matrix on a subspace: LetM be a square matrix of order n and V be anm-dimensional
subspace of Rn. We say that M is positive definite on V if u⊤Mu > 0 for any non-zero
u ∈ V , or equivalently, if the matrix T⊤MT is positive definite for any matrix T ∈ R

n×m

whose columns form a basis of V .

Corollary 1 (Existence). Let (P) correspond to a model of linearised elasticity where
the body is properly constrained by the Dirichlet condition, that is, the rows of BD are
linearly independent and the stiffness matrixA is positive definite on ker(BD). If g satisfies
Assumption 1 and ‖∇2g‖/‖∇g‖ and Fi, i ∈ ((Ic ∪ Iz) ∩ Il) ∪ (Ic ∩ Ii), are small, then the
first-order system (P ′1), (P ′2), (P ′3’) and (P ′4’) has at least one solution for any
γ′ ∈ R, P ∈ R

2nΩ and U ′
D ∈ R

2nD .

Proof. Suppose for a while that the assumptions are satisfied even with ∇2g = 0 and
Fi = 0 for i ∈ ((Ic ∪ Iz)∩ Il)∪ (Ic ∩ Ii). Then K = A, Cτ = Bτ and both Assumptions 2

and 3 hold according to Remark 3. Furthermore, ˜̃K is a principal sub-matrix ofN⊤
DKND,

where the columns ofND are formed by the columns ofN and
(
Bν

Bτ

)+
constituting a basis

of ker(BD). Thus,
˜̃
K is symmetric positive definite and so are ˜̃

KE,E and its inverse EE,E.
Consequently, Assumption 4 is fulfilled, the first-order system can be transformed into (17)
by the procedure described above and

x⊤Dx = ζ⊤τciSciK̄τci,τciSciζτci

+
(
ψ⊤

νz0 ψ⊤
νzl ψ⊤

νzi −ψ⊤
τzi

)



Eνz0,νz0 Eνz0,νzl Eνz0,νzi Eνz0,τzi

Eνzl,νz0 Eνzl,νzl Eνzl,νzi Eνzl,τzi

Eνzi,νz0 Eνzi,νzl Eνzi,νzi Eνzi,τzi

Eτzi,νz0 Eτzi,νzl Eτzi,νzi Eτzi,τzi







ψνz0

ψνzl

ψνzi

−ψτzi


 .
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The matrix SciK̄τci,τciSci = S
−1
ci K̄τci,τciSci in the first term above is similar to K̄τci,τci =

˜̃
Kτci,τci −

˜̃
Kτci,EEE,E

˜̃
KE,τci, which is a principal sub-matrix of the Schur complement of

˜̃
KE,E in ˜̃

K. Thus, it is positive definite and so is the principal sub-matrix of E in the
second term above. This implies the positive definiteness of D, a fortiori fulfilment of (18)
and application of the previous proposition is justified under the stronger assumptions.

Continuous dependence of the elements of Cτ ,
˜̃
K and D on the elements of ∇2g/‖∇g‖

and Fi, i ∈ ((Ic ∪ Iz) ∩ Il) ∪ (Ic ∩ Ii), completes the claim.

The uniqueness result uses the notion of a P -matrix, which is a matrix whose all
principal minors are positive.

Proposition 4. A sufficient condition for uniqueness of a solution of (16) for γ′ ∈ R and
b ∈ R

M given is that the matrix

D




I 0 0 0 0

0 I 0 0 0

0 0 I 0 0

0 0 0 I 0

0 0 0 −S̃ziF zi I




is a P -matrix for any S̃zi = Diag(s̃1, . . . , s̃nzi
) with s̃i ∈ [−1, 1].

Proof. Let (x1,y1) and (x2,y2) be two solutions of (16) for the same γ′b and

ψi
τzi = −S̃

i

ziF ziψ
i
νzi, S̃

i

zi ∈ Szi(ζ
i
τzi), i = 1, 2, (19)

(compare (16)7). One can write

ψ1
τzi −ψ

2
τzi = −S̃

1

ziF zi(ψ
1
νzi −ψ

2
νzi)− (S̃

1

zi − S̃
2

zi)F ziψ
2
νzi (20)

and taking the difference for the two solutions in (16)2, one obtains



ψ1
τci −ψ

2
τci

ζ1νz0 − ζ
2
νz0

ζ1νzl − ζ
2
νzl

ζ1νzi − ζ
2
νzi

ζ1τzi − ζ
2
τzi




=D




I 0 0 0 0

0 I 0 0 0

0 0 I 0 0

0 0 0 I 0

0 0 0 −S̃
1

ziF zi I







ζ1τci − ζ
2
τci

ψ1
νz0 −ψ

2
νz0

ψ1
νzl −ψ

2
νzl

ψ1
νzi −ψ

2
νzi

−(S̃
1

zi − S̃
2

zi)F ziψ
2
νzi




.

By the complementarity conditions (16)3−6, one has

(ψ1
τci −ψ

2
τci)

⊤(ζ1τci − ζ
2
τci) ≤ 0, (ζ1νz0 − ζ

2
νz0)

⊤(ψ1
νz0 −ψ

2
νz0) ≤ 0,

(ζ1νzl − ζ
2
νzl)

⊤(ψ1
νzl −ψ

2
νzl) ≤ 0, (ζ1νzi − ζ

2
νzi)

⊤(ψ1
νzi −ψ

2
νzi) ≤ 0

and by (19), monotonicity of the multifunction Sgn and non-negativity of F zi and ψ
2
νzi,

−(ζ1τzi − ζ
2
τzi)

⊤(S̃
1

zi − S̃
2

zi)F ziψ
2
νzi ≤ 0.

Since a P -matrix does not reverse the sign of any non-zero vector ([5, 3.3.4 Theorem]), the
imposed assumption and (20) imply that x1 = x2 and y1 = y2.
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Invoking that a symmetric positive definite matrix is a P -matrix and arguing as for
Corollary 1, one gets the following:

Corollary 2 (Uniqueness). Let (P) correspond to a model of linearised elasticity where
the body is properly constrained by the Dirichlet condition. If g satisfies Assumption 1
and ‖∇2g‖/‖∇g‖ and Fi, i ∈ (Ic ∪ Iz) ∩ (Il ∪ Ii), are small, then the first-order system
(P ′1), (P ′2), (P ′3’) and (P ′4’) has a unique solution for any γ′ ∈ R, P ∈ R

2nΩ and
any U ′

D ∈ R
2nD .

Example 2 (Large coefficient of friction). (i) Let us consider the simple continuation
problem (8) from Example 1 with F = a/b, (L1(γ), L2(γ)) = (1,−γ) and uk

2 = Vτ = 0.
Similarly as in [9], one can show that this problem has solutions corresponding to stick of
the only contact node for γ ∈ [0,F ], which form the set

{(γ, u1, u2, λν , λτ ) ∈ R
5; γ ∈ [0,F ], u1 = u2 = 0,

λν = −L1(γ) = −1, λτ = −L2(γ) = γ}, (21)

solutions corresponding to non-positive slip for γ = F forming the set

{
(γ, u1, u2, λν , λτ ) ∈ R

5; γ = F , u1 = 0, u2 ∈
[
−
L1(γ)

b
, 0
]
=

[
−
1

b
, 0
]
,

λν = −L1(γ)− bu2 = −1− bu2, λτ = −Fλν = F (1 + bu2)
}

and solutions corresponding to separation for γ ≥ F , which form the set

{
(γ, u1, u2, λν , λτ ) ∈ R

5; γ ≥ F , u1 =
aL1(γ) + bL2(γ)

a2 − b2
=

a− bγ

a2 − b2
,

u2 =
bL1(γ) + aL2(γ)

a2 − b2
=

b− aγ

a2 − b2
, λν = λτ = 0

}
.

Taking (γ̄, ū1, ū2, λ̄ν , λ̄τ ) = (F , 0, 0,−1,F ) (strong contact with impending slip), we
get the first-order system:

(
a −b
−b a

)(
u′
1

u′
2

)
− γ′

(
P1

P2

)
−

(
λ′
ν

λ′
τ

)
=

(
0
0

)
, (22)

u′
1 = 0, u′

2 ≤ 0, λ′
τ + Fλ′

ν ≤ 0, u′
2(λ

′
τ + Fλ′

ν) = 0

with (P1, P2) = (0,−1). Its solutions in the two cases (u′
2 = 0 & λ′

τ + Fλ′
ν ≤ 0) and

(u′
2 ≤ 0 & λ′

τ + Fλ′
ν = 0) form the sets

{(γ′, u′
1, u

′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ ≤ 0, u′
1 = u′

2 = 0, λ′
ν = −γ′P1 = 0, λ′

τ = −γ′P2 = γ′},

and

{(γ′, u′
1, u

′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ = 0, u′
1 = 0, u′

2 ≤ 0,

λ′
ν = −γ′P1 − bu′

2 = −bu′
2, λ

′
τ = −Fλ′

ν = F bu′
2},
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that is, there is no solution for γ′ > 0 but infinity of solutions for γ′ = 0.
The first-order system for (γ̄, ū1, ū2, λ̄ν , λ̄τ ) = (F , 0, β,−1 − bβ,F (1 + bβ)), β ∈

(−1/b, 0) (strong contact with positive slip) consists of (22) and

u′
1 = 0, λ′

τ + Fλ′
ν = 0

and its solution set is

{(γ′, u′
1, u

′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ = 0, u′
1 = 0, u′

2 ∈ R,

λ′
ν = −γ′P1 − bu′

2 = −bu′
2, λ

′
τ = −Fλ′

ν = F bu′
2}.

It has no solution for γ′ 6= 0 but infinity of solutions for γ′ = 0.
Finally, the first-order system for (γ̄, ū1, ū2, λ̄ν , λ̄τ ) = (F , 0,−1/b, 0, 0) (grazing contact

with positive slip) is composed of (22) and

u′
1 ≤ 0, λ′

ν ≤ 0, u′
1λ

′
ν = 0, λ′

τ + Fλ′
ν = 0

and its solution subsets in the two cases (u′
1 = 0 & λ′

ν ≤ 0) and (u′
1 ≤ 0 & λ′

ν = 0) are

{(γ′, u′
1, u

′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ = 0, u′
1 = 0, u′

2 ≥ 0,

λ′
ν = −γ′P1 − bu′

2 = −bu′
2, λ

′
τ = −Fλ′

ν = F bu′
2}

and
{
(γ′, u′

1, u
′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ ≥ 0, u′
1 =

aγ′P1 + bγ′P2

a2 − b2
=

−bγ′

a2 − b2
,

u′
2 =

bγ′P1 + aγ′P2

a2 − b2
=

−aγ′

a2 − b2
, λ′

ν = λ′
τ = 0

}
.

There is no solution for γ′ < 0 but infinity of solutions for γ′ = 0.
(ii) Now, let us consider the problem (8) with F = a/b, (L1(γ), L2(γ)) = (bγ,−aγ) and

uk
2 = Vτ = 0 and choose (γ̄, ū1, ū2, λ̄ν , λ̄τ ) = (0, 0, 0, 0, 0) (grazing contact with impending

slip). In this case, the first-order system comprises (22) with (P1, P2) = (b,−a) and

u′
1 ≤ 0, λ′

ν ≤ 0, u′
1λ

′
ν = 0, λ′

τ ∈ Fλ′
ν Sgn(u

′
2).

Trying all possible cases, one can find the following solution set for γ′ ≥ 0:
{
(γ′, u′

1, u
′
2, λ

′
ν , λ

′
τ ) ∈ R

5; (γ′ ≥ 0, u′
1 = u′

2 = 0, λ′
ν = −γ′P1 = −bγ′, λ′

τ = −γ′P2 = aγ′)

∨
(
γ′ ≥ 0, u′

1 = 0, u′
2 ∈

[
−
γ′P1

b
, 0
]
= [−γ′, 0],

λ′
ν = −γ′P1 − bu′

2 = −b(γ′ + u′
2), λ

′
τ = −Fλ′

ν = F b(γ′ + u′
2)
)

∨
(
γ′ ≥ 0, u′

1 =
aγ′P1 + bγ′P2

a2 − b2
= 0, u′

2 =
bγ′P1 + aγ′P2

a2 − b2
= −γ′, λ′

ν = λ′
τ = 0

)}
.

It consists of a continuous branch of solutions for any γ′ > 0 fixed.
To sum up, we see that the first-order system can lack solutions for some γ′ if Fi are

large for i ∈ Ic ∩ Ii, i ∈ Ic ∩ Il, or i ∈ Iz ∩ Il. On the other hand, it can possess multiple
solutions for some γ′ if Fi are large for i ∈ Ic ∩ Ii, i ∈ Ic ∩ Il, i ∈ Iz ∩ Il or i ∈ Iz ∩ Ii.
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Figure 5: Geometry of Example 3.

Example 3 (Large ‖∇2g‖/‖∇g‖). Let us modify the simple continuation problem (8) to
the case where the rigid foundation is demarcated by

g : x = (x1, x2) 7→ r2 − (x1 − r)2 − x2
2

for r > 0 fixed (Figure 5). Then

∇g(x) = −2

(
x1 − r
x2

)
, ‖∇g(x)‖ = 2

√
(x1 − r)2 + x2

2,

ν(x) =
−1√

(x1 − r)2 + x2
2

(
x1 − r
x2

)
, τ (x) =

1√
(x1 − r)2 + x2

2

(
x2

−(x1 − r)

)

and the continuation problem becomes
(

a −b
−b a

)
u−

(
L1(γ)
L2(γ)

)
− λνν(u)− λττ (u) =

(
0
0

)
,

λν − (λν − g(u))− = 0,

λτ − P[F (λν−g(u))−,−F (λν−g(u))−]

(
λτ − (τ (u)⊤u− τ (u)⊤w)− (1− γ)Vτ

)
= 0.

Here, we consider (L1(γ), L2(γ)) = (1,−γ), w = 0, Vτ = 0 as in (i) of the previous example
and F > 0 arbitrarily fixed.

It is readily seen that the set given by (21) is a part of the solution set in this case too.
If one takes (γ̄, ū1, ū2, λ̄ν , λ̄τ ) = (F , 0, 0,−1,F ) (strong contact with impending slip), one
has

ν(ū) =

(
1
0

)
, τ (ū) =

(
0
1

)
, ∇2g(ū) =

(
−2 0
0 −2

)
,

∇2g(ū)

‖∇g(ū)‖
= −

1

r

(
1 0
0 1

)
,

Kν(ū, λ̄ν) =
1

r

(
0 0
0 1

)
, Kτ (ū, λ̄τ ) =

1

r

(
0 F

0 0

)

and the corresponding first-order system reads
(

a −b− F

r

−b a− 1
r

)(
u′
1

u′
2

)
+

(
0
γ′

)
−

(
λ′
ν

λ′
τ

)
=

(
0
0

)
,

u′
1 = 0, u′

2 ≤ 0, λ′
τ + Fλ′

ν ≤ 0, u′
2(λ

′
τ + Fλ′

ν) = 0.
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As in the previous example, the case (u′
2 = 0 & λ′

τ +Fλ′
ν ≤ 0) leads to the solution subset

{(γ′, u′
1, u

′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ ≤ 0, u′
1 = u′

2 = 0, λ′
ν = 0, λ′

τ = γ′},

whereas if one supposes that (u′
2 ≤ 0 & λ′

τ + Fλ′
ν = 0) and r is small enough so that

a− bF − (1 + F 2)/r < 0, one obtains solutions forming the set

{
(γ′, u′

1, u
′
2, λ

′
ν , λ

′
τ ) ∈ R

5; γ′ ≤ 0, u′
1 = 0, u′

2 =
−γ′

a− bF − (1 + F 2)/r
,

λ′
ν =

(b+ F/r)γ′

a− bF − (1 + F 2)/r
, λ′

τ =
−F (b+ F/r)γ′

a− bF − (1 + F 2)/r

}
.

Hence, this first-order system has no solution for γ′ > 0 and two different solutions for
γ′ < 0. This shows that large ‖∇2g‖/‖∇g‖ can cause both lack and multiplicity of solutions
for some γ′.

Let us point out that the first-order system can lack solutions for some γ′ for larger
coefficients of friction even in the case of linearised elasticity with the body properly con-
strained by the Dirichlet condition and in contact with a flat obstacle. This is in stark
contrast to the corresponding incremental problem, where existence of a solution is guar-
anteed for any coefficient of friction [14, Section 6]. Nevertheless, it is in accordance with
the analysis of the rate and quasi-static problem. It was shown in [17, Subsection 5.2] that
solvability of the rate problem requires smallness of the coefficient of friction for nodes in
strong contact with possible slip in near future and an example of non-existence of solu-
tions of a quasi-static problem for high values of the coefficient of friction can be found in
[13].

To add, the uniqueness result for the rate problem presented in [17] involves an as-
sumption on smallness of the coefficient of friction for nodes in contact with possible slip
in near future and for nodes in grazing contact. In [13], an example with multiple solutions
of a quasi-static problem with high values of the coefficient of friction was shown.

4.2 Continuation in a Direction Solving the First-Order System

To show the possibility of continuation of a solution curve in a direction solving the first-
order system, we shall apply Theorem 2 from the companion paper [16]. First of all, we
restate the theorem, taking into account Remark 2 from the same paper.

Theorem 1. Let H : R × R
N → R

N be a PC1-function and (γ̄, x̄), (γ′,x′) ∈ R × R
N

satisfy H(γ̄, x̄) = 0 and H ′((γ̄, x̄); (γ′,x′)) = 0. If {H(i)}i∈I is a family of C1 selection
functions of H at (γ̄, x̄) and there exists i0 ∈ I such that

(i) H(i0)(γ̄, x̄) =H(γ̄, x̄);

(ii) ∇H(i0)(γ̄, x̄)(γ′,x′) =H ′((γ̄, x̄); (γ′,x′)) 6= ∇H (i)(γ̄, x̄)(γ′,x′), ∀i 6= i0;

(iii) ∇H(i0)(γ̄, x̄) has the maximal rank N,
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then there are δ > 0 and a C1-curve c : [s̄, s̄+ δ) → R× R
N such that

(j) c(s̄) = (γ̄, x̄); (jj) ∀s ∈ [s̄, s̄+ δ) : H(c(s)) = 0; (jjj) c′(s̄) = (γ′,x′).

Moreover, if (γ′,x′) 6= (0,0), the image of any other curve c̃ : [s̄, s̄ + δ̃) → R × R
N with

δ̃ > 0 and such that

(̃j) c̃(s̄) = (γ̄, x̄); (j̃j) ∀s ∈ [s̄, s̄+ δ̃) : H(c̃(s)) = 0; (j̃jj) c̃′(s̄) ∈
⋃

r>0

r(γ′,x′) (23)

coincides with the image of c in a neighbourhood of (γ̄, x̄).

Now, let (γ̄, ū, λ̄D, λ̄ν , λ̄τ )(= (γ̄, x̄)) solve (P), that is, H(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) = 0. Tak-
ing into account the continuity of H and using the index sets defined by (6), one can
construct the set {H(j)} of selection functions of H at (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) such that, after
eventual reordering of components, it consists of functions (compare the functions F and
Gk introduced by (4) and (5)):

H(j)(γ,u,λD,λν ,λτ )

=




A(u)−L(γ,u)−B⊤
DλD −Bν(u)

⊤λν −Bτ (u)
⊤λτ

BDu−UD(γ)
λν,i, i ∈ If ∪ I fz
gi(u), i ∈ Ic ∪ Icz

λτ,i, i ∈ If ∪ I fz ∪ I0
(Bτ (u)u−Bτ (u)w)i + (1− γ)Vτ,i, i ∈ Is ∪ Isci ∪ Icszi

λτ,i + siFi(λν,i − gi(u)), i ∈ (Ic ∩ Il) ∪ Iczl ∪ I lci ∪ Icl+zi ∪ Icl−zi




.

Here, in a similar spirit as in [3], the index sets Icz , I
l
ci, I

cl+
zi and Icl−zi pass all possible

combinations such that

Icz ⊂ Iz, I lci ⊂ (Ic ∩ Ii), Icl+zi , Icl−zi ⊂ (Icz ∩ Ii), Icl+zi ∩ Icl−zi = ∅ (24)

and

I fz = Iz \ I
c
z , Isci = (Ic ∩ Ii) \ I

s
ci, Icszi = (Icz ∩ Ii) \ (I

cl+
zi ∪ Icl−zi ), Iczl = Icz ∩ Il, (25)

si =





− sgn(v̄τ,i + (1− γ̄)Vτ,i) if i ∈ (Ic ∩ Il) ∪ Iczl,

sgn(λ̄τ,i) if i ∈ I lci,

−1 if i ∈ Icl+zi ,

1 if i ∈ Icl−zi .

(26)

It is worth noticing that I fz and Icz constitute a decomposition of Iz, I
s
ci and I lci constitute

a decomposition of Ic ∩ Ii and Icszi , I
cl+
zi and Icl−zi constitute a decomposition of Icz ∩ Ii.
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Gradients of these selection functions at (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) are given by

∇H(j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ )(γ
′,u′,λ′

D,λ
′
ν ,λ

′
τ )

=




Ku′ − γ′P −B⊤
Dλ

′
D −B⊤

ν λ
′
ν −B

⊤
τ λ

′
τ

BDu
′ − γ′U ′

D

λ′
ν,i, i ∈ If ∪ I fz

(Bνu
′)i, i ∈ Ic ∪ Icz

λ′
τ,i, i ∈ If ∪ I fz ∪ I0

(Cτu
′)i − γ′Vτ,i, i ∈ Is ∪ Isci ∪ Icszi

λ′
τ,i + siFi(λ

′
ν,i − (Bνu

′)i), i ∈ (Ic ∩ Il) ∪ Iczl ∪ I lci ∪ Icl+zi ∪ Icl−zi




(27)

(compare (P ′1), (P ′2), (P ′3’) and (P ′4’)).
Next, assume that (γ′,u′,λ′

D,λ
′
ν ,λ

′
τ ) solves the first-order system at (γ̄, ū, λ̄D, λ̄ν , λ̄τ ),

or equivalently,
H ′((γ̄, ū, λ̄D, λ̄ν , λ̄τ ); (γ

′,u′,λ′
D,λ

′
ν ,λ

′
τ )) = 0. (28)

If we want to find a selection function H (j) with

∇H(j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ )(γ
′,u′,λ′

D,λ
′
ν ,λ

′
τ )

=H ′((γ̄, ū, λ̄D, λ̄ν , λ̄τ ); (γ
′,u′,λ′

D,λ
′
ν ,λ

′
τ )) = 0, (29)

one can see from (P ′3) and (P ′4) that it suffices to choose the determining index sets so
that the following conditions are fulfilled:

λ′
ν,i − (Bνu

′)i ≥ 0, i ∈ I fz,

λ′
ν,i − (Bνu

′)i ≤ 0, i ∈ Icz ,

si(λ
′
τ,i − (Cτu

′)i + γ′Vτ,i) ≤ −Fi(λ
′
ν,i − (Bνu

′)i), i ∈ Isci,

|λ′
τ,i − (Cτu

′)i + γ′Vτ,i| ≤ −Fi(λ
′
ν,i − (Bνu

′)i), i ∈ Icszi ,

si(λ
′
τ,i − (Cτu

′)i + γ′Vτ,i) ≥ −Fi(λ
′
ν,i − (Bνu

′)i), i ∈ I lci ∪ Icl+zi ∪ Icl−zi ,





(30)

with si introduced by (26) and si = sgn(λ̄τ,i) for i ∈ Isci.
We are prepared to state the continuation result based on Theorem 1.

Theorem 2. Let Assumption 1 be satisfied, (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) be a solution of (P) with
non-empty Iz ∪ (Ic ∩ Ii), and (γ′,u′,λ′

D,λ
′
ν ,λ

′
τ ) solve the first-order system (P ′1), (P ′2),

(P ′3’) and (P ′4’). If one can find index sets Icz , I lci, Icl+zi , Icl−zi , I fz, Isci, Icszi and Iczl in
accordance with (24) and (25) and such that

(i) all the inequalities in (30) are satisfied in strict sense;

(ii) the gradient of the corresponding selection function H(j) at (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) given

by (27) has the maximal rank,
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then there exist δ > 0 and a C1-curve c : [s̄, s̄+ δ) → R
1+2(nΩ+nD+nc) such that

(j) c(s̄) = (γ̄, ū, λ̄D, λ̄ν , λ̄τ );

(jj) H(c(s)) = 0, ∀s ∈ [s̄, s̄+ δ);

(jjj) c′(s̄) = (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ).

Moreover, the image of any other curve c̃ : [s̄, s̄+ δ̃) → R
1+2(nΩ+nD+nc) with δ̃ > 0 and such

that
(̃j) c̃(s̄) = (γ̄, ū, λ̄D, λ̄ν , λ̄τ );

(j̃j) H(c̃(s)) = 0, ∀s ∈ [s̄, s̄+ δ̃);

(j̃jj) c̃′(s̄) 6= 0 satisfies (30)





(31)

coincides with the image of c around (γ̄, ū, λ̄D, λ̄ν , λ̄τ ).

Proof. Let (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) and (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ) meet the imposed assumptions and

H(j) be the selection function corresponding to the particular index sets from the assertion.
We shall verify the assumptions of Theorem 1 for i0 = j.

First, the construction of the selection functions above guarantees that all selection
functions corresponding to various combinations of the index sets restricted by (24) and
(25) are active at (γ̄, ū, λ̄D, λ̄ν , λ̄τ ). In particular,

H(j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) =H(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) = 0.

Second, since (30) holds for (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ), (29) is valid for our selection functionH(j).

Finally, if a selection function H(j̃) corresponds to Ĩcz , Ĩ
l
ci, Ĩ

cl+
zi , Ĩcl−zi , Ĩ fz, Ĩ

s
ci, Ĩ

cs
zi and Ĩczl that

fulfil the same conditions as in (24) and (25) and at least one of the sets Ĩcz , Ĩ
l
ci, Ĩ

cl+
zi , Ĩcl−zi

differs from Icz , I
l
ci, I

cl+
zi or Icl−zi , respectively, then we claim that

∇H(j̃)(γ̄, ū, λ̄D, λ̄ν , λ̄τ )(γ
′,u′,λ′

D,λ
′
ν ,λ

′
τ ) 6= 0.

Indeed, making use of (29) and the assumption (i), one gets either

i ∈ Ĩcz ∩ I fz =⇒ (Bνu
′)i = −λ′

ν,i + (Bνu
′)i < 0

or

i ∈ Ĩ fz ∩ Icz =⇒ λ′
ν,i = λ′

ν,i − (Bνu
′)i < 0

if Ĩcz 6= Icz . Similarly, assuming that Ĩcz = Icz but another couple of the index sets does not
coincide, one can show that

i ∈ Ĩ lci ∩ Isci =⇒ s̃iλ
′
τ,i + Fi(λ

′
ν,i − (Bνu

′)i) < 0,

(i ∈ Ĩsci ∩ I lci) ∨ (i ∈ Ĩcszi ∩ (Icl+zi ∪ Icl−zi )) =⇒ si((Cτu
′)i − γ′Vτ,i) < 0,

(i ∈ Ĩcl+zi ∩ Icl−zi ) ∨ (i ∈ Ĩcl−zi ∩ Icl+zi ) ∨ (i ∈ (Ĩcl+zi ∪ Ĩcl−zi ) ∩ Icszi )

=⇒ λ′
τ,i + s̃iFi(λ

′
ν,i − (Bνu

′)i) 6= 0,
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where si are defined by (26) and

s̃i =





sgn(λ̄τ,i) if i ∈ Ĩ lci,

−1 if i ∈ Ĩcl+zl ,

1 if i ∈ Ĩcl−zl .

Therefore, the assumptions of Theorem 1 hold and existence of the announced curve c
follows.

Now, let c̃ be a curve from the second part of the assertion. Comparing (23) and (31),
we have to show (23)(j̃jj):

c̃′(s̄) ∈
⋃

r>0

r(γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ). (32)

From (31)(j̃j), we see that (H ◦ c̃)′(s̄) = 0. In addition, we deduce from Proposition 2 that
(H ◦ c̃)′(s̄) =H ′(c̃(s̄); c̃′(s̄)). Taking into account (31)(̃j) and (j̃jj), we thus have similarly
as before that

∇H (j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ )c̃
′(s̄) =H ′(c̃(s̄); c̃′(s̄)) = 0.

This combined with (29) and the assumption (ii) implies that

c̃′(s̄) ∈ span{(γ′,u′,λ′
D,λ

′
ν ,λ

′
τ )}.

But (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ) satisfies all the inequalities in (30) strictly, so it is clear that these

conditions are violated for any r(γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ) with r < 0 and any i ∈ I fz ∪ Icz ∪ Isci ∪

Icszi ∪ I lci ∪ Icl+zi ∪ Icl−zi = Iz ∪ (Ic ∩ Ii), which is assumed to be non-empty. This together with

(31)(j̃jj) lead to (32) and the uniqueness part of Theorem 1 applies.

In the trivial case when Iz∪(Ic∩Ii) = ∅,H is smooth in some vicinity of (γ̄, ū, λ̄D, λ̄ν , λ̄τ )
and the classical implicit function theorem can be employed.

Theorem 3. Let Assumption 1 hold, (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) be a solution of (P) with Iz∪(Ic∩
Ii) = ∅ and (γ′,u′,λ′

D,λ
′
ν ,λ

′
τ ) be a non-zero vector solving the first-order system (P ′1),

(P ′2), (P ′3’) and (P ′4’). If ∇H(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) has the maximal rank, then there exist
δ > 0 and a C1-curve c : (s̄− δ, s̄+ δ) → R

1+2(nΩ+nD+nc) such that

c(s̄) = (γ̄, ū, λ̄D, λ̄ν , λ̄τ ), H(c(s)) = 0, ∀s ∈ (s̄− δ, s̄+ δ), c′(s̄) = (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ).

Moreover, the image of any other solution curve passing through (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) is in
some neighbourhood of (γ̄, ū, λ̄D, λ̄ν , λ̄τ ) contained in the image of c.

Remark 4. Assume that the vector (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ) satisfies (28). Then one can easily

verify that (30) holds strictly if and only if

λ′
ν,i = 0, (Bνu

′)i < 0, i ∈ I fz (→ no contact);

(Bνu
′)i = 0, λ′

ν,i < 0, i ∈ Icz (→ strong contact);

(Cτu
′)i − γ′Vτ,i = 0, siλ

′
τ,i < −Fiλ

′
ν,i, i ∈ Isci (→ strong stick);

(Cτu
′)i − γ′Vτ,i = 0, |λ′

τ,i| < −Fiλ
′
ν,i, i ∈ Icszi (→ strong stick);

λ′
τ,i + siFiλ

′
ν,i = 0, si((Cτu

′)i − γ′Vτ,i) < 0, i ∈ I lci ∪ Icl+zi ∪ Icl−zi (→ non-zero slip)





(33)
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(compare (P ′3’) and (P ′4’)). This means that the direction (γ′,u′,λ′
D,λ

′
ν ,λ

′
τ ) satisfying

the assumption (i) in Theorem 2 leads to solutions with strict contact modes of all nodes,
without any grazing contact or impending slip.

Similarly, non-strict inequalities in (30) correspond to (33) with non-strict inequalities
above. Thus, the uniqueness part of Theorem 2 means that there is only one branch of so-
lutions with the nodal contact modes corresponding to (30) according to the interpretation
above with non-strict modes. From this mechanical point of view, the claim of Theorem 2
resembles the one of [17, Proposition 8].

Proposition 5 (Satisfaction of the assumption (ii) in Theorem 2). Let (P) correspond to
a model of linearised elasticity with a body properly constrained by the Dirichlet condition.
If g satisfies Assumption 1 and ‖∇2g‖/‖∇g‖ and Fi, i ∈ (Ic∪ Iz)∩ (Il∪ Ii) are small, then
the gradients of all selection functions H(j) given by (27) have the maximal rank for any
P ∈ R

2nΩ and any U ′
D ∈ R

2nD .

Proof. We shall argue similarly as in [3, proof of Proposition 3.2]. By (27),

∇H(j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) =




−P K −B⊤
D −B⊤

ν −B⊤
τ

−U ′
D BD 0 0 0

0 0 0 IF,I 0

0 (Bν)C,J 0 0 0

0 0 0 0 IN,I

−(V τ )S (Cτ )S,J 0 0 0

0 −(SFBν)L,J 0 (SF )L,I IL,I




,

where J = {1, . . . , 2nΩ}, F denotes jointly the indices from If and I fz, C the indices from
Ic and Icz , N the indices from If , I

f
z and I0, S the indices from Is, I

s
ci and Icszi , and L the

indices from (Ic ∩ Il), I
c
zl, I

l
ci, I

cl+
zi and Icl−zi . Further,

S = Diag(s11, . . . , sncnc
), sii =

{
si if i ∈ (Ic ∩ Il) ∪ Iczl ∪ I lci ∪ Icl+zi ∪ Icl−zi ,

0 otherwise,

F = Diag(F1, . . . ,Fnc
).

Suppose first that ∇2g = 0 and Fi = 0 for any i ∈ (Ic ∪ Iz) ∩ (Il ∪ Ii). Then K is
positive definite on ker(BD), Cτ = Bτ , SF = 0 and we claim that the partial gradient
∇(u,λD,λν ,λτ )H

(j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) is non-singular for any H
(j). Indeed, one has

∇(u,λD,λν ,λτ )H
(j)(γ̄, ū, λ̄D, λ̄ν , λ̄τ ) =




K −B⊤
D −B⊤

ν −B⊤
τ

BD 0 0 0

0 0 IF,I 0

(Bν)C,J 0 0 0

0 0 0 IN,I

(Bτ )S,J 0 0 0

0 0 0 IL,I




,
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which is obviously a non-singular matrix iff the matrix

J :=




K −B⊤
D −(B⊤

ν )J,C −(B⊤
τ )J,S

BD 0 0 0

(Bν)C,J 0 0 0

(Bτ )S,J 0 0 0


 ,

is non-singular. But taking any (u′,λ′
D,λ

′
νC,λ

′
τS) such that J(u′,λ′

D,λ
′
νC,λ

′
τS) = 0, one

gets from the last three blocks of lines that

u′ ∈ (ker(BD) ∩ ker((Bν)C,J) ∩ ker((Bτ )S,J)) ⊂ ker(BD).

This together with the first block of lines of the system gives

0 = u′⊤(Ku′ −B⊤
Dλ

′
D − (B⊤

ν )J,Cλ
′
νC − (B⊤

τ )J,Sλ
′
τS) = u

′⊤Ku′

and positive definiteness of K on ker(BD) implies that u′ = 0. Consequently,

B⊤
Dλ

′
D + (B⊤

ν )J,Cλ
′
νC + (B⊤

τ )J,Sλ
′
τS = 0

and taking into account Remark 3, we have necessarily λ′
D = 0, λ′

νC = 0 and λ′
τS = 0 due

to full row rank of
(

BD

Bν

Bτ

)
. This shows that J is non-singular and the conclusion is valid

in the special case.
Continuous dependence on the elements of ∇2g/‖∇g‖ and Fi completes the assertion.

5 Numerical Experiments

This section presents results computed with the predictor-corrector continuation method
described in [16, Section 4] and performed with the finite-element library GetFEM++ [19].

5.1 V-Shaped Body

The first experiment is done for a V-shaped body from [17, Subsection 8.2], which is
depicted in Figure 7(a). It is approximately 0.82 m wide, 0.8 m high and we consider a
plane-strain model of linearised elasticity with the Lamé constants λ = 100 GN/m2 and
µ = 82 GN/m2. The body is subject to volume forces of the density f(γ) = (−5 GN/m3, 1−
8(1−γ) GN/m3) and it is fixed along both parts of ΓD and free of surface tractions on ΓN ,
that is, UD = 0 and h = 0. The continuation problem is taken with w = 0 and V τ = 0.

Three unstructured meshes with 2220, 8880 and 35520 linear triangles (M2220, M8880
and M35520) are used for the finite-element discretisation. The numerical continuation is
initialised with ε = ε′ = 5 · 10−12, cmin = 0.99999, jthr = 4, jmax = 5, hdec = 0.5, hinc = 1.3,
hmin = 5 · 10−7, hmax = 0.1 and after a change of the tangent performed by Algorithm 2
from [16], the predictor-corrector is restarted with h = 5 · 10−4.
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