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Periodic event-triggered control for nonlinear systems

R. Postoyan, A. Anta, W.P.M.H. Heemels, P. Tabuada, D. &\NeSsi

Abstract— Resources limitations of embedded systems and only when an event occurs, otherwise the communication
networked control systems have motivated the developmentfo channel is not used for control. A number of studies have
novel controller implementation paradigms in order to reduce shown that ETC may be able to significantly reduce the

the potential conservatism of traditional clock-driven seups. toft . ded to stabili i
In this context periodic event-triggered control has recedy ~amountof transmissions needed to stabilize a (nonlinga) s

been proposed. Based on a periodically evaluated and state- t€m, seee.g. [3], [4], [10], [11], [15], [19], [23]. However, a
dependent criterion, it is decided, at every sampling instat, downside of ETC is the requirement to continuously evaluate
whether the control input needs to be updated or not. In the triggering condition which is not conceivable when the
this paper we propose a method for the design of periodic iy slementation platform is digital. In practice, the traging
event-triggered controllers for nonlinear systems. We fdbw diti v b ified iodically. In thi isit
an emulation-based approach as we start from a known (con- con_ ition can only be V_e” '? periodically. In this case|5!
tinuously evaluated) event-triggered controller and we povide ~decided at each sampling instant whether the control input
a systematic technique to select the sampling period and to needs to be updated, which turns the implementationge-a
redesign the triggering condition to approximately maintan  riodic event-triggered controfPETC) system, a terminology
_th(_a guarantees ensurgd by the original controller. The mett_1d introduced in [9], see also [3], [10]. The sampling of the
is illustrated on a physical system and we compare the obtaéd tri . hani deteriorate th f f
results with other available event-based implementations rggering mechanism may ae erlora € the periormance o
the ETC system compared to continuously evaluated ETC,
[. INTRODUCTION in particular when the period cannot be made small enough
Embedded systems and networked control systems r@ue to platform limitations. In fact, one may aim for larger
quire the development of novel controller implementatio$ampling periods in order to save (even more) computation
paradigms in order to cope with the ever tighten resourc&)d communication resources. There is therefore a strong
limitations which are typical for these systems. Indeed)eed for systematic methods to design appropriate PETC
the traditional setup, where data is periodically exchangestrategies. Results regarding the robust stabilizatidmear
between the controller and the plant, may be no long&ystems under PETC in terms Gt-gains are given in [8],
appropriate as it may lead to an excessive usage of the colfl- _ _
munication channel and of the CPU. In this contextent- ~ The purpose of the paper is to propose PETC strategies
triggered control(ETC) has been proposed as an alternativéor general nonlinear systems. We start from a continuously
to the periodic setup [3], [4]. The underlying idea is to adapevaluated event-triggered controller which has been desig
the transmissions and the controller execution to the ntirreto ensure a desired specification for a nonlinear continuous
state of the plant. In ETC, the plant’s states are continiyoustime plant. We then explain how to derive PETC policies
monitored and the loop is closed whenever a state-dependidtich approximately maintain the properties ensured by
criterion is satisfied. In that way, a transmission is trigge the original controller. The approach uses the results on
' _ o _ isochronous manifolds in [2] to analyze the evolution of
R. Postoyan is with the Uniersite de Lorraine, CRAN,the original event-triggering condition between two sangpl
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lowship schemes. The results in this paper can be seen as an alternative to



the self-triggered control (STC) method of [2]. In STC, theperiod. Event-triggered control, on the other hand, upmlate
measurements are only collected at the triggering instarttse control input whenever a state-dependent criterion is
(and not periodically) and the next time at which the looatisfied. The triggering condition can be defined using a
must be closed is then pre-computed, seg. [1], [2], functionT : R2"=*"x — R which depends on the state
[20], [21]. The techniques in [2] may need significantz, the sampling-induced errar and potentially on some
computation resources at each transmission instant aalditional variablesy € R"x which may be introduced
generate long inter-transmission intervals, while we wilby the user (see [15], [16] for instance). Without loss of
see that the derived PETC laws are typically simpler frongenerality, we assume thBtis negative after a jump and that
the computational point of view compared to [2]. Howeverthe next transmission instant occurs as sool’ decomes
PETC may need to more often evaluate the triggeringon-negative. Using an impulsive formulation as in [6],,[9]
condition. On the other hand, PETC is expected to ensutke closed-loop system under an event-triggering stratagy
stronger robustness properties than STC, as shown on la& defined as
illustrative example, since the state of the plant is more

. . . > = YVt € [tk tk+1[
frequently monitored in PETC than in STC. z 9(2) ’ 4
2(tiy) = b(z(tes)), “)
Notation. Let R = (—00,00), R>0 = [0,00), Z>0 = for appropriateg : R"> — R": andb : R" — R" where

{0,1,2,...}, Zso = {1,2,...}. For (z,y) € R"™™, (2,y) , — (x,e,x) € R™ with n, = 2n, + n,. We typically
stands for[z, y*]*. A functiony : R>o — R0 iS Of  havep(z) = (x,0, ¢(z, e, ) where the continuous mapping
classK if it is continuous, zero at zero, strictly increasing,. defines the behaviour of the designedystem at jumps.
and unbounded. The solutiarof a time-invariant dynamical Hgwever, it has to be noted that the assumption dhiareset
system at time > 0 starting with the initial conditior(0) = o ¢ after each jump is not needed; such a scenario occurs in

2o will be denotedz(t,zo) or simply z(t) when the initial  jecentralized setups, seey.[6], [12], [16], [22]. The jump
state is clear from the context. For a piecewise continuoy$stants are defined by the following rule

1 . n + :
function f : R — R”, f(tT) stands for lim_ f(s) for

t € R. The notation|-| denotes the floor function. tet1 =ty + min{t > 0: ['(2(2,0(2(tx)))) = 0}, to Z(%)
Il. PROBLEM STATEMENT where z(t, z9) is the solution toz = g(z) at timet > 0
A. Preliminaries on the event-triggered controller starting atzg. The functionI : R"= — R in (5) is designed

in such a way that updating the control input at time instants
t, guarantees that for any solutiarto (4)-(5) the following
z = f(z,u), (1) holds

wherezx € R"= s the state which is assumed to be measured, I'(z(t)) <0 vt >0, (6)

Z_e /fo; r:zsthbee:r?r:jt;(;li IzggtinAcggt?;LocLsz;n?; iges;(t)irsr;] which ensures stability or required performance for the
" e 9 . . y.glosed—loop. For instance, stabilizing event-triggerea-c
desired specification. We assume it to be static for thetglari : . : . .
o ) . trollers are designed in [19] with a triggering law of the
of exposition only; our results also apply to dynamic statef- m of (le]) > oa(|z]) with € Ko ando € (0,1)
feedback laws as it will be clear in the sequel (see Remaﬁence Jveeobﬁir;? I) — TSO‘ (TOD Sisﬂlarl 7th.e
1 below). : x,e) =7(le|) — oa(|z]). Y,

We consider a scenario where the controller is impl conditions of the formle| > p wherep > 0 used in [3],

L o 4], [13], [14] to practically stabilize the origin of nomiear
mented on a digital platform. As a consequence, it is onl . : . : X
o ystems givel'(e) = |e| — p. It is explained in [2] and in
at some time instants,, k& € Z-q, that the measurements ;
= . Section V of [16] howI" can be constructed for other types
are sent to the controller, and that a new control input iS : . o
J event-triggering conditions.

computed and transmitted to the plant. When the input is hef? :
constant between updates, (1) becomes, fot allty, t51| We assume that the hybrid system (4)-(5) had-
continuoussolutions which exist for all time and for every

x(t) = flat), k(x(ty))) = f(x(t), k(z(t) +e(t))), (2) considered initial condition. In that way, to obtain a solu-

We consider a dynamical system of the form

h he diff b hel __tion in the sense of Carathéodory, we flow the continuous
wheree represents the difference between the last transmitteg . i< ntil a jump occurs and then we flow again and

value of the state to the controller and the current state so on

e(t) = x(ty) — x(t), Yt € [tr, tryr]. (3) We make the following assumption on system (4)-(5).

Assumption 1:The jumps induced by’ on the event-
triggered system (4)-(5) are spaced at leastZby 0 units
of time, i.e.

We consider the sampling-induced error on the stdtat we
could have equivalently chosen to introduce the error ieduc
on the input, i.ek(xz(tx)) — k(z(t)) (see Section VII.B in
[19] for a discussion on this point). In conventional sefups 7 .— inf., cqft > 0:T(z(t,b(2))) >0} >0, (7)
the controller is typically updated in a periodic fashiom, i

tk+1 — tr, = h whereh > 0 is known as the sampling wherez is solution toz = g(z) and2 C R™= is a compact



forward invariant set for system (4)-(5). O Our aim is to provide tools for the design bfandT to

Assumption 1 is reasonable as the event-triggering camditi guarantee thaf remains negative along the solutions to (8)-

clearly needs to ensure the existence of a uniform minimui®) up to an error which can be rendered as small as desired.

amount of time between two transmissions over a givelm that way, the original specifications of the ETC system

operating sef(2 in order to satisfy the inherent hardware(4)-(5) will be approximately maintained.

constraints. This condition is verified by most available

event-triggering schemes in the literature. The(3eatan be I1l. M AIN RESULTS

determined using the level set of some Lyapunov function

when investigating stabilization problems for example.
Remark 1:The forthcoming analysis applies to syste

(4)-(5). We therefore see that the control inputin (1) )

is not necessarily given by a static law but that it cad™ D€SIn

be the output of a dynamic controller. The states of the Under the PETC strategy, the input can only be updated

controller would then be incorporated into the vectoand  whenever the triggering condition is evaluated, that igrgv

we would obtain a model of the form of (4)-(5). Similarly, the, units of time. Hence, it is reasonable to select the sampling

controller may not be implemented using zero-order-hotds geriod to be less than the minimum inter-transmission time

any holding function is suitable as long as the problem can kg the event-triggered controlled system (4)-(5) (whicteslo

modeled by (4)-(5). For instance, the model-based teclniqexist in view of Assumption 1). In that way, after a jump,

in [11] would require to introduce an additional variablg  we know thatI’ will remain strictly negative at least until

the estimate ofr with the notation of [11], which would the next sampling instant. Therefore, we selecuch that
correspond toy in (4). O

We first explain how to select the periodl and the
mtriggering conditiorl’. We then present the analytical results.

0 < h < T (20)

B. Emulation-based periodic event-triggered control

In PETC, the triggering condition can only be checkedvhere T is defined in (7). Estimates df' are generally
periodically everyh units. Intuitively, to select sufficiently ~given in the analysis of the event-triggered controllederys
small should allow to still maintain the performances eagur (4) to prove the existence of a dwell-ime between two
by the original event-triggering condition in (5). Nevesth transmissions. They can also be numerically evaluated.
less, it may not be possible to seldctas small as desired ~ Since our objective is to guarantee tifatemains negative
because of the hardware constraints or because we want3eng the solutions to (8)-(9) up to an adjustable error, we
use the hardware as little as possible to save resources. Weuld like to verify at¢ = nh, n € Zso, whether the
therefore need to develop appropriate triggering comitio conditionI'(z(t)) > 0 may be satisfietbr ¢ €]nh, (n+1)h].
for this setup. Using again the impulsive formulation fallo  T0 address this question, we decompose the inténval(n+
ing [9], the closed-loop system under a PETC strategy can’] into N intervals of length%, i.e. Jnh, (n + 1)h] =

be defined as Jnh,nh + %] U [nh + %,nh + 2%] U...U[nh+ (N -
B 9(2) o 1) (n + 1)h]. We then investigate whethdt(z(t)) may
< 7 ) = < 1 ) Yt € [tr, tet1] become non-negative at the time instants= nh + z%

() b(=(Frsn) fori € {1,2,...,N}. Should the c_:ondition be violatgd at

( 77(52::) ) = ( 0* ) , somet = nh + i4 (without updating the control action),

®) a jump must occur wherm = nh in order to guarantee

L(z(nh +ig)) <0 foralli € {1,2,...,N}. Obviously,
T'(z(t)) may still become positive between these time instants
but we will see that the induced error will be of the order of
% which can be reduced by increasing Furthermore, the

wheren € R represents the time elapsed since the la
jump and its initial condition is taken to bgt,) = 0. The
jump instants of (8) are defined as

thy1 = tp +min{t >0 : (f(z(t, b(z(tx)))) > 0 event-triggered control system in (4)-(5) is often tolérem
A(3n € Z>o n(t,0) =nh)},  small delays (see [19], [22], [23] to mention a few). Hence,
to = 0, it is reasonable to allow the condition (6) to be violated for

~ (9)  a small amount of time as it may still ensure satisfactory
whereT' : R"= — R is a function to be designed and, asproperties.
before, z(t, z) denotes the solution t6 = g(z) at time  To determine at time = nh, n € Z,, whether the
t > 0 starting atzo. Since the triggering condition is not condition I'(z(nh + il)) < 0,i € {1,...,N}, may be
checked continuously in (9), there is no guarantee that violated, the evolution of the triggering functidhalong the
remains negative along the solutions to (8)-(9) as in the cagolutions toz = ¢(z) needs to be analyzed. This point is
of standard event-triggered control. Therefore, the @dntraddressed by resorting to the techniques of [2] to estimate
objectives may not be ensured. isochronous manifolds. Like in [2], we make the following

IThe setf is said to be forward invariant for the impulsi tem () assumption.
e sell Is sald 1o be torward invariant Tor the iImpuisive system - . K . . .

if z0 € Q implies that the corresponding solutienwith z(tg) = zo to ASSU_mptIOI’I.Z.The functiongy andI arep't|m(_:"s continu-
(4)-(5) lies inQ for all time larger thanto. ously differentiable wherg € Z~, and there exist,¢; € R



for j € {0,1,...,p — 1} such that the following holds for is negative. The terr@l(i%,yo) can be computed off-line

any z in Q by noting thaty(i 1, yo) = R(i&, z) where
LG < Mgt +e A1) PR
where we have denoted thth Lie derivative ofl" along the R(iL, 29):=(10...0)exp(AyiL) :
closed-loop dynamicg as £7, with LIT' = g, (L,I')(z) = L2 (20)
L g(z) and LIT = Ly (L77'T). O c
Note that the condition (11) differs from (V.11) in [2] due to 8 é (1) 8 8 8 (13)
the constant. This allows us to work with a relaxed condi- ) b o
tion which applies to a larger class of systémadeed, As- ; _ |- :
sumption 2 always holds (whenandI' arep-times contin- with 4, = o0 8 o ? 0
uously differentiable) as it suffices to take= max LET(z) <12 SpozSp1l
andg; = 0 for j € {0,1,...,p — 1} to ensure (11) (recall 000..0 00
that 2 is compact in view of Assumption 1). Clearly, thisHence, we definé‘(z) foranyz € Q as
particular choice may lead to conservative results as we _ h _
will explain. We use the property (11) in the following to [(z) = max{R(ig,2) |ie{l,....N}}. (14)
estimate the set of states for whittbecomes positive i Every 4 units of time the current state is measured and
units of time for system (4)-(5), which we dena8¢i ;) :==  we verify whetheil'() is positive in which case the control
{z0 € Q@ : (T(20) < 0) and (T (z(i%,20)) > 0)}, i € input is updated. Conversely, If(z) is negative, then the
{1,...,N}. The parametep may be increased to derive control input is not updated. Although inspired by the self-

tlghter upper-bounds ofl!T'(z) in (11) and thus tighter triggering techniques, we do not propose a self-triggered
estimates ofS(iZ) at the price of a higher computationalemulation of the event-triggered strategy. Indeed, we do no
complexity. compute the next time at which a jump should occur, but we
Remark 2:The self-triggering formulas in [2] tend to pro- simply verify at each sampling instant whether the state of
vide accurate estimates of the time instants whdsecomes system (8) lies in the sdtz : I'(z) > 0}. Note that this set
non-negative provided the bound (11) is tight, which maygan be computed off-line in view of (13) and (14). It also
be difficult to achieve in practice. In the proposed PET®as to be noticed that whe% > 2, we do not need to verify
approach, the evolution of is investigated over shorter the triggering condition for the next- | — 1 sample times
horizons than in STC, namely time-intervals of lendth following a control input update according to Assumption 1,
Hence, the bound in (11) does not necessarily need to khich allows to further reduce computations.
accurate to provide satisfactory results as we expect theseBefore presenting the analytical guarantees, we need to
estimates to be tighter whenever times are shorter based agsume that the solutionsto= g(z) which start inQ2 remain
previous experience [2]. O in this set for the next units of times. The condition is
Assumption 2 allows to bound the evolution Bfby a linked to the robustness of system (4)-(5) to delays and is
linear differential equation for which the analytical siidin  reasonable as we have already mentioned in this section that
can be computed as stated in the lemma below which directiyTC systems are usually tolerant to delays.
follows from Lemma V.2 in [2]. Assumption 3:Consider the systerd = g(z). For any
Lemma 1:Under Assumption 2, for all solutionsto 2 = 2o € Q, z(t, 29) € Q for all t € [0, A]. O
g(z) with initial condition zo € € such thatz(t, z) € §2 for
any t € [0,h], T'(z(t,20)) < y1(t,y0) for any ¢ € [0,h],
wherey; is the first component of the solution of the linear The theorem below states that to choassuch that (10)

B. Analytical result

differential equation below holds andl" as in (14) ensures that will be negative along
the solutions to (8)-(9) up to an error which can be rendered
Ui = i+, Je{l,2,....p—1} arbitrarily small by increasingV. The proof is given in the
. p—1 .
Up = Do SiYit1 +Ypt (12)  appendix.
Up+1 = O Theorem 1:Consider system (8)-(9) with which satis-
_ . fies (10) and” defined in (14) and suppose Assumptions 1-3
with yo = (['(20), L4I'(20), - .., L5~ T'(20), ). 5" hold. Then for any solution to (8)-(9) which is initialized
In that way, for a given stateo € Q if yi(i%,m0) is inQ, the following hold.
positive for some € {1,2,...,N}, then Lemma 1 implies (i) T(2(iL)) <0 for anyi € Zs.
that}l;( 2(if, 20)) may be posmve On the other hand, if () There existsM > 0 which is independent ofh, N)
y1 (4 N,yo) is negative, Lemma 1 ensures tﬂé(tz( ,20)) such thatl'(z(t)) < £ M for anyt > 0. 0

Theorem 1 shows that, for a giveh, the parameter

“It is possible to derive self-triggering rules when (11)dwiithe 20 ' can be increased to reduce the error induced by the
by following the approach of [2]. Nevertheless, the nexhsraission time

will generally be given by aimplicit formula in this case which may be sampling, which corresponds to thef te'ﬁ‘?M in item (ii) of
difficult to solve on-line. Theorem 1. On the other hand, to incredédeads to more



ETC PETC STC

computations sinc&/ conditions need to be evaluated at each h=00l h=o0.02

sampling instant in view of (14). It is interesting to notath 0.3488  0.3440 0.3376  0.3151
constant ratios lead to the samd@ and thus the same TABLE |

performance guarantees in view of item (ii) of Theorem 1. AVERAGE INTER-TRANSMISSION TIMES FORLOOPOINTS.

For a given performance specification, we are therefore free
to select bothh and N small or large. The former would
typically lead to less control input updates and frequert bu
simple checks of the triggering condition, while the latter
would generate more complex but less frequent checks anc
we may expect that the control input will be more often
transmitted to the controller. This degree of freedom atlow
the designer to adapt the PETC strategy according to the
setup constraints.

Remark 3:When the requirement th&tremains negative :
along the solutions to (8)-(9) for any positive time is essen Hoos 115 2 28 75 35 4 45 s
tial, it is possible to modify the strategy proposed abov%l 1. Evolution ofI" for the periodic event-triggered controlled system
by adding a term to (13) which upper-bounds the |nter¢15) with different choices fof.
sample behaviour ofj; betweemﬁ and (i + 1) using

r(x.e)

ETC
PETC W|thF in {114)
PETC wit

the techniques of [7] for instance. O defined in (13) with the coefficients given above. The self-
triggered controller is designed as in Section VI.B in [2]
IV. ILLUSTRATIVE EXAMPLE where system (15) was augmented to be homogeneous. In

We apply the results of Section Ill to a rigid bodythat way, the transmission times are defined by the formula
previously studied in [2]. The model is (see [5]) = uy, N (V.30) in [2] with® p = 3, xo = —73.2528, x1 = 1.7157,
o = w9, &3 = x1ma, and we consider the controller x2 = 1.8299 andt, = 0.2. Table | provides the average inter-
synthesized in [5] in order to stabilize the origin; = transmission times for00 points in{2 whosez-components
—2129 — 2T2x3 — 71 — 3 anduy = 2x1w9x3 + 323 — xp.  @re equally spaced along the sphere centered and
The implementation of the controller on a digital platformof radius 1 and whosee-components are set to. PETC

leads to the following closed-loop system generates inter-transmission times which are smaller ithan
) ETC but larger than in STC. Moreover, we expect the average
@1 = (21 +e1)(22 +e2) — 222 + e2) (a3 + €3) inter-transmission time to increase when the samplinggeri

. —(z1 +e1) — (3 +e3) ) h decreases as suggested by Table I.

y = 2(x1 +e1) (22 +e2) (23 + e3) + 3(x3 +e3)” (15) One might wonder the interest of designing a specific

) —(w2 +e2) function I to derive a periodic event-triggered controller

T3 = T1%2, compared to the case where we simply tdke= T, in
wheree; (t) = z;(t,) — x;(t) for t € [ty, trss[, With ¢, k €  Particular whenV = 1. Indeed, it can be noted that to take

Z>0, the sequence of transmissions and {17 2, 3}, as in I" =T also ensures the item (ll) of Theorem 1 by f0||OWing
Section II-A. In order to stabilize the origin of (15), we ek Similar lines as in the proof of Theorem 1, but it does not
the triggering condition as in [1], [2] which is obtainedngi guarantee the item (i) of Theorem 1. We plotted for that
the Lyapunov functiolV (z) := & (1 +x3)? + L (z2 —23)?+  PUrpOse the evolution df for these two options in Figure 1
23 T(x,e) := |ef* — 0.79%02|z]?, wherez = (z1, x2,x3), with h = 0.079 and the same initial conditions. We see that
e = (e1,ea,e3) ando = 0.8. I" remains negative all the time with given by (14), which

We compare the amount of transmissions respectively getioplies that the periodic event-triggered controller ersu
erated by the event-triggered controller, the correspundi the same specification as the event-triggered controllgtew
self-triggered controller in [2] and a periodic eventggged I often reaches positive values when-T.

controller designed by following the procedure in Section On the other hand, we would expect PETC to be more
lIl. Assumption 1 is satisfied with’ = 0.08 (which has robust to measurement noises, external disturbances and

been numerically computed) fa? = {(z,e) : V(z) < model uncertainties than STC. Indeed, the state is period-

5 andT'(z,e) < 0} and Assumption 3 also holds. Regardingcally monitored in PETC and the evolution &f is only
Assumption 2, we note that the system vector fields and ttigedicted in some sense on a horizon of lenfgthwhile the

triggering condition are smooth. In addition, (11) is vedfi STC method of [2] considers the evolution Bfon longer
with® p = 3, o = —748.4986, ¢; = —1.0008, ¢, = 4.3166 time intervals. To illustrate these points, we have added a

and ¢ = 0. We can thus apply the method presented i§onstant external additive disturbance to each equation in
Section Il as all the conditions of Theorem 1 are ensured15) from¢ = 0.5 to ¢ = 1. The disturbance value was set
We have selectedV = 1 andh < T. In that way, the t0 12 and we have run00 simulations with the same initial
expression of in (14) reduces td'(z) = R(h, z) whereR ~ conditions as for Table I. The simulations have shown that
PETC with h = 0.01 asymptotically stabilizes the origin
350STools ([17]) was used to computeand y; for i € {1,2, 3}. for 91% of the simulations while STC only does it f8f%.



These observations confirm the expected robustness featuié is independent ofi and N. We derive thafl’(z(t)) <

of PETC compared to STC.

V. CONCLUSIONS

T(2(h+i4)) 42 M. Using thatl' (= (h+i2)) < 0 in view of
(16), we obtainl'(z(t)) < & M. Hence for anyt € [h, 2h],
it holds thatT'(z(¢))

< %M. The desired properties are

A method for the design of periodic event-triggeredngyred by induction. 0

controllers for nonlinear systems has been presented. The
approach consists in emulating a known event-triggeree con
troller. It has been explained how the sampling period stoul [1]
be selected and how the triggering condition needs to be
redesigned to approximately ensure the same performanc
as in ETC. In that way, this study offers guidelines for the
implementation of event-triggered controllers in pragtitt  [3]
would be interesting in the future to analytically investig  ,
the robustness properties of the proposed PETC strategies.
On the other hand, we have focused on the case where an
event-triggered controller has been a priori designed8]n [ 5
[9], the problem is tackled from a different point of view: [g]
the periodic event-triggered controller is derived fromeaip
odically sampled controller. Analogous results for noaéin

systems would be very appealing though challenging. 7]

APPENDIX

Proof of Theorem 1.Let z, € 2, we consider the solution
(z,m) to (8)-(9) with initial conditionz(ty) = 2o, n(to) =0
and initial time ¢q 0. Denotetyax € R>o U {0} the
maximum existence time ofz,n). Let Z be the solution
to (4)-(5) with initial conditionz(ty) = zo. Note thatz
is defined for all positive time in view of Section IlI-A.
According to (5) and (9), both andz jump att = 0. Hence
Z and z remain equal until one of the two solutions jumps
again since they have the same dynamics during flow. W&2]
know thatz will not jump beforet = h, neither will Z on

the interval]0, h] sinceh < T whereT is the minimum
inter-transmission time (see Assumption 1). Hence, since[13]
andz are left-continuous;(t) = z(¢) for anyt €]0, h] from
which we deduce that,.. > h, I'(2(¢)) = T'(2(¢)) < 0,
andz(t) € Q for anyt €]0, h] as€ is forward invariant for
system (4)-(5) by virtue of Assumption 1. Considet h.

If T(z(h)) > 0, then a jump occurs and we follow similar
arguments as above to conclude thgt, > 2h and that
I'(z(t)) < 0 for all t €]k, 2h]. Suppose now that(z(h)) <

0. No jump occurs for system (8)-(9). Consequenty)
remains in) for ¢ € [h,2h] in view of Assumption 3. We
deduce from Lemma 1 and the definitionbfin (14) that

L(z(h+ik)) <0 Vie{l,2,...,N—1}, (16)

(8]
El

[10]

[14]

=
kS

[16]

[17]

(18]

asT'(z(h)) < 0. Suppose there existsc]h + i h+ (i +
1)L&[ for somei € {0,1,...,N — 1} such thatl'(z(¢)) >
0. Using the mean value theorem (since— I'(z(t)) is
continuously differentiable ofp, 4] in view of Assumption
2 and (8)), we derive thaf(z(¢)) = T'(z(h + i) + (t —
h—i)L,T(2(t*)) with t* € [h+i4, t]. Hence,I'(z(t)) <
D(z(h+if))+[t—h—id||L,D(2(¢))]. Sincet €]il, (i+
D[ T(2(t) <T(2(h+i4))+ & |[L,0(2(t))]. Using the
fact thatz(t*) € Q, we defineM = meaé{|£gl“(y)|} which
is well-defined since&? is compact yandcgl“ is continuous
in view of Assumptions 1 and 2, respectively. We note that

[19]

[20]

[21]

[22]

[23]
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