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Abstract—During the last decade, we witnessed a rapid growtim

deployment of pull-based P2P streaming applicationsln these
applications, each node selects some other nodesitasneighbors
and requests streaming data from them. This schemallows
eliminating data redundancy and recovering from daa loss, but
it pushes the complexity to the receiver node sidén this paper,
we theoretically study the scheduling problem in Piltbased P2P
video streaming and we model it as an assignment qislem.
Then, we propose AsSched, new scheduling algorithrarflayered
streaming, in order to optimize the throughput andthe delivery
ratio of the system. In second time, we derive anptmal

algorithm (NAsSched) for non layered streaming.

The results of simulations show that our algorithmssignificantly

outperform classic scheduling strategies especiallyn stern
bandwidth constraints.

Keywords- P2P; scheduling; layered streaming; non-<agd
streaming; QoS

. INTRODUCTION

Peer-to-Peer (P2P) architecture is considered as
attractive and scalable solution for video stregmihdoes not
require internet infrastructure changes and it $ielminating
bandwidth bottleneck at the content source. Neeteds, P2P
systems, especially for real time video streamilige (and
video-on-demand), cope with many challenging issueh as
overlay construction [1], content retrieval meclsam
(scheduling) [2], and content adaptation [3].

In P2P video streaming systems, the content retriev

mechanism allows a user to receive streaming detek®
(chunks) from other nodes using the constructedl@yeThis
mechanism plays a leading role in the video stregmrocess
and its efficiency influences the global performandwo
main approaches have been proposed: the pull angubkh

mechanisms. The pull mechanism is based on thekshun

availability at peers: what chunks are availablenfrwhich
neighbor? Thus, a receiver node has to locate tissing
chunks and to request them from the appropriatesiadn the
other hand, in the push mechanism, it is the sendeles
which crowd the chunks to the receiver node withany
action from this later.

The pull mechanism is considered as very simplesasitdble
approach as it allows the receiver to cope with twain

challenges: eliminating chunks redundancy and redoy
from chunks loss. However, it adds complexity te thceiver
side because it is responsible for selecting thercapiate
chunks to be selected from the appropriate neighbor

In the context of multi-source overlay network nanneesh
network, the overlay construction strategy satisfisome
quality requirements, such us minimizing delay, mmgzing
throughput or resiliency, but does not impose howge the
overlay [4]. For example, when maximizing through@unode
may have parents with high available upload banthyiolut if
they don’'t have enough or suitable content to s@adinks
having past playback deadline for e.g.), the oleskrv
throughput will be lower than expected, or usetizs will be
received by the receiver node. Moreover, when aivec node
requests most parts of chunks from only one opéeents, it
will be sensitive to departure or failure of thisrgnt and then
may experience significant quality degradation. ¢¢éerthe
system has a weak resiliency. Once the overlayis, the
next step is the scheduling. In this step, the ivecenode
exchanges information about the available chunkkh \its
#Heighbors and assigns the task of providing eacimictio a
neighbor node. To be efficient, the scheduling thasake the
best use of the available bandwidth taking intosaderation
the availability of chunks in the neighborhood.

The scheduling task is complicated in the contéxtideo
streaming since chunks received after their playlbadline
are not played and considered as useless chunksolar, in
the context of layered video, the task becomes randemore
complicated, since an additional constraint shdutdtaken
into consideration, namely the layers’ dependemsnce, in
layered video coding, video is encoded into a Bager and
several enhancement layers, where a higher layer bea
decoded only if all related lower layers are avdda This is
what we call the layers’ dependency.

In the literature, the most of related researchkwackles the
overlay construction problem to improve its effindy and
robustness [5, 6, 7]. But although several schemese
proposed to address the scheduling problem in dhéegt of
pull-based architectures. Most of these works anpigcal
studies or based on queues theories. Indeed, trexging
strategies adopted in most of the pioneering warlanly
include pure random strategy [8], Local RaresttHitRF)



strategy [9] and Round Robin strategy [10] or thesue In order to maximize the throughput of the systemr
theory [11]. Furthermore, a few theoretical studiesthe approach aims to fully take advantage of the reczenodes’
literature tackle the optimal stream scheduling. [IR], download bandwidth by maximizing the number of dtsuthat
authors deal with the scheduling problem in dateesr are requested within each scheduling period. Fig8re
streaming system. They model it as a complicated-aost  illustrates an example of the optimal schedulingbpgm (in
network flow problem, and propose a distributed ristic  terms of bandwidth utilization). Node 1 is the iigee node. It
algorithm to optimize the overall system throughpnt[13], tries to request missed chunks from its neighbwdes 2, 3, 4.
authors propose a 3-stages scheduling approaclequwest Each neighbor expresses the chunks that it holls \buffer-
missed chunks, in case of layered streaming. map. The numbers on the arcs denote the amournofilddth
that the neighbor node is willing to provide to theeiver node
(Node 1) in terms of chunks per unit timan optimal
scheduling schema of this example is representddgure 4
where rows represent the nodes and the columnesemntrthe
chunks numbers. Chunk 1 is requested from nodéuhks 2

In this paper we present a new analytical model ignd
corresponding algorithms to deal with the chunksedaling
problem in Pull-based P2P video streaming, botlcase of
layered and non-layered video streaming. Firstpvapose a

chunks prioritization strategy in order to repreégée urgenc :

of chunﬁs and its layers ggependency. T?]en we ?n I Iyl and 3 from _node 2, while chunks 4 and 5 are reth_afsbm
problem as an assignment problem and V\;e propose n r\wde 3 This strategy takes f_uII advantage of thailable
algorithms to resolve it in order to fully take amtage of andwidth of the network: In Figure 5, we represﬂa_atresult
bandwidth capacity of the network and to meet tralability of Round Robin scheduling strategy, described ], [Bnd

. i C . applied to the same example. On the contrary ofotiténal
of chunks in neighborhood. The rest of this @rganized : :
as follows: secfcijon Il formulates the schedrijﬁg)t%em in scheduling strategy, only 4 chunks from 5 can lgeiested in

P2P video streaming, section Ill models and prasehe one unit time in the case of the Round Robin gsate
solution that we propose, section IV presents asclidses the aafo]1]

performance evaluation results, and finally, sectitvV
concludes the paper.

2
IIl.  CHUNKS SCHEDULING PROBLEM STATEMENT AND
FORMULATION oﬂﬂﬂﬂﬂ
1 2

The basic idea in Pull-based P2P Video Streamirthas o @
the overlay is constructed in such a way to opt@mspme [1[o]o]1]o] BRRER
parameters such as the delay, the bandwidth, etth Bode in
the overlay is connected to a set of neighborsthsitup to the Figure 3: Example of the optimal chunk schedulingem
receiver node to ask the chunks from its neighbbrsthis —_— T
paper we assume that the chunks are organizedistioling Nodes il il Il B Nodes il il I B
window (Figure 1) where chunks beyond the playhead 2 1] 1] 1| of 2 2 1] ] 2 of 2
position for_m theexchanging windoanIy these chunks are 5 ol ol ol 2l 2 s ol ol ol 2l 2
requested if they are not yet received. The missathks
before playhead position will be no more requestbde the 4 I I 4 tlojofrje

chunks received after their playback deadline areptayed
and considered as useless. Every node periodiatigs to all
its neighbors a bit vector calldouffer map(Figure 2), in
which each bit represents the availability of ardhun the In addition to fully take advantage of the netwodpacity, our
sliding window, to announce chunks that it holHach node goal is to ask, in each request period, for chingkeng nearest
periodically sends requests to its neighbors fa& thissed playback deadline first, while taking into consan the
chunks in its exchanging window. When a chunk ig nolayers dependency of these chunks. The basic ideauo
received after its request is issued and is stilhe exchanging approach is to define priority for each chunk mdato its

window, it should be requested in the followinguest period  Playback deadline and its layers’ dependency (isecaf
again. layered streaming) and ask in each period for thstmpriority
Sliding window | chunks first, while fully exploiting the receiveode download

Playhead o - capacity.
position | _Exchanging window (g wincow In Table 1 we summarize notations used in the oéshis
[ = 1111110110 paper.

Time
New Sliding window position | N -
| L Notation Description
playhead Time " T
DI position N The set of receivers’ nodes in the overlay

Newplayhead |~ Time Received block  Missed blocks NBR() The set of all neighbors of node

position

Figure 1: Sliding window mechanism Figure 2:Buffer map M(') The set of missed chunks in ndde

Figure 4: Optimal Chunk Figure 5: Round robin scheduling
scheduling example example




(o The current clock on node

D] The playback time of churjkon node

P. The priority of the chunkj when it is

! requested from the nodtejIM(i)

R}‘ Boolean variable.R:-‘ =1 in case of the
nodei requests the churjifrom the node,
R}( =0 otherwise.

L The maximum layer number supported by a
node

B Vector of download bandwidths between a
nodei and all its neighbor®;= (by, b, ...,
br)

r Layers blocks’ rate vectors (ry, ro, ..., )

bij Integer, represents the download bandwidth
between nodé andj (Chunks/time unit) in
case of equal size blocks

Table 1: Notations

[ll.  MODEL AND SOLUTION

a) Model

The main goal of our scheduling approach is toroally
request the missed chunks in the sliding windowa oéceiver
node from its neighbors. The optimality concerns tbquest
of the higher priority chunks first then the lesgopty chunks
while fully taking advantage of the network capgcBince in
the P2P streaming systems the chunks received tieér
playback deadline are useless and not played (byecuence
the quality of the stream degrades), the prioritghe chunk
should be closely related to this factor. Initialle consider
theemergency prioritfEP) of a chunk defined as its playback
deadline. Hence, a chunk with near playback deadim
higher priority than a chunk with far playback diael
Intuitively because the chunk that is in danger bafing
delayed beyond the deadline should be more pritimiay the
one just entering the sliding window. The layerpeatelency
is another crucial parameters to be taken into iderstion
when requesting chunks from neighbors. Indeedgh layer
chunk received without its related lower layersrdtsiwill not
be played and considered as useless. Thus, eaok bhs an
additional key priority, namely thayer priority (LP).
Therefore, we define chunks priority function for the multi-
layer scenario as follows:

1)

R =EP(C - Dj)+6&P(;)
Where EP denotes the emergency priority function related t
the remaining time of chunikIM(i) till its playback deadline
(Ci - D'J) The functionLP represents the layer priority of the

layer I; chunk and the factof is a parameter that can be
adjusted for different layers prioritization strgites. Indeed,
setting #to very low value leads to the prioritization sctze
represented in Figure 6(a), or theonservative chunk

scheduling, where the receiver requests always chunks o2

lower layers first. On the contrary, settigtto enough large

value, leads to theaggressive chunk schedulingchema
represented in Figure 6(b). This scheme requestiskshof all
layers with lowest time stamp preemptively. Whildjusting
the value of@ to a proper value leads to tlkégzag chunk
schedulingn Figure 6(c), which is a trade-off between thve t
extreme previous schemes.

Layers

Layers Layers

Vol .

L N

U Y o
N S N

R Y —l
LY DAR
N Y AN

(a) (b) Tme (c)
Figure 6Scheduling strategies in case of layered streaming

Time Time

We define the Boolean variabR}Jk to denote whether the
nodei requests the chujkkrom the neighbok:

k _{ 1, nodei should request chunk from neighbork
Ri ~ L0, otherwise

Request the most priority chunks first in each esguyperiod
can be seen as the maximization of the total pyioof
requested chunks within each request period, i.e.

ma{ > > P, RTJ (iON) 2
jOM (i) KNBR()
Subject to:
<k <1 (j OM@)
mMZmRJ mg‘m) R 3. 4)
Where:

C’: Download capacity of the link between the receivadei
and its neighbok.
M (i) : Missedchunksin nodei.

Constraint (3) ensures that the links capacityds wiolated,
while constraint (4) ensures that a chynkill be requested
from at most one neighbor and no duplicated chuitk be

requested to the same neighbor node.

b) Solution

The problem as presented in the previous sectionbea
naturally transformed into an Assignment ProblenP)AL5]
where a set of missed chunk&M() in nodei are to be
assigned to a set of its neighbbdiBR(i) while maximizing the
priority sum of the chunks with respect to the dad
capacity between the receiver node and each okitghbors
The set of chunks refers to a set of tasks whiaulshbe
assigned to a set of agents (nheighbors nodes) wpilmizing

%he overall cost, which refer to the priority suffrttee chunks.

In its original version, the AP involves assignewch task to a
different agent, with each agent being assigneth@gt one
task, i.e. one-to-one assignment. The other cagegbrthe
model does assign multiple tasks to the same agenpne-
to-many assignment. In our case, we want to assign or
more chunks to each neighbor, this is why the sdivegl in
yered streaming matches with the second categdry
assignment problem, more specifically with the Galieed
Assignment Problem (GAP) [15]. This model assuntes t



each task will be assigned to one agent, but dwallfor the
possibility that an agent may be assigned more ¢tmentask,
while recognizing how much of an agent's capaciydb
those tasks. Thus, the scheduling problem in lalysteeaming
can be modeled as a GAP and the schedulimgyafunks ton

nodes > n) can be represented by the assignment matrix isubdivided

streaming. Initially, the priority functioR; is simplified to the

emergency priorityeP. In addition, we assume that the non-
layered video is subdivided into chunks of equaksilt is
hard to consider this assumption in the case aré&y video,
especially in the case of SVC [17] where the vidgeam is
into NALs (Network Abstraction Layer) of

Figure 7. different sizes. Consequently, the scheduling pwoblin
T layered video streaming can be modeled as onedo-on
Node L2 s D assignment problem, more especially as-cardinality
% Efl Eﬁz EW) E" assignment problem [15], defined as the assignmiemtjobs
Nodes' € i e amongn to m agents. To do that, each neighbor node is
reliability nl | Pyl Ps P | Pu represented in the assignment matrix of the receivdei by
n Pul P2 Ry | P bij rows, i.e. for each node correspotigisvirtual nodes, each
Figure 7: aSSIgnment matrix -GAP one with a capacity of one chunk per time unit (iFgy8).
The GAP is known to be NP-hard problem. In the BRRRAR ——
following section we propose a new heuristic (As&bhto Nodes~ | 1[2[3]4|5|6
resolve it and perform the chunk scheduling in Baed P2P ? 2 P1]P2[Ps[-M|Ps| Pe
i [ 2 |Pu|P:]Rs|-M[Ps|Ps
streaming architectures. QEEEEEE —> S i) L o i
Algorithm ° 1 2 @ 3 -M|[-M| P3| Pa] Ps| P
In order to construct a solution for the schedufimgblem in  [s[sJe[s[o[] CORRAR 4 [M|M]-M]MIM]Re
layered video, modeled as GAP, we consider an idhgorA Figure 8: m-cardinality assignment matrix example
for the knapsack problem (Let be the Harmony-search

algorithm[16]). First, we reorganize the rows ofeth
assignment matrix based on neighbors’ reliabiltiggre7) in
order to assign chunks to the higher reliable nditssthen
the lower reliable ones.

Since our algorithm modifies the assignment matng, use
the notationM; to note the assignment matrix at tife
recursive call j( initialized to 0) of the following
LineProcessindj) procedure:

In order to resolve this problem we propose tosfam it,
first, to a one-to-one classic assignment problegudre
matrix: Figure 10), and then apply the Hungariagogthm
[18] to get the optimal scheduling. The Hungarilgoathm is
a powerful combinatorial optimization algorithm, ich
solves a classical AP in polynomial time. It is bqgble,
exclusively, to square assignment matrix.

1.

Run the AlgorithmA on the rowj with respect to the
download bandwidth of the node(b) and chunks’
size r, and let $ be the set of selected chunks

hunks

Chunks

returned.
2. Set all the priorities of the chunks corresponding
the selected chunks taM- (M is a large positive

Nodes 1 2 I “Nodes 1 2 I
1 Pu | P2 Pim 1 Py | P2 Pi
2 Piu | P2 Pim 2 Py | P2 Pi
n Pi | P2 Pim n Pi| P2 | ... | P
n+1 L L L L
... L L L L
| L L L L

number), i.e.0k0S;,0x: M; (k) = -M
3. If]<n (with n=card (NBR(i)) )
Remove the row of the nogefrom M; and
setM;, =M,
- PerformLineProcessingj+1) and letS;, be
the returned chunks list, and gt s;Us,

- Returns
Else returrs

i+l

The solution, for the layered video, proposed iis th
section, can be easily extended to the non-layeigeb, by
considering the number of layers equal to one atiihg the
dependency priority functioBP = 0. But, can we do better?

c) Special case: Non-layered streaming

In this section we propose to adapt and to simplify
solution presented in the last section to the ayesded video

Figure 9: m-cardinality assignment Figure 10: Transformed m-cardinality
matrix assignement matrix

Transformation rules

The following steps are performed to build the rsmuare
assignment matrix (Figure 10) of a receiver node
a) For each nodefINBR(i) addb;; rows to the matrix,

(matrix of m rows, wherem= ZQ,j )
JINBR()

b) For each missed chunk in nodadd a column to the
matrix (matrix ofl columns)

c) The value ofCell(k, j) is the chunki's priority, i.e.
Celli(k,j) =Pj, if the nodek holds the chunkj, -
otherwise i is a big positive number).

d) If the matrix is not square, i.€.> m: appendx = I-m

virtual nodes to the assignment matrix. SetGla#(k, j)
value toL for each rowk[{I-m+1,I-1}, wherelL is a
positive number (Figure 10).



After applying these rules, we transform the foratioin (2)

into its corresponding assignment problem represebly a
square matrixI(X I) composed of chunks to be assigned lto
"nodes”. Hence, the Hungarian algorithm can beiaegdgb get
the optimal chunk scheduling.

Formally, the assignment problem (2) can be reswithto the
following assignment problem:

= j=! o =
va $'S R+ $ SR G0N 5)
k=1 j=1 k=m+1 j=1
Subject to
k=l =]
Y RE=1@sj<l), Y R =1(<is<l) (6)
k=1 1

Theorem

Linear Prediction method [19]. We have performetkrsive
simulations using Simulink-Matlab simulations [20].

The performance of our algorithm is compared to the
performance of the three scheduling methods desttriéarlier
in section Il, namely Random strategy (RND), Lo&arest
First (LRF) and Round Robin (RR). We consider three
categories of peers: 40% users with 512Kbps, 30% wi
1Mbps and 30% with 2Mbps, and for all users, théoang
bandwidth capacity is half of the download bandtvidt
To evaluate the performance under multilayer sdenave
define the delivery ratio at layéas the average delivery ratio
at layerl among all the nodes that can play lalyek chunk of
layer | is considered as well received if and only if id
related chunks of lowers layers ltcare already received no
later than the playback deadline. We set the emesge

Let Rf(L< jk <1)be an optimal solution to the assignmentpriority defined in (1) asR, (C, - D] )=10¢ ) and we set

problem (5), thenrk is an optimal solution to them
cardinality assignment problem (2).

Proof.

Suppose thai_?i'j‘ (1< j,k <) is not an optimal solution to the
massignment problem (2), then there exists a feasidution
R (1< j <1, 1<k<m)of (2) which verifies:

=mj=! —mj=l
Max[k l R érJ>Max[kz:Jz“ij§ij
=1

k=1 j k=1 j=1

Without loss of generality, we assume that
k=mj=m
Rj=m
k=1 j=1
And
R(I?n+1)(m+1) = R(I?n+2)(m+2) =.=Rf =1

Since the cosf =L for m+l<k<| and 1<j <l , we
have:

k=mj=
Max

k=17=1

k=m =l
iBk _
PiRj + (I —m)LJ> Max[ PiijiI; F(l-mL
k=1 =1

Which is in contradiction with thzf_ﬁjk (1<i,j <l)is an optimal

solution to the assignment problem (5).

IV.  PERFORMANCE EVALUATION

As abovementioned, there are three main stepsuitatitg
streaming applications in overlay networks. In thaper we
focus on the streaming scheduling step. For tregaie we use
in all our simulation a simple algorithm for overla
construction: each node randomly selects its neighbo that
a random graph is constructed. The overlay is caepof

500 nodes and each node has 15 neighbors. Each no

estimates the bandwidth allocated from a neighbibin ¢he
traffic received from it in previous 5 periods ugiAdaptive

the layer priority asP ()=10"" to ensure that the lower
layers have much larger priority than the uppeetayFor the
four methods, we adopt the conservative approashrited
in section Ill. This is why we set the paramefo a very low
value #=10".
We first encode the video into 12 layers and setrtte of
each layer at 100 Kbps. Figure 11 describes thgetglratio
at each layer. We note that AsSched is fairly gdodower
layers, most of the delivery ratio is nearly 1 amaist in higher
layers is also above 0.9. The RR has much moresrett
delivery ratio at lower layers than higher layeBut, the
delivery ratio at all layers is not so good as fireposed
algorithm. We note that the LRF strategy has evighdr
delivery ratio than the RR strategy. Finally, thendom
strategy has the poorest performance. As showrigiuré 11,
our algorithm outperforms other strategies wittam@f 10%-
50% in most layers.
In order to show the importance of different layersoding
schemes, we encode the video into 6 layers. Inr€iga, we
note that the delivery ratio of each layer is neaimilar to
that in 12 layers encoding scenario. AsSched lsteg best
among all the three others methods. However, we thatt the
delivery ratio of all the methods is little hightbian in the case
of 12 layers. This is due to the fact that encodimg video
into six layers allows nodes to allocate all tHe@ndwidth to
lower layers, however in the second case, some vidtid
will be dedicated to the higher layers (higher tBan

To evaluate the performances under single layensst®
we define thalelivery ratioto represent the number of chunks
that arrive at each node before their playback lileadver
the total number of chunks encoded. The averagwedgl
ratio represents the throughput of the whole systaml
reflects the average quality observed by users.
In Figure 13 we study the performance of NAsSched
compared to RR, LRF and RND under different streannate
conditions. We set the exchanging window size tsd€nds
and the video chunks have the same size of 10 Kbits
e note that when the streaming rate is low (256K
%) all the algorithms have high delivery ratide explain
this by the fact that a stream chunk has more chémbe re-
scheduled before the playback deadline in the cdslew



streaming rate. However, when the streaming rateeases,
the performance of the three compared algorithmsedses
fast. At the rate of 500Kbps, our algorithm hashvery ratio
of 95% which outperforms the other three methodgdigs of
about 15% and 60%.

In Figure 14 we set the exchanging window size s&@nds.
We note that with a smaller window size, the delvatio of
all algorithms decreases. Since the request pésiaet to 1
second, most of the chunks can only be requesteshtedly
for 3 times. Our proposed algorithm outperforms thleers
because it fully takes advantage of the networlaciy and

chooses the most appropriate neighbors to ask fmoeach
period.

1 N
08 f--T-- T AT 1
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> —o—AsSched | 1 1 &«
50’4 —&-RR T
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Figure 12: Multi-layer scheduling - 6 layers

V. CONCLUSION

In this paper, we tackle the optimal schedulingbpem in
pull-based real-time streaming systems
streaming scenarios. We model the problem as ar&leresd
Assignment Problem and we propose a heuristicdolve it.
Then, in second time, we adapt the solution to lagared
streaming and we model it astcardinality assignment
problem and we propose a new solution for this l@mob The
simulation results show that the proposed solut@mnperform
the traditional strategies by about 15 to 60 perdmih in
single and multilayer streaming.
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