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Bastien Mallein∗†

May 7, 2015

Abstract
Consider a branching random walk evolving in a macroscopic time-inhomogeneous envi-

ronment, that scales with the length n of the process under study. We compute the first
two terms of the asymptotic of the maximal displacement at time n. The coefficient of the
first (ballistic) order is obtained as the solution of an optimization problem, while the sec-
ond term, of order n1/3, comes from time-inhomogeneous random walk estimates, that may
be of independent interest. This result partially answers a conjecture of Fang and Zeitouni.
Same techniques are used to obtain the asymptotic of other quantities, such as the consistent
maximal displacement.

1 Introduction
A time-inhomogeneous branching random walk on R is a process evolving as follows: it starts with
one individual located at the origin at time 0. At each time k ∈ N, every individual alive at
generation k dies, giving birth to a certain number of children, which are positioned around their
parent according to independent versions of a point process, whose law may depend on the time. If
the law of the point process governing the reproduction does not depend on the time, the process
is simply called a branching random walk.

We write Mn for the maximal displacement at time n in the branching random walk. The
asymptotic of Mn, when the reproduction law does not depend on the time, is well understood.
The first results come from early works of Hammersley [20], Kingman [28] and Biggins [6], who
obtained the existence of an explicit constant v such that Mn

n −→
n→+∞

v; Hu and Shi [23] and Addario-
Berry and Reed [2] exhibited the logarithmic second term in the asymptotic c0 logn for some explicit
constant c0; finally Aidekon proved in [3] the convergence of Mn − nv − c0 logn to a random shift
of a Gumble distribution.

A model of time-inhomogeneous branching random walk has been introduced by Fang and
Zeitouni in [14]. In this process, the reproduction law of the individuals evolves at macroscopic
scale: every individual has two children, each of which moves independently according to a centred
Gaussian random variable, with variance σ2

1 (respectively σ2
2) if the child is alive before time n/2

(resp. between times n/2 and n). In this branching random walk, the asymptotic of Mn is still
given by a ballistic first order, plus a negative logarithmic correction and bounded fluctuations
of order one. However, first and second order strongly depend on the sign of σ2

1 − σ2
2 , and the

coefficient of the logarithmic correction exhibits a phase transition as σ2
1 grows bigger than σ2

2 .
This result has been generalised to more general reproduction laws in [32].

The study of the maximal displacement in a time-inhomogeneous branching Brownian motion,
the continuous time counterpart of the branching random walk, with smoothly varying environment
has been started in [15]. In this process individuals split into 2 children at rate 1, and move using
independent Gaussian diffusion with variance σ2

t/n at time t ∈ [0, n]. In [15], Fang and Zeitouni

∗LPMA, Univ. P. et M. Curie (Paris 6). Research partially supported by the ANR project MEMEMO.
†DMA, École Normale Supérieure (Paris).
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conjectured that, under mild hypotheses, for an explicit v∗, the sequence (Mn−nv∗− g(n), n ≥ 1)
is tensed for a given function g such that

−∞ < lim inf
n→+∞

g(n)
n1/3 ≤ lim sup

n→+∞

g(n)
n1/3 ≤ 0.

They proved this result for smoothly decreasing variance. Using PDE techniques, Nolen, Roque-
joffre and Ryzhik [34] established, again in the case of decreasing variances, that g(n) = l∗n1/3 +
O(logn) for some explicit constant l∗. Maillard and Zeitouni [31] obtained, independently from
our result, the more precise result g(n) = l∗n1/3−c1 logn, for some explicit c1, using proofs similar
to the ones presented here, based on first and second moment particles computation and the study
of a particular PDE.

We prove in this article that for a large class of time-inhomogeneous branching random walks,
Mn − nv∗ ∼n→+∞ l∗n1/3 for some explicit constants v∗ and l∗. Conversely to previous articles
in the domain, the displacements we authorize are non necessarily Gaussian. Moreover, the law
of the number of children is correlated with the displacement and depends on the time. More
importantly, we do not restrict ourselves to –a hypothesis similar to– decreasing variance. The
decreasing variance case remains interesting, as in this case quantities such as v∗ and l∗ admit a
closed expression. We do not prove in this article there exists a function g such thatMn−nv∗−g(n)
is tight, therefore we do not exactly answer to the conjecture of Fang and Zeitouni. However, Fang
[12] proved that the sequence Mn shifted by its median is tight for a large class of generalized
branching random walks. This class does not exactly covers the class of time-inhomogeneous
branching random walks we consider, but there is a non-trivial intersection. On this subset, the
conjecture is then proved applying Theorem 1.3.

To address the fact the displacements are non Gaussian, we use the Sakhanenko estimate [36].
This theorem couples sums of independent random variables with a Brownian motion. Conse-
quently we use Brownian estimates to compute our branching random walk asymptotics. The
non-monotonicity of the variance leads to additional concerns. We discuss in Section 1.2 a formula
for limn→+∞

Mn

n , given as the solution of an optimization problem under constraints (1.6). This
equation is solved in Section 4, using some analytical tools such as the existence of Lagrange mul-
tipliers in Banach spaces described in [29]. When we solve this problem, an increasing function
appears naturally, that replaces the inverse of the variance in computations of [34] and [31].

Notation In this article, c, C stand for two positive constants, respectively small enough and
large enough, which may change from line to line, and depend only on the law of the random
variables we consider. We always assume the convention max ∅ = −∞ and min ∅ = +∞. For
x ∈ R, we write x+ = max(x, 0), x− = max(−x, 0) and log+(x) = (log x)+. For all function
f : [0, 1]→ R, we say that f is Riemann-integrable if

lim inf
n→+∞

1
n

n−1∑
k=0

min
s∈[ k−1

n , k+2
n ]

fs = lim sup
n→+∞

1
n

n−1∑
k=0

max
s∈[ k−1

n , k+2
n ]

fs,

and this common value is written
∫ 1

0 fsds. In particular, a Riemann-integrable function is bounded.
A subset F of [0, 1] is said to be Riemann-integrable if and only if 1F is Riemann-integrable. For
example, an open subset of (0, 1) of Lebesgue measure 1/2 that contains all rational numbers is
not Riemann-integrable. Finally, if A is a measurable event, we write E(·;A) for E(·1A). An index
of notations is present in Appendix B

The rest of the introduction is organised as follows. We start with some branching random walk
notation in Section 1.1. We describe in Section 1.2 the optimization problem that gives the speed
of the time-inhomogeneous branching random walk. In Section 1.3, we state the main result of this
article: the asymptotic of the maximal displacement in a time-inhomogeneous branching random
walk. We also introduce another quantity of interest for the branching random walk: the consistent
maximal displacement with respect to the optimal path in Section 1.4. Finally, in Section 1.5, we
introduce some of the random walk estimates that are used to estimate moments of the branching
random walk.
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1.1 Branching random walk notation
Let T be a plane rooted tree –which can be encoded according to the Ulam-Harris notation, for
example– and V : T → R. We call (T, V ) a (plane, rooted) marked tree. For a given individual
u ∈ T, we write |u| for the generation to which u belongs, i.e. its distance to the root ∅ according
to the graph distance in the tree T. If u is not the root, we denote by πu the parent of u. For
k ≤ |u|, we write uk its ancestor alive at generation k, with u0 = ∅. We call V (u) the position of
u and (V (u0), V (u1), . . . V (u)) the path followed by u.

For any n ∈ N, we call {u ∈ T, |u| = n} the nth generation of the tree T, which is often
abbreviated as {|u| = n} if the notation is clear in the context. For u ∈ T, the set of children of u
is written Ω(u) = {u′ ∈ T : πu′ = u}, and let Lu = (V (u′)− V (u), u′ ∈ Ω(u)) be the point process
of the displacement of the children with respect to their parent. In this article, the point processes
we consider are a finite or infinite collection of real numbers –repetitions are allowed– that admit
a maximal element and no accumulation point.

We add a piece of notation on random point processes. Let L be a point process with law L,
i.e. a random variable taking values in ∪k∈Z+∪{+∞}Rk. As the point processes we consider have a
maximal element and no accumulation point, we can write L = (`1, . . . `N ), where N ∈ Z+∪{+∞}
is the random variable of the number of points in the process, and `1 ≥ `2 ≥ · · · ≥ `N is the set of
points in L, listed in the decreasing order, with the convention `+∞ = −∞.

We now consider (Lt, t ∈ [0, 1]) a family of laws of point processes. For t ∈ [0, 1], we write Lt
for a point process with law Lt. For θ ≥ 0, we denote by κt(θ) = log E

[∑
`∈Lt e

θ`
]
the log-Laplace

transform of θ and by κ∗t (a) = supθ>0[θa − κt(θ)] its Fenchel-Legendre transform. We recall the
following elementary fact: if κ∗t is differentiable at a, then putting θ = ∂aκ

∗
t (a), we have

θa− κt(θ) = κ∗t (a). (1.1)

The branching random walk of length n in the time-inhomogeneous environment (Lt, t ∈ [0, 1])
(BRWtie) is the marked tree (T(n), V (n)) such that {Lu, u ∈ T(n)} forms a family of independent
point processes, where Lu has law L |u|+1

n

if |u| < n, and is empty otherwise. In particular, T(n)

is the (time-inhomogeneous) Galton-Watson tree of the genealogy of this process. When the value
of n is clear in the context, we often omit the superscript, to lighten notations.

It is often easier to consider processes that never get extinct, and have supercritical offspring
above a given straight line with slope p. We introduce the (strong) supercritical assumption

∀t ∈ [0, 1],P(Lt = ∅) = 0 and ∃p ∈ R : inf
t∈[0,1]

P(#{` ∈ Lt : ` ≥ p} ≥ 2) > 0. (1.2)

Such a strong supercritical assumption is not always necessary, but is technically convenient to
obtain concentration inequalities for the maximal displacement. It is also helpful to guarantee
the existence of a solution of the optimization problem that defines v∗. The second part of the
assumption is used only once in this article: to prove Lemma 5.4 (which is used to prove the second
equation of Lemma 5.6).

In this article, we assume that the function t→ Lt satisfies some strong regularity assumptions.
We write

D = {(t, θ) ∈ [0, 1]× [0,+∞) : κt(θ) < +∞} and D∗ = {(t, a) : κ∗t (a) < +∞}, (1.3)

and we assume that D and D∗ are non-empty, that D (resp. D∗) is open in [0, 1]× [0,+∞) (resp.
[0, 1]× R) and that

κ ∈ C1,2 (D) and κ∗ ∈ C1,2 (D∗) . (1.4)

These regularity assumptions are used to ensure that the solution of the optimization problem
defining v∗ is a regular point in some sense. If we know, by some other way, that the solution is
regular, then these assumptions are no longer needed. These assumptions imply that the maximum
of the point processes we consider has at least exponential tails, and that the probability that this
maximum is equal to the essential supremum is zero. They are not optimal, but sufficient to define
a quantity that we prove to be the speed of the BRWtie. For example, a random number of i.i.d.
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random variables with exponential left tails satisfy the above condition. Conversely, heavy tailed
random variables, or if the maximum of the point process verifies

P(max{` ∈ L} ≥ x) ∼x→+∞ x−1−εe−x

will not satisfy (1.3).

1.2 The optimization problem
We write C for the set of continuous functions, and D for the set of càdlàg –right-continuous with
left limits at each point– functions on [0, 1] which are continuous at point 1. To a function b ∈ D,
we associate a path –i.e. a sequence– of length n defined for k ≤ n by b(n)

k =
∑k
j=1 bj/n. We say

that b is the speed profile of the path b(n), and we introduce

K∗ :
D −→ C
b 7−→

(∫ t
0 κ
∗
s(bs)ds, t ∈ [0, 1]

)
.

By standard computations on branching random walks (see, e.g. [7]), for all t ∈ [0, 1], the mean
number of individuals that follow the path b(n) –i.e. that stay at all time within distance

√
n from

the path– until time tn verifies

1
n

log E

 ∑
|u|=bntc

1{∣∣V (uk)−b(n)
k/n

∣∣<√n,k≤nt}
 ≈n→+∞ −K∗(b)t.

Therefore, e−nK∗(b)t is a good approximation of the number of individuals that stay close to the
path b(n) until time tn.

If there exists t0 ∈ (0, 1) such thatK∗(b)t0 > 0, then with high probability, there is no individual
who stayed close to this path until time nt0. Conversely, if for all t ∈ [0, 1], K∗(b)t ≤ 0, one would
expect to find with positive probability at least one individual at time n to the right of b(n).
Following this heuristic, we introduce

v∗ = sup
{∫ 1

0
bsds, b ∈ D : ∀t ∈ [0, 1],K∗(b)t ≤ 0

}
. (1.5)

We expect nv∗ to be the highest terminal point in the set of paths that are followed with positive
probability by individuals in the branching random walk. Therefore we expect that limn→+∞

Mn

n =
v∗ in probability.

We are interested in the path that realises the maximum in (1.5). We define the optimization
problem under constraints

∃a ∈ D : v∗ =
∫ 1

0
asds and ∀t ∈ [0, 1],K∗(a)t ≤ 0. (1.6)

We say that a is a solution to (1.6) if
∫ 1

0 asds = 0 and K∗(a) is non-positive. Such a solution a is
called an optimal speed profile, and a(n) an optimal path for the branching random walk. The path
followed by the rightmost individual at time n is an optimal path, thus describing such a path is
interesting to obtain the second order correction. In effect, as highlighted in the time-homogeneous
branching random walk in [5], the second order of the asymptotic of Mn is linked to the difficulty
for a random walk to follow the optimal path.

Proposition 1.1. Let a ∈ D. Under the assumptions (1.2) and (1.4), a is a solution to (1.6), i.e.

v∗ =
∫ 1

0
asds and ∀t ∈ [0, 1],K∗(a)t ≤ 0,

if and only if, setting θt = ∂aκ
∗
t (at), we have
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1. θ is positive and non-decreasing ;

2. K∗(a)1 = 0 ;

3.
∫ 1

0 K
∗(a)sdθ−1

s = 0.
There exists a unique solution a to (1.6), and a (and θ) are Lipschitz.

Consequence of this proposition, we now call a the optimal speed profile, and a the optimal
path. This result is proved in Section 4. The optimization problem (1.6) is similar to the one
solved for the GREM by Bovier and Kurkova [9].

1.3 Asymptotic of the maximal displacement
Under the assumptions (1.4) and (1.6), let a be the optimal speed profile characterised by Propo-
sition 1.1. For t ∈ [0, 1] we denote by

θt = ∂aκ
∗
t (at) and σ2

t = ∂2
θκt(θt). (1.7)

To obtain the asymptotic of the maximal displacement, we introduce the following regularity
assumptions:

θ is absolutely continuous, with a Riemann-integrable derivative θ̇, (1.8)

{t ∈ [0, 1] : K∗t (a) = 0} is Riemann-integrable. (1.9)
Finally, we make the following second order integrability assumption:

sup
t∈[0,1]

E

(∑
`∈Lt

eθt`t

)2
 < +∞. (1.10)

Remark 1.2. This last integrability condition is not optimal. Using the spinal decomposition as
well as estimates on random walks enriched by random variables depending only on the last step,
as in [32] would lead to an integrability condition of the form E(X(logX)2) < +∞ instead of
(1.10). However, this assumption considerably simplifies the proofs.

The main result of this article is the following.
Theorem 1.3 (Maximal displacement in the BRWtie). We assume (1.2), (1.4), (1.8), (1.9) and
(1.10) are verified. We write α1 for the largest zero of the Airy function of first kind –recall that
α1 ≈ −2.3381...– and we set

l∗ = α1

21/3

∫ 1

0

(θ̇sσs)2/3

θs
ds ≤ 0. (1.11)

Then we have for all l > 0,

lim
n→+∞

1
n1/3 log P

(
Mn ≥ nv∗ + (l∗ + l)n1/3

)
= −θ0l,

and for all ε > 0,

lim sup
n→+∞

1
n1/3 log P

(∣∣∣Mn − nv∗ − l∗n1/3
∣∣∣ ≥ εn1/3

)
< 0.

This theorem is proved in Section 5. The presence of the largest zero of the Airy function of
first kind is closely related to the asymptotic of the Laplace transform of the area under a Brownian
motion staying positive,

E
(
e
−
∫ t

0
Bsds;Bs ≥ 0, s ≤ t

)
≈t→+∞ e

α1
21/3 t+o(t).

The fact that the second order of Mn is n1/3 can be explained as follows: when θ is strictly
increasing at time t, the optimal path has to stay very close to the boundary of the branching
random walk at time nt. In particular, if θ is strictly increasing on [0, 1], the optimal path has
to stay close to the boundary. The n1/3 second order is then similar to the asymptotic of the
consistent minimal displacement for the time-homogeneous branching random walk, which is of
order n1/3, as proved in [13, 16].
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1.4 Consistent maximal displacement
The arguments we develop for the proof of Theorem 1.3 can easily be extended to obtain the asymp-
totic of the consistent maximal displacement with respect to the optimal path in the branching
random walk, which we define now. For n ∈ N and u ∈ T(n), we denote by

Λ(u) = max
k≤|u|

[
a

(n)
k − V (uk)

]
,

the maximal delay an ancestor of the individual u has with respect to the optimal path. The
consistent maximal displacement with respect to the optimal path is defined by

Λn = min
u∈T(n),|u|=n

Λ(u). (1.12)

This quantity corresponds to the smallest distance from the optimal path a at which one can put a
barrier below which individuals get killed such that the global system still survives. The consistent
maximal displacement has been studied for time-homogeneous branching random walks in [13].
We obtain the following asymptotic for the consistent maximal displacement in the BRWtie.

Theorem 1.4. Under the assumptions (1.2), (1.4), (1.6), (1.8), (1.9) and (1.10), there exists
λ∗ ≤ −l∗, defined in Section 5.2 such that for any λ ∈ (0, λ∗),

lim
n→+∞

1
n1/3 log P

(
Λn ≤ (λ∗ − λ)n1/3

)
= −θ0λ,

and for any ε > 0,
lim sup
n→+∞

1
n1/3 log P(|Λn − λ∗n1/3| ≥ εn1/3) < 0.

Remark 1.5. We observe that if u ∈ T(n) verifies V (u) = Mn, then Λ∗(u) ≤ nv∗ −Mn. As a
consequence, the inequality Ln ≤ nv∗ −Mn holds almost surely, which proves that λ∗ ≤ −l∗, as
soon as these quantities exist.

In Theorem 1.4, we give the asymptotic of the consistent maximal displacement with respect
to the optimal path. However, this is not the only path one may choose to consider. For example,
one can choose the “natural speed path”, in which the speed profile is a function v ∈ C defined by
vt = infθ>0

κt(θ)
θ . Note that vt is the speed of a time-homogeneous branching random walk with

reproduction law Lt. As for all t ∈ [0, 1], K∗(v)t = 0, for any λ > 0, the number of individuals
that stayed above v(n) − λn1/3 at all time k ≤ n is of order eO(n1/3).

In Section 3, we provide a time-inhomogeneous version of the Many-to-one lemma, that links
additive moments of the branching random walk with time-inhomogeneous random walk estimates.
To prove Theorems 1.3 and 1.4, we use random walk estimates that are proved in Section 2.

1.5 Airy functions and random walk estimates
We introduce a few basic property on Airy functions, that can be found in [1]. The Airy function
of first kind Ai can be defined, for x ∈ R, by the improper integral

Ai(x) = 1
π

lim
t→+∞

∫ t

0
cos
(
s3

3 + xs
)
ds, (1.13)

and the Airy function of second kind Bi by

Bi(x) = 1
π

lim
t→+∞

∫ t

0
exp

(
− s

3

3 + xs
)

+ sin
(
s3

3 + xs
)
ds. (1.14)

These two functions form a basis of the space of functions solutions to

∀x ∈ R, y′′(x)− xy(x) = 0,
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and verify limx→+∞Ai(x) = 0 and limx→+∞ Bi(x) = +∞. The equation Ai(x) = 0 has an
infinitely countable number of solutions, all negative with no accumulation points, which are listed
in the decreasing order in the following manner: 0 > α1 > α2 > · · · .

The Laplace transform of the area below a random walk, or a Brownian motion, conditioned to
stay positive admits an asymptotic behaviour linked to the largest zero of Ai, as proved by Darling
[11], Louchard [30] and Takács [37]. This result still holds in time-inhomogeneous settings. Let
(Xn,k, n ≥ 1, k ≤ n) be a triangular array of independent centred random variables. We assume
that

∃σ ∈ C([0, 1], (0,+∞)) : ∀n ∈ N, k ≤ n,E(X2
n,k) = σ2

k/n, (1.15)

∃µ > 0 : E
[
eµ|Xn,k|

]
< +∞. (1.16)

We write S(n)
k =

∑k
j=1Xn,j for the time-inhomogeneous random walk.

Theorem 1.6 (Time-inhomogeneous Takács estimate). Under (1.15) and (1.16), for any contin-
uous function g such that g(0) > 0 and any absolutely continuous increasing function h with a
Riemann-integrable derivative ḣ, we have

lim
n→+∞

1
n1/3 log E

exp

− n∑
j=1

(hj/n − h(j−1)/n)S(n)
j

 ;Sj ≤ gj/nn1/3, j ≤ n


=
∫ 1

0

(
ḣsgs + a1

21/3 (ḣsσs)2/3
)
ds.

This result is, in some sense, similar to the Mogul’skĭı estimate [33], which gives the asymptotic
of the probability for a random walk to stay in an interval of length n1/3. A time-inhomogeneous
version of this result, with an additional exponential weight, holds again. To state this result, we
introduce a function Ψ, defined in the following lemma.

Lemma 1.7. Let B be a Brownian motion. There exists a unique convex function Ψ : R → R
such that for all h ∈ R

lim
t→+∞

1
t

log sup
x∈[0,1]

Ex

[
e
−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
= Ψ(h). (1.17)

Remark 1.8. We show in Appendix A.2 that Ψ admits the following alternative definition:

∀h > 0,Ψ(h) = h2/3

21/3 sup
{
λ ≤ 0 : Ai (λ) Bi

(
λ+ (2h)1/3

)
− Bi (λ) Ai

(
λ+ (2h)1/3

)
= 0
}
,

and prove that Ψ verifies Ψ(0) = −π
2

2 , Ψ(h) ∼h→+∞ α1
h2/3

21/3 and Ψ(h)−Ψ(−h) = −h for all h ∈ R.

Proof of Lemma 1.7. For h ∈ R and t ≥ 0, we write

Ψt(h) = 1
t

log sup
x∈[0,1]

Ex

[
e
h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
.

As Bs ∈ [0, 1], we have trivially |Ψt(h)| ≤ |h| < +∞. Let 0 ≤ t1 ≤ t2 and x ∈ [0, 1], by the Markov
property

Ex

[
e
h
∫ t1+t2

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t1 + t2]

]
= Ex

[
e
h
∫ t1

0
Bsds EBt1

[
e
h
∫ t2

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t2]

]
;Bs ∈ [0, 1], s ∈ [0, t1]

]
≤ et2Ψt2 (h) Ex

[
e
h
∫ t1

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t1]

]
≤ et1Ψt1 (h)et2Ψt2 (h).
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As a consequence, for all h ∈ R, (Ψt(h), t ≥ 0) is a sub-additive function and

lim
t→+∞

Ψt(h) = inf
t≥0

Ψt(h) =: Ψ(h).

In particular, for all h ∈ R, we have |Ψ(h)| ≤ |h| < +∞.
We now prove that Ψ is a convex function on R, thus continuous. By the Hölder inequality, for

all λ ∈ [0, 1], (h1, h2) ∈ R2, x ∈ [0, 1] and t ≥ 0, we have

Ex

[
e

(λh1+(1−λ)h2)
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]

≤Ex

[(
e
λh1
∫ t

0
Bsds1{Bs∈[0,1],s∈[0,t]}

) 1
λ

]λ
Ex

[(
e

(1−λ)h2
∫ t

0
Bsds1{Bs∈[0,1],s∈[0,t]}

) 1
1−λ
]1−λ

≤etλΨt(h1)et(1−λ)Ψt(h2).

Consequently

lim sup
t→+∞

Ψt(λh1 + (1− λ)h2) ≤ λ lim sup
t→+∞

Ψt(h1) + (1− λ) lim sup
t→+∞

Ψt(h2),

which proves that Ψ is convex, thus continuous.

Theorem 1.9 (A time-inhomogeneous Mogul’skĭı estimate). Under (1.15) and (1.16), for any pair
of continuous functions f < g such that f(0) < 0 < g(0) and any absolutely continuous function h
with a Riemann-integrable derivative ḣ, we have

lim
n→+∞

1
n1/3 log E

exp

 n∑
j=1

(hj/n − h(j−1)/n)S(n)
j

 ; Sj
n1/3 ∈ [fj/n, gj/n], j ≤ n


=
∫ 1

0

(
ḣsgs + σ2

s

(gs − fs)2 Ψ
(

(gs−fs)3

σ2
s

ḣs

))
ds.

The rest of the paper is organised as follows. Theorems 1.6 and 1.9 are unified and proved in
Section 2. These results are used in Section 3 to compute some branching random walk estimates,
useful to bound the probability that there exists an individual that stays in a given path until
time n. We study (1.6) in Section 4, proving in particular Proposition 1.1. Using the particular
structure of the optimal path, we prove Theorems 1.3 and 1.4 in Section 5.

Acknowledgments. I would like to thank Pascal Maillard, for introducing me to the time-
inhomogeneous branching random walk topic, Ofer Zeitouni for his explanations on [15] and Zhan
Shi for help in all the stages of the research. I also thank the referees for their careful proofreading
of this article and pointing out a mistake in one of the proofs. Finally, I wish to thank David
Gontier and Cécile Huneau for their help with the PDE analysis in Appendix A.

2 Random walk estimates
We consider an array (Xn,k, n ≥ 1, k ≤ n) of independent centred random variables, such that
there exist σ ∈ C([0, 1], (0,+∞)) and µ ∈ (0,+∞) verifying (1.15) and (1.16). We write S(n)

k =
S

(n)
0 +

∑k
j=1Xn,j for the time-inhomogeneous random walk of length n, with Px(S(n)

0 = x) = 1.
Let Ex be the expectation corresponding to the probability Px. Let h be a continuous function on
[0, 1] such that

h is absolutely continuous, with Riemann-integrable derivative ḣ. (2.1)

The main result of this section is the computation of the asymptotic, as n→ +∞, of the Laplace
transform of the integral of S(n) with respect to h, on the event that S(n) stays in a given path,
that is defined by (2.4).
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Let f and g be two continuous functions on [0, 1] such that f < g and f(0) < 0 < g(0), and
F and G be two Riemann-integrable subsets of [0, 1] –i.e. verifying 1F and 1G are Riemann-
integrable– such that

{t ∈ [0, 1] : ḣt < 0} ⊂ F and {t ∈ [0, 1] : ḣt > 0} ⊂ G. (2.2)

Interval F (respectively G) represent the set of times at which the barrier f (resp. g) is put below
(resp. above) the path of the time-inhomogeneous random walk. Consequently, (2.2) implies that
when there is no barrier below, the Laplace exponent is non-negative, so that the random walk
does not “escape” to −∞ with high probability.

For n ≥ 1, we introduce the 1
n

th approximation of F and G, defined by

Fn =
{

1 ≤ k ≤ n :
[
k
n ,

k+1
n

]
∩ F 6= ∅

}
, Gn =

{
0 ≤ k ≤ n :

[
k
n ,

k+1
n

]
∩G 6= ∅

}
. (2.3)

The path followed by the random walk of length n is defined, for 0 ≤ j ≤ n, by

In(j) =


[
fj/nn

1/3, gj/nn
1/3] if j ∈ Fn ∩Gn,[

fj/n,+∞
[

if j ∈ Fn ∩Gcn,]
−∞, gj/nn1/3] if j ∈ F cn ∩Gn,
R otherwise.

(2.4)

The random walk S(n) follows the path I(n) if ≥ fk/nn1/3 at any time k ∈ Fn, and S(n)
k ≤ gk/nn1/3

at any time k ∈ Gn. Choosing F and G in an appropriate way, we obtain Theorem 1.6 –where
F = ∅ and G = [0, 1]– and Theorem 1.9 –where F = G = [0, 1].

We introduce the quantity

HF,G
f,g =

∫ 1

0
ḣsgsds+

∫
F∩G

σ2
s

(gs − fs)2 Ψ
(

(gs−fs)3

σ2
s

ḣs

)
ds

+
∫
F c∩G

α1

21/3 (ḣsσs)2/3ds+
∫
G∩F c

(
ḣs(fs − gs) + α1

21/3 (−ḣsσs)2/3
)
ds, (2.5)

where Ψ is the function defined by (1.17). The first integral in this definition enables to “center”
the path interval in a way that g is replaced by 0. The integral term over F ∩G comes from the set
of times in which the random walk is blocked in an interval of finite length as in Theorem 1.9, and
the last two integral terms correspond to paths with only one bound, above or below the random
walk respectively.

The rest of the section is devoted to the proof of the following result.

Theorem 2.1. Under the assumptions (1.15) and (1.16), for any continuous function h satisfying
(2.1), for any pair of continuous functions f < g such that f(0) < 0 < g(0), for any Riemann-
integrable F,G ⊂ [0, 1] such that (2.2) holds, we have

lim sup
n→+∞

1
n1/3 sup

x∈R
log Ex

[
e

∑n

j=1
(h(j+1)/n−hj/n)S(n)

j ;S(n)
j ∈ I(n)

j , j ≤ n
]

= HF,G
f,g (1). (2.6)

Moreover, setting Ĩ(n)
j = I

(n)
j ∩ [−n2/3, n2/3], for all f1 < a < b < g1 we have

lim inf
n→+∞

1
n1/3 log E0

[
e

∑n

j=1
(h(j+1)/n−hj/n)S(n)

j 1{
S

(n)
n ∈[an1/3,bn1/3]

};S(n)
j ∈ Ĩ(n)

j , j ≤ n
]

= HF,G
f,g .

(2.7)

Remark 2.2. Observe that when (2.2) does not hold, the correct rate of growth of the expectations
in (2.6) and (2.7) is exponential, instead of the order eO(n1/3).

To prove this theorem, we decompose the time interval [0, n] into A intervals, each of length n
A .

On these smaller intervals, the functions f , g and ḣ can be approached by constants. These intervals
are divide into n1/3

tA subintervals of length tn2/3. On these subintervals, the time-inhomogeneous
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random walk can be approached by a Brownian motion, on which the quantities can be explicitly
computed, using the Feynman-Kac formula. Letting n, t then A grow to +∞, we conclude the
proof of Theorem 2.1. We give in Section 2.1 the asymptotic of the area under a Brownian motion
constrained to stay non-negative or in an interval, and use the Sakhanenko exponential inequality
in Section 2.2 to quantify the approximation of a random walk by a Brownian motion, before
proving Theorem 2.1 in Section 2.3.

2.1 Brownian estimates through the Feynman-Kac formula
The asymptotic of the Laplace transform of the area under a Brownian motion, constrained to stay
non-negative or in an interval, is proved in Appendix A. In this section, (Bt, t ≥ 0) is a standard
Brownian motion, which starts at position x ∈ R at time 0 under the law Px. We give the main
results that are used in the next section to compute similar quantities for time-inhomogeneous
random walks. First, for a Brownian motion that stay non-negative:

Lemma 2.3. For all h > 0, 0 < a < b and 0 < a′ < b′, we have

lim
t→+∞

1
t

log sup
x∈R

Ex

[
e
−h
∫ t

0
Bsds;Bs ≥ 0, s ≤ t

]
= lim
t→+∞

1
t

log inf
x∈[a,b]

Ex

[
e
−h
∫ t

0
Bsds1{Bt∈[a′,b′]};Bs ≥ 0, s ≤ t

]
= α1

21/3h
2/3. (2.8)

A similar estimate holds for a Brownian motion constrained to stay in the interval [0, 1]:

Lemma 2.4. Let B be a Brownian motion. For all h ∈ R, 0 < a < b < 1 and 0 < a′ < b′ < 1, we
have

lim
t→+∞

1
t

sup
x∈[0,1]

log Ex

[
e
−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ≤ t

]
= lim
t→+∞

1
t

inf
x∈[a,b]

log Ex

[
e
−h
∫ t

0
Bsds1{Bt∈[a′,b′]};Bs ∈ [0, 1], s ≤ t

]
= Ψ(h). (2.9)

Moreover, for all h > 0, we have

Ψ(h) = h2/3

21/3 sup
{
λ ≤ 0 : Ai (λ) Bi

(
λ+ (2h)1/3

)
− Bi (λ) Ai

(
λ+ (2h)1/3

)
= 0
}
. (2.10)

We also have Ψ(0) = −π
2

2 , limh→+∞
Ψ(h)
h2/3 = α1

21/3 and, for h ∈ R, Ψ(h)−Ψ(−h) = h.

2.2 From a Brownian motion to a random walk
We use the Sakhanenko exponential inequality to extend the Brownian estimates to similar quanti-
ties for time-inhomogeneous random walks. We obtain here the correct n1/3 order, but non-optimal
upper and lower bounds. These results are used in the next section to prove Theorem 2.1. The
Sakhanenko exponential inequality links a time-inhomogeneous random walk with a Brownian
motion, in a similar way that the KMT coupling links a classical random walk with a Brownian
motion.

Theorem 2.5 (Sakhanenko exponential inequality [36]). Let X = (X1, . . . Xn) be a sequence of
independent centred random variables. We suppose there exists λ > 0 such that for all j ≤ n

λE
(
|Xj |3eλ|Xj |

)
≤ E

(
X2
j

)
. (2.11)

We can construct a sequence X̃ = (X̃1, . . . X̃n) with the same law as X; and Y a sequence of
centred Gaussian random variables with the same covariance as X̃ such that for some universal
constant C0 and all n ≥ 1

E [exp(C0λ∆n)] ≤ 1 + λ

√√√√ n∑
j=1

Var(Xj),
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where ∆n = maxj≤n
∣∣∣∑j

k=1 X̃k − Yk
∣∣∣.

Using this theorem, we couple a time-inhomogeneous random walk with a Brownian motion
in such a way that they stay at distance O(logn) with high probability. Technically, to prove
Theorem 2.1, we simply need a uniform control on P(∆n ≥ εn1/3). To obtain it, the polynomial
Sakhanenko inequality is enough, that only impose a uniform bound on the third moment of the
array of random variables instead of (1.16). However in the context of branching random walks,
exponential integrability conditions are needed to guarantee the regularity of the optimal path (see
Section 1.2).

Let (Xn,k, n ∈ N, k ≤ n) be a triangular array of independent centred random variables, such
that there exists a continuous positive function σ2 verifying

∀n ∈ N, k ≤ n,E
[
X2
n,k

]
= σ2

k/n. (2.12)

We set σ = mint∈[0,1] σt > 0 and σ = maxt∈[0,1] σt < +∞. We also assume that

∃λ > 0 : sup
n∈N,k≤n

E
(
eλ|Xn,k|

)
< +∞. (2.13)

Observe that for all µ < λ, there exists C > 0 such that for all x ≥ 0, x3eµx ≤ Ceλx. Thus (2.13)
implies

∃µ > 0 : sup
n≥1,k≤n

µE
(
|Xn,j |3eµ|Xn,j |

)
≤ σ2. (2.14)

In the first instance, we bound from above the asymptotic of the Laplace transform of the area
under a time-inhomogeneous random walk.

Lemma 2.6. We assume (2.12) and (2.13) are verified. For all h > 0, we have

lim sup
n→+∞

1
n1/3 log sup

x∈R
Ex

[
e
− hn
∑n−1

j=0
S

(n)
j ;S(n)

j ≥ 0, j ≤ n
]
≤ α1

21/3 (hσ)2/3. (2.15)

For all h ∈ R and r > 0, we have

lim sup
n→+∞

1
n1/3 log sup

x∈R
Ex

[
e
− hn
∑n−1

j=0
S

(n)
j ;S(n)

j ∈ [0, rn1/3]
]
≤ σ2

r2 Ψ
(
r3

σ2h
)
. (2.16)

Proof. In this proof, we assume h ≥ 0 –and h > 0 if r = +∞. The result for h < 0 in (2.16) can
be deduced by symmetry and the formula Ψ(h)−Ψ(−h) = −h.

For all r ∈ [0,+∞), we write f(r) = σ2

r2 Ψ
(
r3

σ2h
)
and f(+∞) = α1

21/3 (hσ)2/3. For all x ∈ R, we
use the convention +∞+ x = x+∞ = +∞. By Lemmas 2.3 and 2.4, for all r ∈ [0,+∞], we have

lim sup
t→+∞

1
t

log sup
x∈R

Ex

[
e
−h
∫ t

0
Bσ2sds;Bσ2s ∈ [0, r], s ≤ t

]
≤ f(r), (2.17)

using the scaling property of the Brownian motion.
Let A ∈ N and n ∈ N, we write T =

⌈
An2/3⌉ and K = bn/T c. For all k ≤ K, we write

mk = kT ; applying the Markov property at time mK ,mK−1, . . .m1, we have

sup
x≥0

Ex

[
e
− hn
∑n−1

j=0
S

(n)
j ;S(n)

j ∈ [0, rn1/3], j ≤ n
]

≤
K−1∏
k=0

sup
x∈R

Ex

[
e
− hn
∑n−1

j=0
S

(n,k)
j ;S(n,k)

j ∈ [0, rn1/3], j ≤ T
]
, (2.18)

where we write S(n,k)
j = S

(n)
0 +S

(n)
mk+j −S

(n)
mk for the time-inhomogeneous random walk starting at

time mk and at position x under Px. We now bound, uniformly in k < K, the quantity

E
(n)
k (r) = sup

x∈R
Ex

[
e
− hn
∑T−1

j=0
S

(n,k)
j ;S(n,k)

j ∈ [0, rn1/3], j ≤ T
]
.
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Let k < K, we write tkj =
∑kT+j
i=kT+1 σ

2
j/n. We apply Theorem 2.5, by (2.12) and (2.13), there

exist Brownian motions B(k) such that, denoting by S̃(n,k) a random walk with same law as S(n,k)

and ∆k
n = maxj≤T

∣∣∣∣B(k)
tk
j

− S̃(n,k)
j

∣∣∣∣, there exists µ > 0 such that for all ε > 0, n ≥ 1 and k ≤ K,

P
(

∆k
n ≥ εn1/3

)
≤ e−C0µεn

1/3
E
(
eC0µ∆k

n

)
≤ e−C0µεn

1/3
(

1 + µσA1/2n1/3
)
,

where we used (2.13) (thus (2.14)) and the exponential Markov inequality. Note in particular that
for all ε > 0, P(∆k

n ≥ εn1/3) converges to 0 as n → +∞, uniformly in k ≤ K. As a consequence,
for all ε > 0

E
(n)
k (r) = sup

x∈R
Ex

[
e
− hn
∑T−1

j=0
S̃

(n,k)
j ; S̃(n,k)

j ∈ [0, rn1/3], j ≤ T
]

≤ sup
x∈R

Ex

[
e
− hn
∑T−1

j=0
S̃

(n,k)
j 1{∆k

n≤εn1/3}; S̃
(n,k)
j ∈ [0, rn1/3], j ≤ T

]
+ P

(
∆k
n ≥ εn1/3

)
.

Moreover,

sup
x∈R

Ex

[
e
− hn
∑T−1

j=0
S̃

(n,k)
j 1{∆k

n≤εn1/3}; S̃
(n,k)
j ∈ [0, rn1/3], j ≤ T

]
≤ sup

x∈R
Ex

[
e
hTn∆k

n− hn
∑T−1

j=0
B
tk
j 1{∆k

n≤εn1/3};Btkj ∈ [−∆k
n, rn

1/3 + ∆k
n], j ≤ T

]
≤ sup

x∈R
Ex

[
e
hTn εn

1/3− hn
∑T−1

j=0
B
tk
j ;Btk

j
∈ [−εn1/3, (r + ε)n1/3], j ≤ T

]
≤ e3hAεẼ

(n)
k (r + 2ε),

setting Ẽ(n)
k (r) = supx∈R Ex

[
e
− hn
∑T−1

j=0
B
tk
j ;Btk

j
∈ [0, rn1/3], j ≤ T

]
for all r ∈ [0,+∞]. We set

τkj = n−2/3tkj ; by the scaling property of the Brownian motion, we have

Ẽ
(n)
k (r) = sup

x∈R
Ex

[
e
− h

n2/3

∑T−1
j=0

B
τk
j ;Bτk

j
∈ [0, r], j ≤ T

]
.

We now replace the sum in Ẽ by an integral: we set

ωn,A = sup
|t−s|≤2An−1/3

∣∣σ2
t − σ2

s

∣∣ and Ωn,A = sup
s,t≤2σ2A+ωn,A

|t−s|≤2Aωn,A+σ2n−1/3

|Bt −Bs| .

For all k < K and j ≤ T , we have

∣∣∣τkj − jσ2
kT/nn

−2/3
∣∣∣ ≤ n−2/3

mk+j∑
i=mk+1

∣∣∣σ2
i/n − σ

2
kT/n

∣∣∣ ≤ 2Aωn,A,

and sups∈[jσ2/n,(j+1)σ2/n

∣∣∣Bs −Btk
j

∣∣∣ ≤ Ωn,A. As a consequence, for all ε > 0, we obtain

Ẽ
(n)
k (r) ≤ sup

x∈R
Ex

[
e
− h

n2/3

∑T−1
j=0

B
τk
j 1{Ωn,A≤ε};Bτkj ∈ [0, r], j ≤ T

]
+ P(Ωn,A ≥ ε)

≤ e3hAε sup
x∈R

Ex

[
e
−h
∫ A

0
Bσ2sds;Bσ2s ∈ [0, (r + 2ε)], s ≤ A

]
+ P(Ωn,A ≥ ε).

We set EA(r) = supx∈R Ex

[
e
−h
∫ A

0
Bσ2sds;Bσ2s ∈ [0, r], s ≤ A

]
. As B is continuous, we have
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limn→+∞P(Ωn,A ≥ ε) = 0 uniformly in k < K. Therefore (2.18) leads to

lim sup
n→+∞

1
n1/3 log sup

x≥0
Ex

[
e
− hn
∑n−1

j=0
S

(n)
j ;S(n)

j ∈ [0, rn1/3], j ≤ n
]

≤ lim sup
n→+∞

K

n1/3 max
k≤K

logE(n)
k (r)

≤ 1
A

lim sup
n→+∞

[
3hAε+ max

k≤K
log
(
Ẽ

(n)
k (r + 2ε) + P

(
∆k
n ≥ εn1/3

))]
≤ 6hε+ lim sup

n→+∞
log
[
E
A(r + 4ε) + P(Ωn,A ≥ ε) + max

k≤K
P
(

∆k
n ≥ εn1/3

)]
≤ 6hε+ 1

A
logEA(r + 4ε).

We now use (2.17), letting A→ +∞, and thereby letting ε→ 0, this yields

lim sup
n→+∞

1
n1/3 log sup

x≥0
Ex

[
e
− hn
∑n−1

j=0
S

(n)
j ;S(n)

j ∈ [0, rn1/3], j ≤ n
]
≤ f(r),

which ends the proof.

Next, we derive lower bounds with similar computations. We set I(n)
a,b = [an1/3, bn1/3].

Lemma 2.7. We assume (2.12) and (2.13). For all h > 0, 0 < a < b and 0 < a′ < b′, we have

lim inf
n→+∞

1
n1/3 log inf

x∈I(n)
a,b

Ex

[
e
− hn
∑n−1

j=0
S

(n)
j 1{

Sn∈I(n)
a′,b′

};S(n)
j ≥ 0, j ≤ n

]
≥ α1

21/3 (hσ)2/3, (2.19)

and for all h ∈ R, r > 0, 0 < a < b < r and 0 < a′ < b′ < r, we have

lim inf
n→+∞

1
n1/3 log inf

x∈I(n)
a,b

Ex

[
e
− hn
∑n−1

j=0
S

(n)
j 1{

Sn∈I(n)
a′,b′

};S(n)
j ∈ I(n)

0,r , j ≤ n
]
≥ σ2

r2 Ψ
(
r3

σ2h
)
. (2.20)

Proof. We once again assume h ≥ 0; as if h < 0 we can deduce (2.20) by symmetry and the formula
Ψ(h) − Ψ(−h) = h. We write, for all r ∈ [0,+∞), f(r) = σ2

r2 Ψ
(
r3

σ2h
)
and f(+∞) = α1

21/3 (hσ)2/3.
By Lemmas A.2 and A.5, for all r ∈ [0,+∞], 0 < a < b < r and 0 < a′ < b′ < r, we have

lim inf
t→+∞

1
t

log inf
x∈[a,b]

Ex

[
e
−h
∫ t

0
Bσ2sds1{Bt∈[a′,b′]};Bs ∈ [0, r], s ≤ t

]
≥ f(r). (2.21)

We choose u ∈ (a′, b′) and δ > 0 such that (u − 3δ, u + 3δ) ⊂ (a′, b′), and we introduce
J

(n)
δ = I(n)(u− δ, u+ δ). We decompose again [0, n] into subintervals of length of order n2/3. Let
A ∈ N and n ∈ N, we write T =

⌊
An2/3⌋ and K = bn/T c. For all k ≤ K, we set again mk = kT ,

for all r ∈ [0,+∞], applying the Markov property at times mK ,mK−1, . . .m1 leads to

inf
x∈I(n)

a,b

Ex

[
e
− hn
∑n−1

j=0
S

(n)
j 1{

Sn∈I(n)
a′,b′

};S(n)
j ∈ I(n)

0,r , j ≤ n
]

≥ inf
x∈I(n)

a,b

Ex

[
e
− hn
∑T−1

j=0
S

(n)
j 1{

S
(n)
T
∈J(n)

δ

};S(n)
j ∈ I(n)

0,r , j ≤ T
]

×
K−1∏
k=1

inf
x∈J(n)

δ

Ex

[
e
− hn
∑T−1

j=0
S

(n,k)
j 1{

S
(n,k)
T

∈J(n)
δ

};S(n,k)
j ∈ I(n)

0,r , j ≤ T
]

× inf
x∈J(n)

δ

Ex

[
e
− hn
∑n−KT

j=0
S

(n,K)
j ;S(n,k)

j ∈ I(n)
a′,b′ , j ≤ n−KT

]
, (2.22)
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where S(n,k)
j = S

(n)
0 + S

(n)
mk+j − S

(n)
mk . Let 0 < a < b < r and 0 < a′ < b′ < r, we set ε > 0 such

that a > 8ε, r − b > 8ε and b′ − a′ > 8ε. We bound uniformly in k the quantity

E
(n)
k (r) = inf

x∈I(n)
a,b

Ex

[
e
− hn
∑T−1

j=0
S

(n,k)
j 1{

S
(n,k)
T

∈I(n)
a′,b′

};S(n,k)
j ∈ I(n)

0,r , j ≤ T
]
.

To do so, we set once again, for k < K, tkj =
∑kT+j
i=kT+1 σ

2
j/n. By Theorem 2.5, we introduce a

Brownian motion B such that, denoting by S̃(n,k) a random walk with the same law as S(n,k) and
setting ∆k

n = maxj≤T
∣∣∣Btk

j
− S̃(n,k)

j

∣∣∣, for all ε > 0, by (2.14) and the exponential Markov inequality
we get

sup
k≤K

P
(

∆k
n ≥ εn1/3

)
≤ e−C0µεn

1/3
(

1 + µσA1/2n1/3
)
,

which converges to 0, uniformly in k, as n→ +∞. As a consequence, for all ε > 0 and k < K,

E
(n)
k (r) = inf

x∈I(n)
a,b

Ex

[
e
− hn
∑T−1

j=0
S̃

(n,k)
j 1{

S̃
(n,k)
T

∈I(n)
a′,b′

}; S̃(n,k)
j ∈ I(n)

0,r , j ≤ T
]

≥ inf
x∈I(n)

a,b

Ex

[
e
− hn
∑T−1

j=0
S̃

(n,k)
j 1{

S̃
(n,k)
T

∈I(n)
a′,b′

}1{∆k
n≤εn1/3}; S̃

(n,k)
j ∈ I(n)

0,r , j ≤ T
]

≥ inf
x∈I(n)

a−ε,b+ε

e−3hAε Ex

e− hn∑T−1
j=0

B
tk
j 1{

B
tk
T
∈I(n)
a′+ε,b′−ε

}1{∆k
n≤εn1/3};Btkj ∈ I

(n)
ε,r−ε, j ≤ T


≥ e−3hAε

(
Ẽ

(n)
k (r − 2ε)−P(∆k

n ≥ εn1/3)
)
,

where we set

Ẽ
(n)
k (r) = inf

x∈[a−2ε,b+2ε]
Ex

e− h

n2/3

∑T−1
j=0

B
τk
j 1{

B
τk
T
∈[a′+2ε,b′−2ε]

};Bs ∈ [0, r], s ≤ τkT

 ,
and τkj = tkjn

−2/3. We also set

ωn,A = sup
|t−s|≤2An−1/3

∣∣σ2
t − σ2

s

∣∣ and Ωn,A = sup
s,t≤2σ2A+ωn,A

|t−s|≤2Aωn,A+σ2n−1/3

|Bt −Bs| ,

so that for all k < K and j ≤ T , we have∣∣∣τkj − jσ2
kT/nn

−2/3
∣∣∣ ≤ n−2/3

mk+j∑
i=mk+1

∣∣∣σ2
i/n − σ

2
kT/n

∣∣∣ ≤ 2Aωn,A,

and sups∈[σ2 j
n ,σ

2 j+1
n ]

∣∣∣Bs −Btk
j

∣∣∣ ≤ Ωn,A. As a consequence,

Ẽ
(n)
k (r)e3hAε ≥

inf
x∈[a−4ε,b+4ε]

Ex

[
e
−h
∫ A

0
Bσ2sds1{

Bσ2A∈[a′+4ε,b′−4ε]
};Bσ2s ∈ [0, r − 2ε], s ≤ A

]
−P(Ωn,A ≥ ε).

This last estimate gives a lower bound for E(n)
k (r) which is uniform in k ≤ K. As a consequence,

(2.22) yields

lim inf
n→+∞

1
n1/3 log inf

x∈I(n)
a,b

Ex

[
e
− hn
∑n−1

j=0
S

(n)
j 1{

Sn∈I(n)
a′,b′

};S(n)
j ∈ I(n)

0,r , j ≤ n
]
≥

− 6hε+ 1
A

log inf
x∈[a−4ε,b+4ε]

Ex

[
e
−h
∫ A

0
Bσ2sds1{

Bσ2A∈[a′+4ε,b′−4ε]
};Bσ2s ∈ [0, r − 4ε], s ≤ A

]
.
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Letting A→ +∞, then ε→ 0 leads to

lim inf
n→+∞

1
n1/3 log inf

x∈I(n)
a,b

Ex

[
e
− hn
∑n−1

j=0
S

(n)
j 1{

Sn∈I(n)
a′,b′

};S(n)
j ∈ I(n)

0,r , j ≤ n
]
≥ f(r),

which ends the proof.

2.3 Proof of Theorem 2.1
We prove Theorem 2.1 by decomposing [0, n] into A intervals of length n/A, and apply Lemmas 2.6
and 2.7.

Proof of Theorem 2.1. We set n ∈ N and A ∈ N. For all 0 ≤ a ≤ A, we write ma = bna/Ac, and
da = ma+1 −ma.

Upper bound in (2.6). We apply the Markov property at times mA−1,mA−2, . . .m1, to see
that

sup
x∈I(n)

0

Ex

[
e

∑n−1
j=0

(h(j+1)/n−hj/n)S(n)
j ;S(n)

j ∈ I(n)
j , j ≤ n

]

≤
A−1∏
a=0

sup
x∈I(n)

ma

Ex

[
e

∑da−1
j=0

(h(ma+j+1)/n−h(ma+j)/n)S(n,a)
j ;S(n,a)

j ∈ I(n)
ma+j , j ≤ da

]
︸ ︷︷ ︸

R
(n)
a,A

,

where S(n,a)
j = S

(n)
0 + S

(n)
ma+j − S

(n)
ma is the time-inhomogeneous random walk starting at time ma

and position x. Letting n→ +∞, this yields

lim sup
n→+∞

sup
x∈R

1
n1/3 log Ex

[
e

∑n

j=1
(h(j+1)/n−hj/n)S(n)

j ;S(n)
j ∈ I(n)

j , j ≤ n
]

≤
A−1∑
a=0

lim sup
n→+∞

1
n1/3 logR(n)

a,A. (2.23)

To bound R(n)
a,A, we replace functions f, g and ḣ by constants. We set, for all A ∈ N and a ≤ A,

ha,A = sup
t∈[ a−1

A , a+2
A ]

ḣt, ha,A = inf
t∈[ a−1

A , a+2
A ]

ḣt,

ga,A = sup
t∈[ a−1

A , a+2
A ]

gt, fa,A = inf
t∈[ a−1

A , a+2
A ]

ft and σa,A = inf
t∈[ a−1

A , a+2
A ]

σs.

For any n ∈ N and k ≤ n, by (2.2), if h(k+1)/n > hk/n, then k ∈ Gn, and if h(k+1)/n < hk/n, then
k ∈ Fn. Consequently, for all x ∈ I(n)

k ,

(h(k+1)/n − hk/n)x ≤ (h(k+1)/n − hk/n)+gk/nn
1/3 − (hk/n − h(k+1)/n)+fk/nn

1/3. (2.24)

We bound from above R(n)
a,A in four different cases.

First, for all a < A, by (2.24), we have

R
(n)
a,A ≤ exp

ma+1−1∑
j=ma

(h(j+1)/n − hj/n)+gj/nn
1/3 − (hj/n − h(j+1)/n)+fk/nn

1/3

 ,

and thus,

lim sup
n→+∞

1
n1/3 logR(n)

a,A ≤
∫ (a+1)/A

a/A

(ḣs)+gs− (ḣs)−fsds =
∫ (a+1)/A

a/A

ḣsgs− (ḣs)−(fs−gs)ds. (2.25)
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This crude estimate can be improved as follows. If ha,A > 0, then [ aA ,
a+1
A ] ⊂ G and the

upper bound gk/nn1/3 of the path is present at all times k ∈ [ma,ma+1]. As a consequence, (2.24)
becomes

∀k ∈ [ma,ma+1), sup
x∈I(n)

k

(h(k+1)/n − hk/n)x ≤ (h(k+1)/n − hk/n)ga,An1/3 + 1
n
ha,A(x− ga,An1/3).

(2.26)
We have

R
(n)
a,A = sup

x∈I(n)
ma

Ex

[
e

∑da−1
j=0

(h(ma+j+1)/n−h(ma+j)/n)S(n),a
j ;S(n),a

j ∈ I(n)
ma+j , j ≤ da

]
≤ e
∑ma+1−1

j=ma
(h(j+1)/n−hj/n)ga,An1/3

× sup
x∈I(n)

ma

Ex

[
e

1
n

∑da−1
j=0

ha,A(S(n),a
j

−ga,An1/3);S(n),a
j ∈ I(n)

ma+j , j ≤ da
]

≤ e(hma+1/n−hma/n)ga,An1/3
sup
x≤0

Ex

[
e

1
n

∑da−1
j=0

ha,AS
(n),a
j ;S(n),a

ma+j ≤ 0, j ≤ da
]
.

Letting n→ +∞, we have

lim sup
n→+∞

1
n1/3 logR(n)

a,A ≤ (h(a+1)/A − ha/A)ga,A

+ lim sup
n→+∞

1
n1/3 log sup

x≤0
Ex

[
e
ha,A
n

∑da−1
j=0

S
(n),a
j ;S(n),a

j ≤ 0, j ≤ da
]
.

As da ∼n→+∞ n/A, by (2.15),

lim sup
n→+∞

1
n1/3 log sup

x≤0
Ex

[
e

ha,A
A(da+1)

∑da−1
j=0

S
(n),a
j ;S(n),a

j ≤ 0, j ≤ da
]

≤ 1
A1/3

α1

21/3

( 1
Aha,Aσa,A

)2/3 = α1

21/3A

(
ha,Aσa,A

)2/3
.

We conclude that

lim sup
n→+∞

1
n1/3 logR(n)

a,A ≤ (h(a+1)/A − ha/A)ga,A + α1

21/3A

(
ha,Aσa,A

)2/3
. (2.27)

By symmetry, if ha,A < 0, then [ aA ,
a+1
A ] ⊂ F , h(k+1)/n < hk/n and the lower bound of the path is

present at all time, which leads to

lim sup
n→+∞

1
n1/3 logR(n)

a,A ≤ (h(a+1)/A − ha/A)fa,A + α1

21/3A

(
−ha,Aσa,A

)2/3
. (2.28)

Fourth and the smallest upper bound; if [ aA ,
a+1
A ] ⊂ F ∩ G, then both bounds of the path are

present at any time in [ma,ma+1], and, by (2.26), setting ra,A = ga,A − fa,A,

R
(n)
a,A ≤ e

(hma+1/n−hma/n)ga,An1/3

× sup
x∈[ra,An1/3,0]

Ex

[
e

1
n

∑da−1
j=0

h
a,A

S
(n),a
j ;S(n),a

j ∈ [−ra,An1/3, 0], j ≤ da
]
.

We conclude that

lim sup
n→+∞

1
n1/3 logR(n)

a,A ≤ (h(a+1)/A − ha/A)ga,A

+ lim sup
n→+∞

1
n1/3 log sup

x∈[−ra,An1/3,0]
Ex

[
e
h
a,A
n

∑da−1
j=0

S
(n),a
j ;S(n),a

j ∈ [−ra,An1/3, 0], j ≤ da
]
.
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Applying then (2.16), this yields

lim sup
n→+∞

1
n1/3 log sup

x∈[−ra,An1/3,0]
Ex

[
e
ha,A
n

∑da−1
j=0

S
(n),a
j ;S(n),a

j ∈ [−ra,An1/3, 0], j ≤ da
]

≤
σ2
a,A

Ar2
a,A

Ψ
(
r3
a,A

σ2
a,A

ha,A

)
,

which yields

lim sup
n→+∞

1
n1/3 logR(n)

a,A ≤ (h(a+1)/A− ha/A)ga,A +
σ2
a,A

A(ga,A − fa,A)2 Ψ
(

(ga,A − fa,A)3

σ2
a,A

ha,A

)
. (2.29)

We now let A grow to +∞ in (2.23). By Riemann-integrability of F,G and ḣ, we have

lim sup
A→+∞

∑
0≤a<A

[ aA ,
a+1
A ]⊂F∩G

[
(h(a+1)/A − ha/A)ga,A +

σ2
a,A

A(ga,A − fa,A)2 Ψ
(

(ga,A − fa,A)3

σ2
a,A

ha,A

)]

≤
∫
F∩G

ḣsgs + σ2
s

(gs − fs)2 Ψ
(

(gs − fs)3

σ2
s

ḣs

)
ds. (2.30)

Similarly, using the fact that ḣ is non-negative on F c, and non-positive on Gc, (2.27) and (2.28)
lead respectively to

lim sup
A→+∞

∑
0≤a<A

h
a,A

>0,[ aA ,
a+1
A ] 6⊂F∩G

[
(h(a+1)/A − ha/A)ga,A + α1

A21/3

(
ha,Aσa,A

)2/3]

≤
∫
F c∩G

ḣsgs + α1

21/3

(
ḣsσs

)2/3
ds, (2.31)

and to

lim sup
A→+∞

∑
0≤a<A

ha,A<0,[ aA ,
a+1
A ] 6⊂F∩G

[
(h(a+1)/A − ha/A)fa,A + α1

A21/3

(
−ha,Aσa,A

)2/3]

≤
∫
F c∩G

ḣsgs + ḣs(fs − gs) + α1

21/3

(
−ḣsσs

)2/3
ds. (2.32)

Finally, by (2.25), (2.30), (2.31) and (2.32), letting A→ +∞, (2.23) yields

lim sup
n→+∞

sup
x∈R

1
n1/3 log Ex

[
e

∑n

j=1
(h(j+1)/n−hj/n)S(n)

j ;S(n)
j ∈ I(n)

j , j ≤ n
]
≤ HF,G

f,g .

Lower bound in (2.7) We now take care of the lower bound. We start by fixing H > 0, and we
write

I
(n,H)
j = I

(n)
j ∩ [−Hn1/3, Hn1/3],

letting H grow to +∞ at the end of the proof. We only need (2.20) here.
We choose k ∈ C([0, 1]) a continuous function such that k0 = 0 and k1 ∈ (a, b) and ε > 0 such

that for all t ∈ [0, 1], kt ∈ [ft + 4ε, gt − 4ε] and k1 ∈ [a+ 4ε, b− 4ε]. We set

J (n)
a =

[
(ka/A − ε)n1/3, (ka/A + ε)n1/3

]
.
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We apply the Markov property at times mA−1, . . .m1, only considering random walk paths that
are in interval J (n)

a at any time ma. For all n ≥ 1 large enough, we have

E

e∑n−1
j=0

(h(j+1)/n−hj/n)S(n)
j 1{

S
(n)
n

n1/3 ∈[a′,b′]
};S(n)

j ∈ Ĩ(n)
j , j ≤ n


≥
A−1∏
a=0

inf
x∈I(n)

ma

Ex

[
e

∑da−1
j=0

(h(ma+j+1)/n−h(ma+j)/n)S(n,a)
j 1{

S
(n,a)
da

∈J(n)
a+1

};S(n,a)
j ∈ I(n,H)

ma+j , j ≤ da
]

=:
A−1∏
a=0

R̃
(n)
a,A,

with the same random walk notation as in the previous paragraph. Therefore,

lim inf
n→+∞

1
n1/3 log E

[
e

∑n

j=1
(h(j+1)/n−hj/n)S(n)

j ;S(n)
j ∈ I(n)

j , j ≤ n
]
≥
A−1∑
a=0

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A.

(2.33)
We now bound from below R̃

(n)
a,A, replacing functions f, g and ḣ by constants. We write here

fa,A = sup
t∈[ a−1

A , a+2
A ]

ft, ga,A = inf
t∈[ a−1

A , a+2
A ]

gt and σa,A = inf
t∈[ a−1

A , a+2
A ]

σt,

keeping notations ha,A and ha,A as above. We assume A > 0 is chosen large enough such that

sup
|t−s|≤ 2

A

|ft − fs|+ |gt − gs|+ |kt − ks| ≤ ε.

We first observe that [fa,An1/3, ga,An
1/3] ⊂ I

(n,H)
j for all j ∈ [ma,ma+1], therefore, writing

ra,A = ga,A − fa,A,

R̃
(n)
a,A ≥ e

(hma+1/n−hma/n)ga,An1/3

× inf
x∈J(n)

a

Ex

[
e
ha,A
n

∑da−1
j=0

S
(n,a)
j 1{

S
(n,a)
da

∈J(n)
a+1

};S(n,a)
j ∈ [−ra,An1/3, 0], j ≤ da

]
.

Thus, by (2.20), we have

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A ≥ (h(a+1)/A − ha/A)ga,A +
σ2
a,A

A(ga,A − fa,A)2 Ψ
(

(ga,A−fa,A)3

σ2
a,A

ha,A

)
. (2.34)

This lower bound can be improved, if [ aA ,
a+1
A ] ⊂ F c. We have [−Hn1/3, ga,An

1/3] ⊂ I(n,H)
j for

all j ∈ [ma,ma+1], thus

R̃
(n)
a,A ≥ e

(hma+1/n−hma/n)ga,An1/3

× inf
x∈J(n)

a

Ex

[
e
ha,A
n

∑da−1
j=0

S
(n,a)
j 1{

S
(n,a)
da

∈J(n)
a+1

};S(n,a)
j ∈ [−(H − ga,A)n1/3, 0], j ≤ da

]
,

which leads to

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A ≥ (h(a+1)/A − ha/A)ga,A +
σ2
a,A

A(ga,A +H)2 Ψ
(

(ga,A+H)3

σ2
a,A

ha,A

)
. (2.35)

By symmetry, if [ aA ,
a+1
A ] ⊂ Gc, we have

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A ≥ (h(a+1)/A − ha/A)fa,A +
σ2
a,A

A(H − fa,A)2 Ψ
(
− (H−fa,A)3

σ2
a,A

ha,A

)
. (2.36)
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As a consequence, letting A→ +∞, by Riemann-integrability of F , G and ḣ, (2.34) leads to

lim inf
A→+∞

∑
0≤a≤A

[ aA ,
a+1
A ]∩F∩G 6=∅

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A ≥
∫
F∩G

ḣtgt + σ2
t

(gt − ft)2 Ψ
(

(gt−ft)3

σ2
t

ḣt

)
dt. (2.37)

Similarly, (2.35) gives

lim inf
A→+∞

∑
0≤a≤A

[ aA ,
a+1
A ]⊂F c

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A ≥
∫
F c
ḣtgt + σ2

t

(gt +H)2 Ψ
(

(gt+H)3

σ2
t

ḣt

)
dt, (2.38)

and (2.36) gives

lim inf
A→+∞

∑
0≤a≤A

[ aA ,
a+1
A ]⊂F∩Gc

lim inf
n→+∞

1
n1/3 log R̃(n)

a,A

≥
∫
F∩Gc

ḣtgt + ḣt(ft − gt) + σ2
t

(H − ft)2 Ψ
(
− (H−ft)3

σ2
t

ḣt

)
dt. (2.39)

Finally, we recall that
lim

H→+∞

1
H2/3 Ψ(H) = α1

21/3 .

As ḣ is non-negative on Gc and null on F c ∩Gc, by dominated convergence, we have

lim
H→+∞

∫
F c

σ2
s

(gs +H)2 Ψ
(

(gs+H)3

σ2
s

ḣs

)
ds =

∫
F c

α1

21/3 (ḣsσs)2/3ds,

and as ḣ is non-positive on F c, we have similarly,

lim
H→+∞

∫
F∩Gc

σ2
s

(H − fs)2 Ψ
(
− (H−fs)3

σ2
s

ḣs

)
ds =

∫
F∩Gc

α1

21/3 (−ḣsσs)2/3ds.

Consequently, letting n, then A, then H grow to +∞ –observe that ε, given it is small enough,
does not have any impact on the asymptotic– we have

lim inf
n→+∞

1
n1/3 log E0

[
e

∑n−1
j=0

(h(j+1)/n−hj/n)S(n)
j 1{

S
(n)
n ∈[an1/3,bn1/3]

};S(n)
j ∈ Ĩ(n)

j , j ≤ n
]
≥ HF,G

f,g .

Conclusion Using the fact that

sup
x∈R

Ex

[
e

∑n−1
j=0

(h(j+1)/n−hj/n)S(n)
j ;S(n)

j ∈ I(n)
j , j ≤ n

]
≥ E0

[
e

∑n

j=1
(h(j+1)/n−hj/n)S(n)

j 1{
S

(n)
n ∈[an1/3,bn1/3]

};S(n)
j ∈ Ĩ(n)

j , j ≤ n
]
,

the two inequalities we obtained above allow to conclude the proof.

3 The many-to-one lemma and branching random walk es-
timates

In this section, we introduce a time-inhomogeneous version of the many-to-one lemma, that links
some additive moments of the branching random walk with the random walk estimates obtained in
the previous section. Using the well-established method in the branching random walk theory (see
e.g. [3, 4, 5, 14, 15, 19, 21, 23, 31, 32] and a lot of others) that consists in proving the existence of
a frontier via a first moment method, then bounding the tail distribution of maximal displacement
below this frontier by estimation of first and second moments of the number of individuals below
this frontier, and the Cauchy-Schwarz inequality. The frontier will be determined by a differential
equation, which is solved in Section 5.
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3.1 Branching random walk notations and the many-to-one lemma
The many-to-one lemma can be traced back at least to the early works of Peyrière [35] and Kahane
and Peyrière [26]. This result has been used under many forms in the past years, extended to
branching Markov processes in [8]. This is a very powerful tool that has been used to obtain
different branching random walk estimates, see e.g. [3, 4, 5, 14, 15, 21]. We introduce some
additional branching random walk notation in a first time.

Let (T, V ) be a BRWtie of length n with environment (Lt, t ∈ [0, 1]). We recall that T is a tree
of height n and that for any u ∈ T, |u| is the generation to which u belongs, uk the ancestor of u
at generation k and V (u) the position of u. We introduce, for k ≤ n, Fk = σ ((u, V (u)), |u| ≤ k)
the σ-field generated by the branching random walk up to generation k.

For y ∈ R and k ≤ n, we denote by Pk,y the law of the time-inhomogeneous branching random
walk (Tk, V k) such that Tk is a tree of length n − k, and that {Lu′ , u′ ∈ Tk, |u′| ≤ n − k − 1}
is a family of independent point processes, with Lu′ of law L(|u′|+k+1)/n. With this definition, we
observe that conditionally on Fk, for every individual u ∈ T alive at generation k, the subtree
Tu of T rooted at u, with marks V|Tu is a time-inhomogeneous branching random walk with law
P|u|,V (u), independent of the rest of the branching random walk (T\Tu, V ).

We introduce ϕ a continuous positive function on [0, 1] such that

∀t ∈ [0, 1], κt(ϕt) < +∞, (3.1)

and set, for t ∈ [0, 1]
bt = ∂θκt(ϕt) and σ2

t = ∂2
θκt(ϕt). (3.2)

Let (Xn,k, n ≥ 1, k ≤ n) be a triangular array of independent random variables such that for all
n ≥ 1, k ≤ n and x ∈ R, we have

P(Xn,k ≤ x) = E

 ∑
`∈Lk/n

1{`≤x}eϕk/n`−κk/n(ϕk/n)

 ,
where Lk/n is a point process of law Lk/n. By (1.4) and (3.2), we have

E(Xn,k) = bk/n and E
(
(Xn,k − bk/n)2) = σ2

k/n.

For k ≤ n, we denote by Sk =
∑k
j=1Xn,j the time-inhomogeneous random walk associated to ϕ,

by b(n)
k =

∑k
j=1 bj/n, by S̃k = Sk − b

(n)
k the centred version of this random walk and by

Ek :=
k∑
j=1

ϕj/nbj/n − κj/n(ϕj/n) =
k∑
j=1

κ∗j/n(bj/n), (3.3)

by (1.1). Under the law Pk,y, (Sj , j ≤ n− k) has the same law as
(
y +

∑k+j+1
i=k+1 Xn,i, j ≤ n− k

)
.

Lemma 3.1 (Many-to-one lemma). Let n ≥ 1 and k ≤ n. Under assumption (3.1), for any
measurable non-negative function f , we have

E

∑
|u|=k

f(V (uj), j ≤ k)

 = e−Ek E
[
e
−ϕk/nS̃k+

∑k−1
j=0

(ϕ(j+1)/n−ϕj/n)S̃jf(Sj , j ≤ k)
]
.

Remark 3.2. As an immediate corollary of the many-to-one lemma, we have, for p ≤ n, y ∈ R and
k ≤ n− p,

Ep,y

∑
|u|=p

f(V (uj), j ≤ k)


= eEp−Ek+peϕp/ny Ep,y

[
e
−ϕ(k+p)/nS̃k+

∑p+k−1
j=p

(ϕ(j+1)/n−ϕj/n)S̃j−pf(Sj , j ≤ k)
]
.
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Proof. Let n ≥ 1, k ≤ n and f non-negative and measurable, we prove by induction on k ≤ n that

E

∑
|u|=k

f(V (uj), j ≤ k)

 = E
[
e
−
∑k

j=1
ϕj/nXn,j−κj/n(ϕj/n)

f(Sj , j ≤ k)
]
.

We first observe that if k = 1, by definition of Xn,1, we have

E

∑
|u|=1

f(V (u))

 = E
[
e−ϕ1/nXn,1+κ1/n(ϕ1/n)f(Xn,1)

]
.

Let k ≥ 2. By conditioning on Fk−1, we have

E

∑
|u|=k

f(V (uj), j ≤ k)

 = E

 ∑
|u|=k−1

∑
u′∈Ω(u)

f(V (u′j), j ≤ k)


= E

 ∑
|u|=k−1

g(V (uj), j ≤ k − 1)

 ,

where, for (xj , j ≤ k − 1) ∈ Rk−1,

g(xj , j ≤ k − 1) = E

 ∑
`∈Lk/n

f(x1, . . . xk−1, xk−1 + `)


= E

[
e−ϕk/nXn,k+κk/n(ϕk/n)f(x1, . . . xk−1, xk−1 +Xn,k)

]
.

Using the induction hypothesis, we conclude that

E

∑
|u|=k

f(V (uj), j ≤ k)

 = E
[
e
−
∑k

j=1
ϕj/nXn,j−κj/n(ϕj/n)

f(Sj , j ≤ k)
]

= e−Ek E
[
e
−
∑k

j=1
ϕj/n(Xn,j−bj/n)

f(Sj , j ≤ k)
]
.

Finally, we modify the exponential weight by the Abel transform,

k∑
j=1

ϕj/n(Xn,j − bj) =
k∑
j=1

ϕj/n(S̃j − S̃j−1) =
k∑
j=1

ϕj/nS̃j −
k∑
j=1

ϕj/nS̃j−1

=
k∑
j=1

ϕj/nS̃j −
k−1∑
j=1

ϕ(j+1)/nS̃j = ϕk/nS̃k −
k−1∑
j=1

(ϕ(j+1)/n − ϕj/n)S̃j ,

which ends the proof.

3.2 Number of individuals staying along a path
In this section, we bound some quantities related to the number of individuals that stay along a
path. We start with an upper bound of the expected number of individuals that stay in the path
until some time k ≤ n, and then exit the path by the upper frontier. Subsequently, we bound the
probability that there exists an individual that stays in the path until time n. We then compute
the first two moments of the number of such individuals, and apply the Cauchy-Schwarz inequality
to conclude. We assume in this section that

ϕ is absolutely continuous, with a Riemann-integrable derivative ϕ̇, (3.4)
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as we plan to apply Theorem 2.1 with function h = ϕ. Under this assumption, ϕ is Lipschitz, thus
so is b. As a consequence, we have

sup
n∈N
k≤n

sup
t∈[ k−1

n , k+2
n ]
|Ek − nK∗(b)t| < +∞ and sup

n∈N
k≤n

sup
t∈[ k−1

n , k+2
n ]

∣∣∣∣b(n)
k − n

∫ t

0
bsds

∣∣∣∣ < +∞. (3.5)

Let f < g be two continuous functions such that f(0) < 0 < g(0), and F and G two Riemann-
integrable subsets of [0, 1] such that

{t ∈ [0, 1] : ϕ̇t < 0} ⊂ F and {t ∈ [0, 1] : ϕ̇t > 0} ⊂ G. (3.6)

We write, for t ∈ [0, 1]

HF,G
t (f, g, ϕ) =

∫ t

0
ϕ̇sgsds+

∫ t

0
1F∩G(s) σ2

s

(gs − fs)2 Ψ
(

(gs−fs)3

σ2
s

ϕ̇s

)
ds

+
∫ t

0
1F c∩G(s) a1

21/3 (ϕ̇sσs)2/3 + 1F∩Gc
(
ϕ̇s(fs − gs) + a1

21/3 (−ϕ̇sσs)2/3
)
ds. (3.7)

We keep notation of Section 2: Fn and Gn are the subsets of {0, . . . n − 1} defined in (2.3), and
the path I(n)

k as defined in (2.4). We are interested in the individuals u alive at generation n such
that for all k ≤ n, V (uk)− b(n)

k ∈ I(n)
k .

3.2.1 A frontier estimate

We compute the number of individuals that stayed in b(n) + I(n) until some time k − 1 and then
crossed the upper boundary b(n)

k + gk/nn
1/3 of the path at time k ∈ Gn. We denote by

AF,Gn (f, g) =
{
u ∈ T, |u| ∈ Gn : V (u)− b(n)

|u| > g|u|/nn
1/3, V (uj)− b

(n)
j ∈ I(n)

j , j < |u|
}
,

the set of such individuals, and by AF,Gn (f, g) = #AF,Gn (f, g).

Lemma 3.3. Under the assumptions (1.4), (3.1), (3.4) and (3.6), if G ⊂ {t ∈ [0, 1] : K∗(b)t = 0},

lim sup
n→+∞

1
n1/3 log E(AF,Gn (f, g)) ≤ sup

t∈[0,1]

[
KF,G
t (f, g, ϕ)− ϕtgt

]
.

Remark 3.4. Observe that in order to use this lemma, we need to assume that

{t ∈ [0, 1] : ϕ̇t > 0} ⊂ G ⊂ {t ∈ [0, 1] : K∗(b)t = 0},

we cannot consider paths of speed profile b such that the associated parameter ϕ increases at a
time when there is an exponentially large number of individuals following the path. For such paths,
the mean of An grows exponentially fast.

Proof. By (3.1) and Lemma 3.1, we have

E(AF,Gn (f, g)) =
∑
k∈Gn

E

∑
|u|=k

1{
V (u)−b(n)

k >gk/nn1/3
}1{

V (uj)−b
(n)
j ∈I

(n)
j

,j<k
}

=
∑
k∈Gn

e−Ek E
[
e
−ϕk/nS̃k+

∑k−1
j=0

(ϕ(j+1)/n−ϕj/n)S̃j1{
S̃k>gk/nn1/3

}1{
S̃j∈I(n)

j
,j<k

}] .
For all k ∈ Gn, there exists t ∈ [k/n, (k + 1)/n] such that t ∈ G, thus K∗(b)t = 0. By (3.5), this
implies that supn∈N,k∈Gn Ek < +∞, hence

E(AF,Gn (f, g)) ≤ C
∑
k∈Gn

e−ϕk/ngk/nn
1/3

E
[
e

∑k−1
j=0

(ϕ(j+1)/n−ϕj/n)S̃j1{
S̃k>gk/nn1/3

}1{
S̃j∈I(n)

j
,j<k

}] .
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As (3.6) is verified, similarly to (2.24), for all k ≤ n and x ∈ I(n)
k , we have

(ϕ(k+1)/n − ϕk/n)x ≤ (ϕ(k+1)/n − ϕk/n)+gk/nn
1/3 − (ϕk/n − ϕ(k+1)/n)+fk/nn

1/3. (3.8)

In particular, (ϕ(k+1)/n−ϕk/n)x ≤
∣∣ϕ(k+1)/n − ϕk/n

∣∣ (‖f‖∞ + ‖g‖∞). Let A > 0 be a large integer.
For a < A, we set ma = ban/Ac and

g
a,A

= inf
{
gt, t ∈

[
a−1
A , a+2

A

]}
, ϕ

a,A
= inf

{
ϕt, t ∈

[
a−1
A , a+2

A

]}
and da,A = (‖f‖∞ + ‖g‖∞)

∫ (a+2)/A

(a−1)/A
|ϕ̇s|ds.

For k ∈ (ma,ma+1], applying the Markov property at time ma, we have

E
[
e

∑k−1
j=0

(ϕ(j+1)/n−ϕj/n)S̃j1{
S̃k>gk/nn1/3

}1{
S̃j∈I(n)

j
,j<k

}] ≤ exp
(
da,An

1/3
)

Φ(n)
a,A,

where Φ(n)
a,A = E

[
e

∑ma

j=1
(ϕ(j+1)/n−ϕj/n)S̃j1{

S̃j∈I(n)
j

,j≤ma
}]. We observe that S̃ is a centred random

walk which, by (3.2), verifies (1.15) with variance function σ2. Moreover, as

E
[
eµ|Xn,k|

]
≤ E

[
eµXn,k + e−µXn,k

]
≤ E

 ∑
`∈Lk/n

e(ϕt+µ)`−κt(ϕt) + e(ϕt−µ)`−κt(ϕt)


≤ eκt(ϕt+µ)−κt(ϕt) + eκt(ϕt−µ)−κt(ϕt),

by (1.4), there exists µ > 0 such that supn∈N,k≤n E
[
eµ|Xn,k|

]
< +∞ and (1.16) is verified. For all

a ≤ A, we apply Theorem 2.1, to ht = ϕt∧a/A, functions f and g and intervals F and G stopped

at time a/A. We have lim sup
n→+∞

log Φ(n)
a,A

n1/3 = KF,G
a/A(f, g, ϕ).

We observe that

E(AF,Gn (f, g)) ≤ C
A−1∑
a=0

n

A
exp

((
da,A − ϕa,Aga,A

)
n1/3

)
Φ(n)
a,A.

Letting n→ +∞, we have

lim sup
n→+∞

logE(An(f, g))
n1/3 ≤ max

a<A
KF,G
a/A(f, g, ϕ)− ϕ

a,A
g
a,A

+ da,A.

By uniform continuity of K, g, ϕ, and as limA→+∞ da,A = 0, letting A→ +∞, we have

lim sup
n→+∞

logE(AF,Gn (f, g))
n1/3 ≤ sup

t∈[0,1]

[
HF,G
t (f, g, ϕ)− ϕtgt

]
.

Lemma 3.3 is used to obtain an upper bound for the maximal displacement among individuals
that stay above b(n)

k +n1/3fk/n at any time k ∈ Fn. If the quantity supt∈[0,1]

[
HF,G
t (f, g, ϕ)− ϕtgt

]
is negative, then with high probability, no individual crosses the frontier b(n)

k + n1/3gk/n at time
k ∈ (G ∪ {1})n. In particular, there is at time n no individual above b(n)

n + g1n
1/3. If we choose g

and G in a proper manner, the upper bound obtained here is tight.
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3.2.2 Concentration estimate by a second moment method

We take interest in the number of individuals which stay at any time k ≤ n in b(n)
k + I

(n)
k . For all

0 < x < g1 − f1, we set

BF,Gn (f, g, x) =
{
|u| = n : V (uj)− b

(n)
j ∈ Ĩ(n)

j , j ≤ n, V (u)− b(n)
n ≥ (g1 − x)n1/3

}
,

where Ĩ(n)
j = I

(n)
j ∩ [−n2/3, n2/3]. We denote by BF,Gn (f, g, x) = #BF,Gn (f, g, x). In order to bound

from above the probability that Bn 6= ∅, we compute the mean of Bn.

Lemma 3.5. We assume (1.4), (3.1), (3.4) and (3.6). If K∗(b)1 = 0 then

lim
n→+∞

1
n1/3 log E(BF,Gn (f, g, x)) = KF,G

1 (f, g, ϕ)− ϕ1(g1 − x).

Proof. Observe that, as K∗(b)1 = 0, by (3.5) |En| is bounded by a constant uniformly in n ∈ N.
Using the many-to-one lemma, we have

E(BF,Gn (f, g, x)) = e−En E
[
e
−ϕ1S̃n+

∑n

j=1
(ϕ(j+1)/n−ϕj/n)S̃j1{

S̃j∈Ĩ(n)
j

,j≤n
}1{

S̃n≥(g1−x)n1/3
}]

≤ Ce−ϕ1(g1−x)n1/3
E
[
e

∑n

j=1
(ϕ(j+1)/n−ϕj/n)S̃j1{

S̃j∈I(n)
j

,j≤n
}] .

Therefore applying Theorem 2.1, we have

lim sup
n→+∞

log E(BF,Gn (f, g, x))
n1/3 = KF,G

1 (f, g, ϕ)− ϕ1(g1 − x).

We compute a lower bound for E(Bn). Applying Lemma 3.1, for any ε > 0 we have

E(BF,Gn (f, g, x))

≥ e−En E
[
e
−ϕ1S̃n+

∑n

j=1
(ϕ(j+1)/n−ϕj/n)S̃j1{

S̃j∈Ĩ(n)
j

,j≤n
}1{

S̃n−(g1−x)n1/3∈[0,εn1/3]
}]

≥ ce−ϕ1(g1−x+ε)n1/3
E
[
e

∑n

j=1
(ϕ(j+1)/n−ϕj/n)S̃j1{

S̃j∈Ĩ(n)
j

,j≤n
}1{

S̃n−(g1−x)n1/3∈[0,εn1/3]
}] .

Applying Theorem 2.1 again, we have

lim inf
n→+∞

log E
(
BF,Gn (f, g, x)

)
n1/3 ≥ KF,G

1 (f, g, ϕ)− ϕ1(g1 − x+ ε).

Letting ε→ 0 concludes the proof.

To obtain a lower bound for P(Bn 6= ∅), we compute an upper bound for the second moment
of Bn. We assume

sup
t∈[0,1]

E

(∑
`∈Lt

eϕt`

)2
 < +∞ (3.9)

which enables to bound the second moment of Bn.

Lemma 3.6. Under the assumptions (1.4), (3.1), (3.4), (3.6) and (3.9), if G = [0, 1], K∗(b)1 = 0
and for all t ∈ [0, 1], K∗(b)t ≤ 0, then

lim sup
n→+∞

1
n1/3 log E

(
BF,Gn (f, g, x)2)

≤ 2
[
KF,G

1 (f, g, ϕ)− ϕ1(g1 − x)
]
− inf
t∈[0,1]

[
HF,G
t (f, g, ϕ)− ϕtgt

]
.
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Proof. In order to estimate the second moment of Bn, we decompose the pairs of individuals
(u, u′) ∈ T2 according to their most recent common ancestor u ∧ u′ as follows:

E
[
BF,Gn (f, g, x)2] =

n∑
k=0

E

 ∑
|u|=|v|=n
|u∧u′|=k

1{u∈BF,Gn (f,g,x)}1{u′∈BF,Gn (f,g,x)}


= E

[
BF,Gn (f, g, x)

]
+
n−1∑
k=0

E

∑
|u|=k

1{
V (uj)−b

(n)
j ∈Ĩ

(n)
j

,j≤k
} ∑
u1 6=u2∈Ω(u)

Λ(u1)Λ(u2)

 ,
where, for u′ ∈ T, we denote by Λ(u′) =

∑
|u|=n,u>u′ 1{u∈BF,Gn (f,g,x)} the number of descendants of

u′ which are in Bn. We observe that for any two distinct individuals |u1| = |u2| = k, conditionally
to Fk, the quantities Λ(u1) and Λ(u2) are independent.

By the Markov property applied at time k, for all u′ ∈ T with |u′| = k, we have

E [Λ(u′)| Fk] = Ek,V (u′)

 ∑
|u|=n−k

1{
V (u)−b(n)

n ≥(g1−x)n1/3
}1{

V (uj)−b
(n)
j+k∈Ĩ

(n)
j

,j≤n−k
}∣∣∣∣∣∣Fk


= exp

(
−En + Ek + ϕk/n(V (u′)− b(n)

k )
)

×Ek,V (u′)

[
e
−ϕ1S̃n−k+

∑n−k−1
j=0

∆ϕn,k+j S̃j1{
S̃j∈Ĩ(n)

j+k,j≤n−k
}1{

S̃n−k≥(g1−x)n1/3
}] ,

using the many-to-one lemma. Therefore,

E [Λ(u′)| Fk] ≤ C exp
(
Ek + ϕk/n(V (u′)− b(n)

k )− ϕ1(g1 − x)n1/3
)

×Ek,V (u′)

[
e

∑n−k−1
j=0

∆ϕn,j+kS̃j1{
S̃j∈I(n)

j+k,j≤n−k
}] .

Let A > 0 be a large integer, and for a ≤ A, let ma = ban/Ac. We introduce

Φstart
a,A = E

exp

ma−1∑
j=0

(ϕ(j+1)/n − ϕj/n)S̃j

1{
S̃j∈Ĩ(n)

j
,j≤ma

} and

Φend
a,A = sup

y∈R
Ema,y

exp

n−ma−1∑
j=0

∆ϕn,ma+jS̃j

1{
S̃j∈I(n)

ma+j ,j≤n−ma
} .

By Theorem 2.1, we have

lim sup
n→+∞

log Φstart
a,A

n1/3 = KF,G
a/A(f, g, ϕ) and lim sup

n→+∞

log Φend
a,A

n1/3 = KF,G
1 (f, g, ϕ)−KF,G

a/A(f, g, ϕ).

Moreover, using the same estimates as in Lemma 3.3, and setting

ga,A = sup
{
gt, t ∈

[
a−1
A , a+1

A

]}
, ϕa,A = sup

{
ϕt, t ∈

[
a−1
A , a+1

A

]}
and da,A =

∫ (a+1)/A

(a−1)/A
|ϕ̇s|ds(‖f‖∞ + ‖g‖∞),

for all k ∈ [ma,ma+1), applying the Markov property at time ma+1, we have

E [Λ(u′)|Fk] ≤ CeEk+ϕk/n(V (u′)−b(n)
k ) exp

(
(da,A − ϕ1(g1 − x))n1/3

)
Φend
a+1,A. (3.10)
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We observe that for all u ∈ T with |u| = k and V (u) ∈ Ĩ(n)
k we have

E

 ∑
u1 6=u2∈Ω(u)

eϕ(k+1)/n(V (u1)+V (u2))

∣∣∣∣∣∣Fk
 ≤ e2ϕ(k+1)/nV (u) E


 ∑
`∈L(k+1)/n

eϕ(k+1)/n`

2


≤ Ce2ϕk/nV (u)en
2/3|ϕ(k+1)/n−ϕk/n| ≤ Ce2ϕk/nV (u),

(3.11)

using (3.9) and the fact that ϕ is Lipschitz. We now bound, for k ∈ [ma,ma+1)

E

∑
|u|=k

e2ϕk/n(V (u)−b(n)
k )1{

V (uj)−b
(n)
j ∈Ĩ

(n)
j

,j≤k
}

= E
[
e
ϕk/nS̃k+

∑k−1
j=0

(ϕ(j+1)/n−ϕj/n)S̃j1{
S̃j∈Ĩ(n)

j
,j≤k

}] , (3.12)

using Lemma 3.1. As supt∈[0,1]K
∗(b)t ≤ 0 and by (3.5), Ek is bounded from above uniformly in

n ∈ N and k ≤ n. As Gn = {0, . . . , n}, for all n ∈ N large enough and k ∈ [ma,ma+1), applying
the Markov property at time man, it yields

E

∑
|u|=k

e2ϕk/n(V (u)−b(n)
k )1{

V (uj)∈Ĩ(n)
j

,j≤k
} ≤ exp

((
ϕa,Aga,A + da,A

)
n1/3

)
Φstart
a,A . (3.13)

Finally, combining (3.10) with (3.11) and (3.13), for all n ≥ 1 large enough and k ∈ [ma,ma+1),

E

∑
|u|=k

1{
V (uj)−b

(n)
j ∈Ĩ

(n)
j

,j≤k
} ∑
u1 6=u2∈Ω(u)

Λ(u1)Λ(u2)


≤ C exp

[
n1/3 (−2ϕ1(g1 − x) + ϕa,Aga,A + 3da,A

)]
Φstart
a,A

(
Φend
a+1,A

)2
,

thus

lim sup
n→+∞

1
n1/3 log

n−1∑
k=0

E

∑
|u|=k

1{
V (uj)−b

(n)
j ∈Ĩ

(n)
j

,j≤k
} ∑
u1 6=u2∈Ω(u)

Λ(u1)Λ(u2)


≤ 2

(
KF,G

1 (f, g, ϕ)− (g1 − x)
)
−min
a<A

2KF,G
a+1
A

(f, g, ϕ)−KF,G
a
A

(f, g, ϕ)− ϕa,Aga,A − 3da,A.

Letting A→ +∞, and using Lemma 3.5, we obtain

lim sup
n→+∞

1
n1/3 log E(Bn(f, g)2) ≤ 2

(
KF,G

1 (f, g, ϕ)− (g1 − x)
)
− inf
t∈[0,1]

(
HF,G
t (f, g, ϕ)− ϕtgt

)
.

Using the previous two lemmas, we can bound from below the probability that there exists an
individual that follows the path b(n) + I(n).

Lemma 3.7. Assuming (1.4), (3.1), (3.4), (3.6) and (3.9), if K∗(b)1 = supt∈[0,1]K
∗(b)t = 0, then

for any x < g1

lim inf
n→+∞

1
n1/3 log P(BF,Gn (f, g, x) 6= ∅) ≥ inf

t∈[0,1]

(
KF,G
t (f, g, ϕ)− ϕtgt

)
. (3.14)
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Proof. We first assume that G = [0, 1]. Since Bn ∈ Z+ a.s, we have

P(BF,Gn (f, g, x) 6= ∅) = P(BF,Gn (f, g, x) > 0) ≥ E(BF,Gn (f, g, x))2

E(BF,Gn (f, g, x)2)
,

using the Cauchy-Schwarz inequality. As a consequence,

lim inf
n→+∞

1
n1/3 log P(BF,Gn (f, g, x) 6= ∅)

≥ 2 lim inf
n→+∞

1
n1/3 log E(BF,Gn (f, g, x))− lim sup

n→+∞

1
n1/3 log E

(
BF,Gn (f, g, x)2)

≥ inf
t∈[0,1]

(
HF,G
t (f, g, ϕ)− ϕtgt

)
.

We then extend this estimate for G a Riemann-integrable subset of [0, 1], that we can, without
loss of generality, choose closed –as the Lebesgue measure of the boundary of a Riemann-integrable
set is null. According to (3.6), {ϕ̇ > 0} ⊂ G. We set, for H > 0

gHt = max {gt,−‖g‖∞ +Hd(t, G)} .

Observe that gH is an increasing sequence of functions, that are equal to g on G and increase to
+∞ on Gc. For all n ∈ N, x ∈ [f1, g1] and H > 0, we have BF,[0,1]

n (f, gH , x) ⊂ BF,Gn (f, g, x). As a
consequence,

lim inf
n→+∞

1
n1/3 log P(BF,Gn (f, g, x) 6= ∅) ≥ lim

H→+∞
lim inf
n→+∞

1
n1/3 log P(BF,[0,1]

n (f, gH , x) 6= ∅)

≥ lim
H→+∞

inf
t∈[0,1]

(
H
F,[0,1]
t (f, gH , ϕ)− ϕtgHt

)
.

By Lemma 2.4, we have Ψ(h) ∼h→+∞
α1

21/3h
2/3. Thus, using (3.6), this yields

lim inf
n→+∞

1
n1/3 log P(BF,Gn (f, g, x) 6= ∅) ≥ inf

t∈[0,1]

(
HF,G
t (f, g, ϕ)− ϕtgt

)
.

Remark 3.8. Observe that the inequality in Lemma 3.7 is sharp when

inf
t∈[0,1]

(
HF,G
t (f, g, ϕ)− ϕtgt

)
= KF,G

1 (f, g, ϕ)− ϕ1g1.

4 Identification of the optimal path
We denote by R = {b ∈ D : ∀t ∈ [0, 1],K∗(b)t ≤ 0}. In this section, we take interest in functions
a ∈ R that verify ∫ 1

0
asds = sup

{∫ 1

0
bsds, b ∈ R

}
, (4.1)

i.e. which are solution of (1.6). This equation is an optimisation problem under constraints.
Information on its solution can be obtained using a theorem of existence of Lagrange multipliers
in Banach spaces.

Let E,F be two Banach spaces, a function f : E → F is said to be differentiable at u ∈ E if
there exists a linear continuous mapping Duf : E → F called its Fréchet derivative at u, verifying

f(u+ h) = f(u) +Duf(h) + o(‖h‖), ‖h‖ → 0, h ∈ E.

A set R is a closed convex cone of F if it is a closed subset of F such that

∀x, y ∈ R,∀λ, µ ∈ [0,+∞)2, λx+ µy ∈ K.

Finally, we set F ∗ the set of linear continuous mappings from F to R. We now introduce a result
on the existence of Lagrange multipliers in Banach spaces obtained in [29], Theorem 4.5.
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Theorem 4.1 (Kurcyusz [29]). Let E,F be two Banach spaces, J : E → R, g : E → F and R be
a closed convex cone of F . If û verifies

J(û) = max{J(u), u ∈ E : g(u) ∈ R} and g(û) ∈ R,

and if J and g are both differentiable at û, and D
û
g is a bijection, then there exists λ ∈ F ∗ such

that

∀h ∈ E,D
û
J(h) = λ∗

[
D
û
g(h)

]
(4.2)

∀h ∈ R, λ∗(h) ≤ 0 (4.3)
λ∗(g(û)) = 0. (4.4)

We first introduce the natural speed path of the branching random walk, which is the path
driven by (vt, t ∈ [0, 1]).

Lemma 4.2. Under the assumptions (1.2) and (1.4), there exists a unique v ∈ R such that for all
t ∈ [0, 1], κ∗t (vt) = 0. Moreover, for all t ∈ [0, 1], θt := ∂aκ

∗
t (vt) > 0, and v and θ are C1 function.

Proof. For any t ∈ [0, 1] we have infa∈R κ∗t (a) = −κt(0) < 0, as κ∗t is the Fenchel-Legendre
transform of κt. Moreover, a 7→ κ∗t (a) is convex, continuous on the interior of its definition set and
increasing. By (1.4), we have κ∗(a) → +∞ when a increases to sup{b ∈ R : κ∗t (b) < +∞}. As
a consequence, by continuity, there exists x ∈ R such that κ∗t (x) = 0. As infa∈R κ∗t (a) < 0, κ∗t is
strictly increasing at point x. Therefore the point vt = x is uniquely determined, and θt = ∂aκ

∗
t (x)

at point x is positive. Finally, v ∈ C1 by the implicit function theorem; thus so is θ, by composition
with ∂aκ∗.

We now observe that if a is a solution of (1.6), then a is a regular point of R –i.e. we can apply
Theorem 4.1.

Lemma 4.3. Under the assumptions (1.2) and (1.4), if a is a solution of (1.6), then for all
t ∈ [0, 1], ∂aκ∗t (at) > 0.

Proof. Let a ∈ R be a solution of (1.6). For t ∈ [0, 1], we set θt = ∂aκ
∗
t (at). We observe that

θ ∈ D is non-negative.
We first assume that for all t ∈ [0, 1], θt = 0, in which case κ∗t (at) is the minimal value of

κ∗t . By (1.2), we have inft∈[0,1] κt(0) > 0, thus supt∈[0,1] infa∈R κ∗t (a) < 0. As a consequence, by
continuity, there exists x ∈ D such that for all t ∈ [0, 1], κ∗t (at + xt) ≤ 0. We have a+ x ∈ R and∫ 1

0 as + xsds >
∫ 1

0 asds, which contradicts a is a solution of (1.6).
We now assume that θ is non-identically null, but there exists t ∈ [0, 1] such that θt = 0. We

start with the case θ0 > ε > 0. As θ ∈ D, there exists t > 0 and δ > 0 such that infs∈[0,δ] θs > ε
and sups∈[t,t+δ] θs < ε/3. For x > 0, we set ax = a−x1[0,δ] +2x1[t,t+δ]. We observe that uniformly
for s ∈ [0, 1], as x→ 0

K∗(ax)s ≤ K∗(a)s − xεs ∧ δ + 2
3xε(s− t)+ ∧ δ +O(x2).

Thus there exists x > 0 small enough such that ax ∈ R and
∫
ax >

∫
a, which contradicts again

the fact that a is a solution of (1.6).
Finally, we assume that θ0 = 0. In this case, there exists δ > 0 such that K∗(a)t < −δt for

all t ≤ δ. Therefore, there exists t > 0 such that for all 0 < s ≤ t, K∗(a)s < 0, and θt > 0. For
all θt > ε > 0, there exists δ′ > 0 such that for all for all s < δ′, we have θs < ε/3 and for all
s ∈ [t, t + δ′], θs > 2ε. Therefore, setting ax = a + 2x1[0,δ) − x1[t,t+δ), as x → 0, uniformly in
s ∈ [0, 1], we have

K∗(ax) ≤ K∗(a)s + 2
3xε(s ∧ δ

′)− xε((s− t)+ ∧ δ) +O(x2),

so for x > 0 small enough we have ax ∈ R. Moreover
∫ 1

0 a
x >

∫ 1
0 a which, once again, contradicts

the fact that a is a solution of (1.6).
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Applying Theorem 4.1, and using the previous lemma, we prove Proposition 1.1.

Proof of Proposition 1.1. We first consider a function a ∈ R that verifies∫ 1

0
asds = sup

{∫ 1

0
bsds, b ∈ R

}
,

i.e. such that a is a solution of (1.6). We set θt = ∂aκ
∗
t (at), and observe that θ ∈ D.

We introduce J : a 7→
∫ 1

0 asds and g : a 7→ (κ∗s(as), s ∈ [0, 1]). These functions are differentiable
at a, and for h ∈ D, we have DaJ(h) =

∫ 1
0 hsds and Dag(h)t = θtht. We denote by

R =
{
h ∈ D : ∀t ∈ [0, 1],

∫ t

0
hsds ≤ 0

}
,

which is a closed convex cone of D. Using Lemma 4.3, we have θt > 0 for all t ∈ [0, 1], thus Dag
is a bijection.

By Theorem 4.1, there exists λ∗ ∈ D∗ –which is a measure by the Riesz representation theorem–
such that

∀h ∈ D,
∫ 1

0
hsds =

∫ 1

0
Dag(h)sλ∗(ds) (4.5)

∀h ∈ R,
∫ 1

0
hsλ
∗(ds) ≤ 0 (4.6)∫ 1

0
g(a)sλ∗(ds) = 0. (4.7)

We observe easily that (4.5) implies that λ∗ admits a Radon-Nikodým derivative with respect
to the Lebesgue measure, and that λ∗(ds)

ds = 1
θs
. As a consequence, we can rewrite (4.6) as

∀h ∈ R,
∫ 1

0
hs
ds

θs
≤ 0.

We set ft =
∫ t

0
ds
θs
, for all s, t ∈ [0, 1], and µ ∈ (0, 1), by (4.6), we have

µft + (1− µ)fs − fµt+(1−µ)s =
∫ 1

0

(
µ1{u<t} + (1− µ)1{u<s} − 1{u<µt+(1−µ)s}

) du
θu
≤ 0.

As a consequence, f is concave. In particular, its right derivative function 1
θ is non-increasing.

Consequently θ is non-decreasing.
The last equation (4.7) gives

0 =
∫ 1

0
κ∗s(as)λ∗(ds) =

∫ 1

0
κ∗s(as)θ−1

s ds = K∗(a)1
1
θ1
−
∫ 1

0
K∗(a)sdθ−1

s ,

by Stieltjès integration by part. But for all t ∈ [0, 1], K∗(a)t ≤ 0, and 1
θ is non-increasing. This

yields

K∗(a)1 = 0 and
∫ 1

0
K∗(a)sdθ−1

s = 0.

In particular, as a ∈ R, θ increases on {t ∈ [0, 1] : K∗(a)t = 0}.
Conversely, we consider a function a ∈ R such that the function θ : t 7→ ∂aκ

∗
t (at) is non-

decreasing, K∗(a)1 = 0 and
∫ 1

0 K
∗(a)sdθ−1

s = 0. Our aim is to prove that
∫ 1

0 asds = v∗, by
observing that

∫ 1
0 asds ≥

∫ 1
0 bsds for all b ∈ R. By convexity of κ∗t , we have, for all t ∈ [0, 1]

κ∗t (bt) ≥ κ∗t (at) + θt(bt − at),
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and integrating with respect to t, we obtain∫ 1

0
at − btdt ≥

∫ 1

0

κ∗t (at)− κ∗t (bt)
θt

dt

≤ K∗(a)1 −K∗(b)1 −
∫ 1

0
(K∗(a)t −K∗(b)t) dθ−1

t ,

by Stieltljès integration by parts. Using the specific properties of a, we get∫ 1

0
at − btdt ≤ −K∗(b)1 +

∫ 1

0
K∗(b)tdθ−1

t .

As K∗(b) is non-positive, and θ−1 is non-increasing, we conclude that the left-hand side is non-
positive, which leads to

∫ 1
0 asds ≥

∫ 1
0 bsds. Optimizing this inequality over b ∈ R proves that a is

a solution of (1.6).
We now prove that if a is a solution of (1.6), then a is continuous, by proving that this function

has no jump. In order to do so, we assume that there exists t ∈ (0, 1) such that at 6= at−, i.e. such
that a jumps at time t. Then, θt 6= θt− by continuity of ∂aκ∗ on D∗. As

∫ 1
0 K

∗(a)sdθ−1
s = 0 and

dθ−1 has an atom at point t, thus K∗(a)t = 0.
Therefore, if a jumps at time t, then the continuous function s 7→ K∗(a)s with right and left

derivatives at each point, bounded from above by 0, hits a local maximum at time t. Its left
derivative κ∗t (at−) is then non-negative and its right derivative κ∗t (at) non-positive. As κ∗t is a
non-decreasing function, we obtain at− ≥ at.

Moreover, by convexity of κ∗t , x 7→ ∂aκ
∗
t (x) is also non-decreasing, and as a consequence

θt− ≥ θt, which is a contradiction with the hypothesis θt− 6= θt and θ non-decreasing. We conclude
that a (and θ) is continuous as a càdlàg function with no jump.

We now assume there exists another solution b ∈ R to (1.6). Using the previous computations,
we have

∫ 1
0 K

∗(b)sdθ−1
s = 0, and b is continuous. As a consequence, denoting by T the support of

dθ−1, for all t ∈ T , K∗(b)t = 0. Moreover, K∗(b) is a C1 function, with a local maximum at time
t, thus κ∗t (bt) = 0, or in other words, bt = vt, by Lemma 4.3.

Consequently, if we write ϕt = ∂aκ
∗
t (bt), we know from previous results that ϕ is continuous

and increasing. Furthermore, ϕ increases only on T , and ϕt = ∂aκ
∗
t (vt) = θt. For all t ∈ [0, 1], we

set σt = sup{s ≤ t : s ∈ T} and τt = inf{s ≥ t : s ∈ T}. If σ and τ are finite then

θσt = ϕσt = ϕt = ϕτt = θτt .

As a is also a solution of (1.6), we have θσt = θt = θτt , therefore θ = ϕ. As a consequence, we
have

at = ∂θκt(θt) = ∂θκt(ϕt) = bt,

which proves the uniqueness of the solution.
We now prove that a and θ are Lipschitz functions. For all t ∈ [0, 1],

∫ t
0 κ
∗
s(as)ds ≤ 0, and∫ t

0 κ
∗
s(as)dθ−1

s = 0. In particular, this means that κ∗t (at) vanishes dθ−1
t almost everywhere, thus

θt = θt dθ
−1
t almost everywhere. By continuity of θ and θ, these functions are identical on T . In

addition, for all s < t such that (s, t) ⊂ [0, 1]\T , we have
∫ t
s
dθ−1
u = 0, hence θt = θs, which proves

that θ is constant on [0, 1]\T . As a result, for all s < t ∈ [0, 1], we have θt = θs if (s, t) ⊂ [0, 1]\T ,
otherwise

θs = inf
u≥s,u∈T

θu and θt = inf
u≤t,u∈T

θu,

In consequence |θt−θs| ≤ supr,r′∈[s,t] |θr−θr′ |. As θ is C1 on [0, 1], θ and θ are Lipschitz functions.
As at = ∂θκt(θt), the function a is also Lipschitz.

Finally, we prove the existence of a solution to (1.6). To do so, we reformulate this optimization
problem in terms of an optimization problem for θ. The aim is to find a positive function θ ∈ C
such that ∫ 1

0
∂θκt(θt)dt = max

{∫ 1

0
∂θκt(ϕt)dt : ϕ ∈ C,∀t ∈ [0, 1], E(ϕ)t < +∞

}
, (4.8)
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where E(ϕ)t =
∫ t

0 ϕs∂θκt(ϕt) − κt(ϕt). By Theorem 4.1, if θ exists, then it is a non-decreasing
function. Moreover E(θ)1 = 0 and for any t ∈ [0, 1],

∫ t
0 E(θ)sdθ−1

s = 0.
Using these three properties, we have θ = θ on the support of the measure dθ−1. Moreover, as

E0(θ) = E1(θ) = 0 and Et is non-positive, we observe that Et(θ) is locally non-increasing in the
neighbourhood of 0 and locally non-decreasing in the neighbourhood of 1, in particular

θ0∂θκ0(θ0)− κ0(θ0) ≤ 0 and θ1∂θκ1(θ1)− κ1(θ1) ≥ 0.

As for all t ∈ [0, 1], the function ϕ 7→ ϕ∂θκt(ϕ)−κt(ϕ) is increasing, we conclude that θ0 ≤ θ0 and
θ1 ≥ θ1. As a consequence, T = {t ∈ [0, 1] : θt = θt} is non-empty, and, setting σt = sup{s ≤ t :
s ∈ T} and τt = inf{s ≥ t : s ∈ T} we have θt = θσt if σt > −∞ and θt = θτt if τt < +∞.

We write

Θ =
{
θ ∈ C : θ non-decreasing, θ0 ≥ 0,∀t ∈ [0, 1],

∫ t

0
Es(θ)dθ−1

s = 0 and Et(θ) ≤ 0
}
.

This set is uniformly equicontinuous and bounded, thus by Arzelà-Ascoli theorem, it is compact.
It is non-empty as for all ε > 0 small enough, the function t 7→ ε belongs to Θ. We write θ a
maximizer of

∫ 1
0 ∂θκs(θs)ds on Θ.

By continuity, if E(θ)1 < 0, then we can increase a little θ in the neighbourhood of 1, thus θ
is non-optimal. As a result, θ is non-decreasing, verifies E(θ)1 = 0 and

∫
E(θ)sdθ−1

s = 0, which
proves that a = ∂θκ(θ) is a solution of (1.6).

The previous proof gives some characteristics of the unique solution a of (1.6). In particular,
if we set θt = ∂aκ

∗
t (at), we know that θ is positive, non-decreasing, and that on the support of

the measure dθ−1, θ and θ are identical. Consequently, the optimal speed path of the branching
random walk verifies the following property: while in the bulk of the branching random walk, it
follows an equipotential line, and when close to the boundary it follows the natural speed path.

In certain specific cases, (1.6) can be explicitly solved. For example, when θ increases –which
corresponds to the “decreasing variance” case in Gaussian settings– we have a = v.

Lemma 4.4. We assume (1.2) and (1.4).

Non-decreasing case If θ is non-decreasing, then a = v (and θ = θ).

Non-increasing case If θ is non-increasing, then there exists θ ∈ [0,+∞) such that at = ∂θκt(θ).

Mixed case If θ is non-increasing on [0, 1/2] and increasing on [1/2, 1], then there exists t ∈
[1/2, 1] such that

∀s ∈ [0, 1], ∂aκ∗s(as) = θs∨t.

Proof. We first assume that θ is a non-decreasing function. As K∗(v)t = 0 for all t ∈ [0, 1], we
have K∗(v)1 =

∫ t
0 K

∗(v)tdθ
−1
t = 0 which, by Proposition 1.1 implies that v is the solution of (1.6).

We now denote by a the solution of (1.6), and by θt = ∂aκ
∗
t (at). Let T be the support of the

measure of dθ−1
t , we know by Proposition 1.1 that θ is non-decreasing and equal to θt when it is

increasing. In particular, we have

1
θt

= 1
θ0

+
∫ t

0
dθ−1
s = 1

θ0
+
∫ t

0
1{s∈T}dθ−1

s = 1
θ0

+
∫ t

0
1{s∈T}dθ

−1
s .

As a consequence, if θ is non-increasing on [0, t], then
∫ u

0 1{s∈T}dθ
−1
s ≥ 0 for all u ≤ t. As

θ−1 is non-increasing, we conclude that
∫ u

0 1{s∈T}dθ
−1
u = 0, and θu = θ0. In particular, in the

non-increasing case, we conclude that θ is a constant.
In the mixed case, we have just shown that θ is constant up to time 1/2. We set u = inf{t >

1/2 : θt = θ0}. Since θ = θ on T , we know that T ∩ [1/2, u) = ∅. Hence θ is constant up to point
u. For t > u, as θ increases, we have

1
θt

= 1
θ0

+
∫ t

0
1{s∈T}dθ

−1
s = 1

θu
+
∫ t

u

1{s∈T}dθ
−1
s ≥

1
θt
,
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which yields θt ≥ θt. We now observe that K∗(a)1 = 0, thus K∗(a) attains a local maximum at
time 1, and its left derivative κ∗1(a1) is non-negative. This implies that θ1 ≥ θ1. If there exists
s > u such that θs < θs, then T ∩ [s, 1] = ∅, and θ1 = θs < θs ≤ θ1, which contradicts the previous
statement. In consequence, for t ≥ u, we have θt = θt, which ends the proof of the mixed case.

5 Maximal and consistent maximal displacements
We apply the estimates obtained in the previous section to compute the asymptotic of some
quantities of interest for the BRWtie. In Section 5.1, we take interest in the maximal displacement
in a BRWtie with selection. In Section 5.2, we obtain a formula for the consistent maximal
displacement with respect to a given path. If we apply these estimates in a particular case, we
prove Theorems 1.3 and 1.4.

5.1 Maximal displacement in a branching random walk with selection
We first define the maximal displacement in a branching random walk with selection, which is
the position of the rightmost individual among those alive at generation n that stayed above a
prescribed curve. We consider a positive function ϕ that satisfies (3.1) and (3.4). We introduce
functions b and σ according to (3.2). Let f be a continuous function on [0, 1] with f(0) < 0, and
F be a Riemann-integrable subset of [0, 1]. The set of individuals we consider is

Wϕ
n (f, F ) =

{
|u| = n : ∀j ∈ Fn, V (uj) ≥ b

(n)
j + fj/nn

1/3
}
.

This set is the tree of the BRWtie with selection (Wϕ
n (f, F ), V|Wϕ

n (f,F )), in which every individual
u alive at time k ∈ Fn with position below b

(n)
k + fk/nn

1/3 is immediately killed, as well as all its
descendants. Its maximal displacement at time n is denoted by

Mϕ
n (f, F ) = max {V (u), u ∈ Wϕ

n (f, F )} .

To apply the results of the previous section, we assume here that b satisfies

sup
t∈[0,1]

K∗(b)t = 0 = K∗(b)1; (5.1)

in other words, there exists individuals that follow the path with speed profile b with positive
probability, and at time 1, there are eo(n) of those individuals. We set G the set of zeros of K∗(b),
and we assume that

G = {t ∈ [0, 1] : K∗(b)t = 0} is Riemann-integrable. (5.2)

For λ ∈ R, we set gλ ∈ C([0, tλ)) the function solution of

∀t ∈ [0, tλ), ϕtgλt −H
F,G
t (f, gλ, ϕ) = ϕ0λ. (5.3)

To study Mϕ
n (f, F ), we first prove the existence of a unique maximal tλ ∈ (0, 1], and a function gλ

solution of (5.3). We recall the following theorem of Carathéodory, that can be found in [17].

Theorem 5.1 (Existence and uniqueness of solutions of Carathéodory’s ordinary differential equa-
tion). Let 0 ≤ t1 < t2 ≤ 1, x1 < x2,M > 0 and f : [t1, t2]×[x1, x2]→ [−M,M ] a bounded function.
Let t0 ∈ [t1, t2] and x0 ∈ [x1, x2], we consider the differential equation consisting in finding t > 0
and a continuous function γ : [t0, t0 + t]→ R such that

∀s ∈ [t0, t0 + t], γ(s) = x0 +
∫ s

t0

f(u, γ(u))du. (5.4)

If for all x ∈ [x1, x2], t 7→ f(t, x) is measurable and for all t ∈ [t1, t2], x 7→ f(t, x) is continuous,
then for all (t0, x0) there exists t ≥ min(t2 − t0, x2−x0

M , x0−x1
M ) and γ that satisfy (5.4).
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If additionally, there exists L > 0 such that for all x, y ∈ [x1, x2] and t ∈ [t1, t2], |f(t, x) −
f(t, y)| ≤ L|x− y|, then for every pair of solutions (t, γ) and (t̃, γ̃) of (5.4), we have

∀s ≤ min(t, t̃), γ(s) = γ̃(s).

Consequently, there exists a unique solution defined on a maximal interval [t0, t0 + tmax].

We use this theorem to prove there exists a unique solution g to (5.3).

Lemma 5.2. Let f be a continuous function, ϕ that verifies (3.4), and F,G two Riemann-integrable
subsets of [0, 1]. For all λ > f0, there exists a unique tλ ∈ [0, 1] and a unique continuous function
defined on [0, tλ] such that for all t < tλ, we have

gλt > ft and ϕtg
λ
t = ϕ0λ+KF,G

s (f, gλ, ϕ).

Moreover, there exists λc such that for all λ > λc, tλ = 1 and λ 7→ gλ is continuous with respect
to the uniform norm and strictly increasing.

Proof. Let f be a continuous function, and F be a Riemann-integrable subset of [0, 1], we set

D = {(t, x) ∈ [0, 1]× R : if t ∈ F, then x > ϕtft},

and, for (t, x) ∈ D,

Φ(t, x) = ϕ̇t
ϕt
x+ 1F∩G(t) σ2

t

( xϕt − ft)
2 Ψ
(

( xϕt−ft)
3

σ2
t

ϕ̇t

)
+ 1F c∩G(t) a1

21/3 (ϕ̇tσt)2/3 + 1F∩Gc
(
ϕ̇t(ft − x

ϕt
) + a1

21/3 (−ϕ̇tσt)2/3
)
.

For all λ > f0, we introduce

Γλ =
{

(t, h), t ∈ [0, 1], h ∈ C([0, t]) : ∀s ≤ t, hs = ϕ0λ+
∫ s

0
Φ(u, hu)du

}
,

the set of functions such that g = h
ϕ is a solution of (5.3).

We observe that for all [t1, t2] × [x1, x2] ⊂ D, Φ|[t1,t2]×[x1,x2] is measurable with respect to t,
and uniformly Lipschitz with respect to x. As a consequence, by Theorem 5.1, for all (t0, x0) ∈ D,
there exists t > 0 such that there exists a unique function h ∈ C([0, t]) satisfying

∀s ≤ t, hs = x0 +
∫ s

t0

Φ(u, hu)du. (5.5)

Using this result, we first prove that Γλ is a set of consistent functions. Indeed, let (t1, h1)
and (t2, h2) be two elements of Γλ, and let τ = inf{s ≤ min(t1, t2) : h1

s 6= h2
s}. We observe that

if τ < min(t1, t2), then by continuity of h1 and h2, we have h1
τ = h2

τ . Furthermore, s 7→ h1
τ+s

and s 7→ h2
τ+s are two different functions satisfying (5.5) with t0 = τ and x0 = h1

τ = h2
τ , which

contradicts the uniqueness of the solution. We conclude that τ ≥ min(t1, t2), every pair of functions
in Γλ are consistent up to the first terminal point.

We now define tλ = max
{
t ∈ [0, 1] : (t, h) ∈ Γλ

}
. We observe easily that tλ ∈ (0, 1] by noting

the existence of a local solution starting at time 0 and position ϕ0λ. For s < tλ, we write hλs = hs,
where (s, hs) ∈ Γλ. By definition, for any s < tλ, hλs = ϕ0λ+

∫ s
0 Φ(u, hλu)du. By local uniqueness

of the solution, if there exists t ∈ (0, 1) such that hλt = hλ
′

t , then for all s ≤ t, hλs = hλ
′

s , and in
particular λ = λ′. We deduce that for all λ < λ′, if s < min(tλ, t′λ) then hλs < hλ

′

s .
Moreover, as there exist C1 and C2 > 0 such that for all t ∈ [0, 1] and x > C1, Φ(t, x) < C2, we

have lim supt→tλ h
λ
t < +∞. Hence, if λ < λ′ and tλ > t′λ, if x0 ∈

[
lim inft→tλ hλt , lim supt→tλ h

λ
t

]
,

then as x0 > hλtλ′ , we can extend hλ′ on [tλ′ , tλ′+δ], which contradicts the fact that tλ′ is maximal.
We conclude that tλ′ ≥ tλ.
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If λ′ > λ > λc, the functions hλ and hλ′ are defined on [0, 1]. Moreover, the set

Hλ,λ′ =
{

(t, x) ∈ [0, 1]× R : x ∈ [hλt , hλ
′

t ]
}
,

is a compact subset ofD, that can be paved by a finite number of rectangles inD. As a consequence,
there exists L > 0 such that

∀t ∈ [0, 1],∀x, x′ : (t, x) ∈ Hλ,λ′ , (t, x′) ∈ Hλ,λ′ , |Φ(t, x)− Φ(t, x′)| ≤ L|x− x′|.

As for all µ ∈ [λ, λ′], (t, hµt ) ∈ Hλ,λ′ , we observe that∣∣∣hµt − hµ′t ∣∣∣ ≤ |µ− µ′|+ ∫ t

0

∣∣∣Φ(s, hµs )− Φ(s, hµ
′

s )
∣∣∣ ds

≤ |µ− µ′|+ L

∫ t

0

∣∣∣hµs − hµ′as∣∣∣ ds.
Applying the Gronwall inequality, for all µ, µ′ ∈ [λ, λ′], we have∥∥∥hµ − hµ′∥∥∥

∞
≤ |µ− µ′| eL

which proves that λ 7→ hλ is continuous with respect to the uniform norm.
Finally, there exist C0 and C1 > 0 such that for all t ∈ [0, 1] and x ≥ C0, we have Φ(t, x) ≥ −C1.

Therefore, for all λ ≥ C0 + C1 + ‖ϕf‖∞, for all t ∈ [0, 1], hλt ≥ ‖ϕf‖∞, and tλ = 1. We set
λc = inf{λ ∈ R : tλ = 1}, and we conclude the proof by observing that gλ = hλ

ϕλ
is the solution of

(5.3).

Lemma 5.3. Assuming (1.4), (3.1), (3.4), (3.6), (3.9) and (5.1), for any λ > max(0, λc), we have

lim
n→+∞

1
n1/3 log P

(
Mϕ
n (f, F ) ≥ b(n)

n + gλ1n
1/3
)

= −ϕ0λ.

Proof. To obtain an upper bound, we recall that 1 ∈ G, asK∗(b)1 = 0 by (5.1). Let λ > max(0, λc),
we set g = gλ the unique solution of (5.3). We observe that

P
(
Mϕ
n (f, F ) ≥ b(n)

n + gλ1n
1/3
)
≤ P

(
AF,Gn (f, g) 6= ∅

)
≤ E

(
AF,Gn (f, g)

)
.

Therefore, by Lemma 3.3, we have

lim sup
n→+∞

1
n1/3 log P(Mϕ

n (f, F ) ≥ b(n)
n + gλ1n

1/3) ≤ sup
t∈[0,1]

KF,G
t (f, g, ϕ)− ϕtgt = −ϕ0λ.

When λ′ > λ, we have gλ′1 > g1, and

P
(
Mϕ
n (f, F ) ≥ b(n)

n + gλ1n
1/3
)
≥ P

(
BF,Gn (f, gλ

′
, gλ

′

1 − g1) 6= ∅
)
.

Consequently, using Lemma 3.7, we have

lim inf
n→+∞

1
n1/3 log P

(
Mϕ
n (f, F ) ≥ b(n)

n + gλ1n
1/3
)
≥ sup
t∈[0,1]

KF,G
t (f, g, ϕ)− ϕtgt = −ϕ0λ

′.

As λ′ decreases to λ, we have lim
n→+∞

1
n1/3 log P

(
Mϕ
n (f, F ) ≥ b(n)

n + gλ1n
1/3
)

= −λ.

The previous lemma gives an estimate of the right tail of Mϕ
n (f, F ) for all f ∈ C and Riemann-

integrable set F ⊂ [0, 1]. Note that to obtain this estimate, we do not need the assumption (1.2)
of supercritical reproduction, however (5.1) implies that

inf
t∈[0,1]

lim inf
n→+∞

1
n

log E
[
#{u ∈ T(n), |u| = btnc}

]
≥ 0,

which is a weaker supercriticality condition. Assuming (1.2), we can strengthen Lemma 5.3 to
prove a concentration estimate for Mϕ

n (f, F ) around b(n)
n + g0

1n
1/3.
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Lemma 5.4 (Concentration inequality). Under the assumptions (1.2), (1.4), (3.1), (3.4), (3.6),
(3.9) and (5.1), if λc > 0, then for all ε > 0, we have

lim sup
n→+∞

1
n1/3 log P

(∣∣∣Mϕ
n (f, F )− b(n)

n − g0
1n

1/3
∣∣∣ ≥ εn1/3

)
< 0.

Proof. We set g = g0 the solution of (5.3) for λ = 0. We observe that for all ε > 0 and t ∈ [0, 1],
we have HF,G

t (f, g + ε, ϕ)− ϕt(gt + ε) < 0. Consequently, for any ε > 0, we have

lim sup
n→+∞

1
n1/3 log P

(
Mϕ
n (f, F ) ≥ b(n)

n + (g1 + ε)n1/3
)
≤ lim sup

n→+∞

1
n1/3 log P

(
AF,G∪{1}n (f, g + ε) 6= ∅

)
≤ sup
t∈[0,1]

HF,G
t (f, g + ε, ϕ)− ϕt(gt + ε) < 0,

by Lemma 3.3.
To obtain a lower bound, we need to strengthen the tail estimate of Mϕ

n (f, F ). Using (1.2), the
size of the population in the branching random walk increases at exponential rate. We set p ∈ R
and ρ > 0 such that ρ = inft∈[0,1] P(#{` ∈ Lt : ` ≥ p} ≥ 2). We can assume, without loss of
generality, that p < b0. We couple the BRWtie with a Galton-Watson process (Zn, n ≥ 0) with
Z0 = 1, and reproduction law defined by P(Z1 = 2) = 1−P(Z1 = 1) = ρ; in a way that

∀n ∈ N,∀k ≤ n,#{u ∈ T(n) : |u| = k, V (u) ≥ kp} ≥ Zk.

There exists α > 0 such that lim supn→+∞
1
n log P (Zn ≤ eαn) < 0, by standard Galton-Watson

theory (see, e.g. [18]). Consequently, with high probability, there are at least eαk individuals to
the right of pk at any time k ≤ n.

Let ε > 0 and η > 0, we set k =
⌊
ηn1/3⌋. Applying the Markov property at time k, we have

P
(
Mn ≤ mn − εn1/3

)
≤ P

(
Zk ≤ eαk

)
+
[
1−Pk,kp

(
Mn−k ≥ mn − εn1/3)

)]eαk
.

As a consequence

lim sup
n→+∞

1
n1/3 log P

(
Mn ≤ mn − εn1/3

)
≤ max

{
lim sup
n→+∞

1
n1/3 log P

(
Zk ≤ eαk

)
,− lim inf

n→+∞

eαk

n1/3 Pk,kp

(
Mn−k ≥ mn − εn1/3

)}
.

We now prove that

lim inf
n→+∞

eαηn
1/3

Pk,0

(
Mn−k ≥ b

(n)
n + (g1 − ε)n1/3 − kp

)
> 0. (5.6)

Let δ > 0, we choose η = ε
b0−p + δ, we have

lim inf
n→+∞

1
n1/3 log Pk,0

(
Mn−k ≥ b

(n)
n + (g1 − ε)n1/3 − kp

)
= lim inf

n→+∞

1
n1/3 log Pk,0

(
Mn−k ≥ b

(n)
n − b(n)

k + g1 + δn1/3
)
≤ −ϕ0λδ,

by applying Lemma 5.3, where λδ is the solution of the equation gλδ1 = δ. Here, we implicitly used
the fact that the estimate obtained in Lemma 5.3 is true uniformly in k ∈ [0, ηn1/3]. This is due
to the fact that this is also true for Theorem 2.1. Finally, letting δ → 0, we have λδ → 0, hence

lim inf
n→+∞

eαk

n1/3 Pk,kp

(
Mn−k ≥ mn − εn1/3

)
= +∞,

which concludes the proof.
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Proof of Theorem 1.3

We denote by a the solution of (1.6) and by θ the function defined by θt = ∂aκ
∗
t (at). We assume

that (1.4) is verified, i.e. θ is absolutely continuous with a Riemann-integrable derivative ḣ. For
all n ∈ N and k ≤ n, we set a(n)

k =
∑k
j=1 aj/n. We recall that l∗ = α1

21/3

∫ 1
0

(θ̇sσs)2/3

θs
ds, where α1 is

the largest zero of the Airy function of first kind.

Proof of Theorem 1.3. We observe that with the previous notation, we haveMn = Mθ
n(−l∗−1, ∅).

By Proposition 1.1, a satisfies (5.1), θ is non-decreasing and increases only on G. As a consequence,
(3.6) is verified, and (5.4) can be written, for λ ∈ R,

∀t ∈ [0, 1], θtgλt = θ0λ+
∫ t

0
θ̇sg

λ
s + α1

21/3 (θ̇sσs)2/3ds. (5.7)

By integration by parts, gλt = λ+
∫ t

0
α1

21/3 (θ̇sσs)2/3ds. In particular, gλ1 = λ+ l∗. As a consequence,
applying Lemma 5.3 to λ = l, we have

lim
n→+∞

1
n1/3 log P(Mn ≥ a(n)

n + (l∗ + l)n1/3) = −θ0l.

Similarly, using Lemma 5.4, for any ε > 0,

lim sup
n→+∞

1
n1/3 log P

(∣∣∣Mn − a(n)
n − l∗n1/3

∣∣∣ ≥ εn1/3
)
< 0.

As a is Lipschitz, we have a(n)
n =

n∑
j=1

aj/n = n

∫ 1

0
asds+O(1), concluding the proof.

Mixing Lemma 4.4 and Theorem 1.3, we obtain explicit asymptotic for the maximal displace-
ment, in some particular cases. If θ is non-decreasing, then θ = θ. As a result, setting

l
∗ = α1

21/3

∫ 1

0

(
θ̇sσs

)2/3

θs
ds,

we have Mn = n
∫ 1

0 vsds+ l
∗
n1/3 + o(n1/3) in probability.

Remark 5.5. Let σ ∈ C2 be a positive decreasing function. For t ∈ [0, 1], we define the point
process Lt = (`1t , `2t ) with `1t , `2t two i.i.d. centred Gaussian random variables with variance σt. We
consider the BRWtie with environment (Lt, t ∈ [0, 1]). We have θt =

√
2 log 2
σt

, which is increasing.
Consequently, by Theorem 1.3 and Lemma 4.4

Mn = n
√

2 log 2
∫ 1

0
σsds+ n

α1

21/3(2 log 2)1/6

∫ 1

0
(−σ′s)2/3σ1/3

s ds,

which is consistent with the results obtained in [31] and [34].
If θ is non-increasing, then θ is constant. Applying Theorem 1.3, we have Mn = nv∗+ o(n1/3).

5.2 Consistent maximal displacement with respect to a given path
Let ϕ be a continuous positive function, we write bt = ∂θκt(ϕt), and we assume that b satisfies
(5.1). We take interest in the consistent maximal displacement with respect to the path with speed
profile b, defined by

Λϕn = min
|u|=n

max
k≤n

(
b
(n)
k − V (uk)

)
. (5.8)

In other words, this is the smallest number such that, killing every individual at generation k and
in a position below b

(n)
k − Λϕn, an individual remains alive until time n.
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We set, for u ∈ T, Λϕ(u) = maxk≤|u|
(
b
(n)
k − V (uk)

)
the maximal delay of individual u. In

particular, with the definition of Section 3, for any µ ≥ 0, we have

Mϕ
n (−µ, [0, 1]) = max

{
V (u), |u| = n,Λϕ(u) ≤ µn1/3

}
, (5.9)

in particular Mϕ
n (−µ, [0, 1]) > −∞ ⇐⇒ Λϕn ≤ µn1/3.

For λ, µ > 0, we denote by gλ,µ the solution of

ϕtgt = ϕ0λ+
∫ t

0
ϕ̇sgs + 1{K∗(b)s=0}

σ2
s

(gs + µ)2 Ψ
(

(gs+µ)3

σ2
s

ϕ̇s

)
ds. (5.10)

Using the structure of this differential equation, for any λ, µ > 0, we have gλ,µ = gλ+µ,0 − µ.
Indeed, let λ > 0 and µ > 0, and let g = gλ+µ,0 − µ. By definition, the differential equation
satisfied by g + µ is

ϕt(gt + µ) = ϕ0(λ+ µ) +
∫ t

0
ϕ̇s(gs + µ) + 1{K∗(b)s=0}

σ2
s

(gs + µ)2 Ψ
(

(gs+µ)3

σ2
s

ϕ̇s

)
ds

ϕtgt = ϕ0λ+
∫ t

0
ϕ̇sgs + 1{K∗(b)s=0}

σ2
s

(gs + µ)2 Ψ
(

(gs+µ)3

σ2
s

ϕ̇s

)
ds,

and by uniqueness of the solution of the equation, we have g = gλ,µ.
For λ > 0, we set gλ = gλ,0. We observe that if {ϕ̇t > 0} ⊂ {K∗(b)t = 0}, then, for any λ ≥ 0,

gλ is a decreasing function. As λ 7→ gλ is strictly increasing and continuous, there exists a unique
non-negative λ∗ that verifies

gλ
∗

1 = 0. (5.11)
Alternatively, λ∗ can be defined as g̃1/ϕ0, where g̃ is the unique solution of the differential equation

∀t ∈ [0, 1), ϕtg̃t = −
∫ 1

t

ϕ̇sgs + 1{K∗(b)s=0}
σ2
s

g̃2
s

Ψ
(
g̃3
s

σ2
s
ϕ̇s

)
ds.

Lemma 5.6 (Asymptotic of the consistent maximal displacement). Under the assumptions (1.4),
(3.1), (3.4), (3.6), (3.9) and (5.1), for any λ < λ∗, we have

lim
n→+∞

1
n1/3 log P

(
Λϕn ≤ (λ∗ − λ)n1/3

)
= −ϕ0λ.

Moreover, for any ε > 0,

lim sup
n→+∞

1
n1/3 log P

(∣∣∣Λϕn − λ∗n1/3
∣∣∣ ≥ εn1/3

)
< 0.

Proof. Let λ ∈ (0, λ∗), we set gt = gλ
∗

t . Note first that Λϕn ≤ λn1/3 if and only if there exists an
individual u alive at generation n such that Λϕ(u) ≤ λn1/3. To bound this quantity from above,
we observe that such an individual either crosses b(n)

. + n1/3(g./n − λ+ ε) at some time before n,
or stays below this boundary until time n. Consequently, for any ε > 0, we have

P
(
B[0,1],G
n (−λ, g − λ+ ε,−λ

)
≤ P

(
Λϕn ≤ λn1/3

)
≤ P

(
A[0,1],G
n (−λ, g − λ+ ε) 6= ∅

)
+ P

(
B[0,1],G
n (−λ, g − λ+ ε,−λ

)
.

Using Lemma 3.3, Lemma 3.5 and Lemma 3.7, and letting ε→ 0, we conclude

lim
n→+∞

1
n1/3 log P

(
Λϕn ≤ λn1/3

)
= −ϕ0(λ∗ − λ).

Finally, to bound P(Λϕn ≥ (λ∗ + ε)n1/3) we apply (5.9), and we get

P(Λϕn ≥ (λ∗ + ε)n1/3) = P(Mn(−λ∗ − ε, [0, 1]) = −∞).

By Lemma 5.4, we conclude that lim sup
n→+∞

1
n1/3 log P(Λϕn ≥ (λ∗ + ε)n1/3) < 0.
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Proof of Theorem 1.4

We now prove Theorem 1.4, applying Lemma 5.6 to Λn = Λθn.

Proof of Theorem 1.4. We denote by G = {t ∈ [0, 1] : K∗(a)t = 0}. For λ > 0, we write gλ for the
solution of

θtgt = θ0λ+
∫ t

0
θ̇sgs + 1G(s)σ

2
s

g2
s

Ψ
(
g3
s

σ2
s
θ̇s

)
ds, (5.12)

and λ∗ for the unique non-negative real number that verifies gλ∗1 = 0. By Proposition 1.1,
a satisfies (5.1) and {θt > 0} ⊂ {K∗(b)t = 0}. Applying Lemma 5.6, for any λ ∈ (0, λ∗),
we have limn→+∞

1
n1/3 log P

[
Λθn ≤ (λ∗ − λ)n1/3] = −θ0λ. Moreover, for any ε > 0, we have

lim supn→+∞
1

n1/3 log P
[∣∣Λϕn − λ∗n1/3

∣∣ > εn1/3] < 0.

In a similar way, we can compute the consistent maximal displacement with respect to the path
with speed profile v, which is Λθn. We denote by gλ the solution of the equation

θtgt = θ0λ+
∫ t

0
θ̇sgs + σ2

s

g2
s

Ψ
(
g3
s

σ2
s
θ̇s

)
ds,

and by λ∗ the solution of gλ
∗

1 = 0. By Lemma 5.6, for all 0 ≤ l ≤ λ∗,

lim
n→+∞

1
n1/3 log P

(
Λϕn ≤ (λ∗ − λ)n1/3

)
= −ϕ0λ,

and for all ε > 0, we have

lim sup
n→+∞

1
n1/3 log P

[∣∣∣Λθn − λ∗n1/3
∣∣∣ > εn1/3

]
< 0.

Consistent maximal displacement of the time-homogeneous branching random walk

We consider (T, V ) a time-homogeneous branching random walk, with reproduction law L. We
denote by κ the Laplace transform of L. The optimal speed profile is a constant v = infθ>0

κ(θ)
θ ,

and we set θ∗ = κ′(θ∗) and σ2 = κ′′(θ∗). The equation (5.12) can be written in the simpler form

θ∗gλt = θ∗λ+
∫ t

0

σ2

(gλs )2 Ψ(0)ds.

As Ψ(0) = −π
2

2 , the solution of this differential equation is gλt =
(
λ3 − t 3π2σ2

2θ∗

)1/3
.

For Λn = min|u|=n maxk≤n (kv − V (uk)), applying Theorem 1.4, and the Borel-Cantelli lemma,
we obtain

lim
n→+∞

Λn
n1/3 =

(
3π2σ2

2θ∗

)1/3

a.s.

This result is similar to the one obtained in [13] and [16].
More generally, if (T, V ) is a BRWtie such that θ is non-increasing, then θ is a constant, and

for all ε > 0,

lim sup
n→+∞

1
n1/3 log P

[∣∣∣∣∣Λn −
(

3π2σ2

2θ

∫ 1

0
1{K∗(a)s=0}ds

)1/3

n1/3

∣∣∣∣∣ ≥ εn1/3

]
.

A Airy facts and Brownian motion estimates
In Section A.1, using some Airy functions –introduced in Section 1.5– facts, the Feynman-Kac
formula and PDE analysis, we compute the asymptotic of the Laplace transform of the area under
a Brownian motion constrained to stay positive, proving Lemma 2.3. Adding some Sturm-Liouville
theory, we obtain by similar arguments Lemma 2.4 in Section A.2. In all this section, B stands for
a standard Brownian motion, starting from x under law Px.
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A.1 Asymptotic of the Laplace transform of the area under a Brownian
motion constrained to stay non-negative

In this section, we write L2 = L2([0,+∞)) for the set of square-integrable measurable functions on
[0,+∞). This space L2 can be seen as a Hilbert space, when equipped with the scalar product

〈f, g〉 =
∫ +∞

0
f(x)g(x)dx.

We denote by C2
0 = C2

0([0,+∞)) the set of twice differentiable functions w with a continuous
second derivative, such that w(0) = limx→+∞ w(x) = 0. Finally, for any continuous function w,
‖w‖∞ = supx≥0 |w(x)|. The main result of the section is: for all h > 0, 0 < a < b and 0 < a′ < b′,
we have

lim
t→+∞

1
t

log sup
x∈R

Ex

[
e
−h
∫ t

0
Bsds;Bs ≥ 0, s ≤ t

]
= lim
t→+∞

1
t

log inf
x∈[a,b]

Ex

[
e
−h
∫ t

0
Bsds1{Bt∈[a′,b′]};Bs ≥ 0, s ≤ t

]
= α1

21/3h
2/3. (A.1)

We recall that (αn, n ∈ N) is the set of zeros of Ai, listed in the decreasing order. We start
with some results on the Airy function Ai, defined in (1.13).

Lemma A.1. For n ∈ N and x ≥ 0, we set

ψn(x) = Ai(x+ αn)
(∫ +∞

αn

Ai(y)dy
)−1/2

. (A.2)

The following properties hold:

• (ψn, n ∈ N) forms an orthogonal basis of L2;

• limn→+∞ αnn
−2/3 = − 3π

2 ;

• for all λ ∈ R and ψ ∈ C2, if{
∀x > 0, ψ′′(x)− xψ(x) = λψ(x)
ψ(0) = limx→+∞ ψ(x) = 0,

(A.3)

then either ψ = 0, or there exist n ∈ N and c ∈ R such that λ = αn and ψ = cψn.

Proof. The fact that limn→+∞ αnn
−2/3 = − 3π

2 and that (ψn, n ∈ N) is an orthogonal basis of L2

can be found in [38]. We now consider (λ, ψ) a solution of (A.3). In particular ψ verifies

∀x > 0, ψ′′(x)− (x+ λ)ψ(x) = 0.

By definition of Ai and Bi, there exist c1, c2 such that ψ(x) = c1Ai(x + λ) + c2Bi(x + λ). As
limx→+∞ ψ(x) = 0, we have c2 = 0, and as ψ(0) = 0, either c1 = 0, or Ai(λ) = 0. We conclude
that either ψ = 0, or λ is a zero of Ai, in which case ψ(x) = c1ψn(x) for some n ∈ N.

As α1 is the largest zero of Ai, note that the eigenfunction ψ1 corresponding to the largest
eigenvector α1 is non-negative on [0,+∞), and is positive on (0,+∞).

For h > 0 and n ∈ N, we define ψhn : x 7→ (2h)1/6ψn((2h)1/3x). By Lemma A.1, (ψhn, n ∈ N)
forms an orthonormal basis of L2. With this lemma, we can prove the following preliminary result.

Lemma A.2. Let h > 0 and u0 ∈ C2
0 ∩ L2, such that u′0, u′′0 ∈ L2 and ‖u′′0‖∞ < +∞. We define,

for t ≥ 0 and x ≥ 0

u(t, x) = Ex

[
u0(Bt)e−h

∫ t
0
Bsds;Bs ≥ 0, s ∈ [0, t]

]
.

We have
lim

t→+∞
sup
x∈R

∣∣∣∣e−h2/3

21/3 α1tu(t, x)−
〈
u0, ψ

h
1
〉
ψh1 (x)

∣∣∣∣ = 0. (A.4)
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Proof. Let h > 0, by the Feynman-Kac formula (see e.g. [27], Theorem 5.7.6), u is the unique
solution of the equation

∀t > 0,∀x > 0, ∂tu(t, x) = 1
2∂

2
xu(t, x)− hxu(t, x)

∀x ≥ 0, u(0, x) = u0(x)
∀t ≥ 0, u(t, 0) = limx→+∞ u(t, x) = 0.

(A.5)

We define the operator

Gh : C
2
0 −→ C
w 7−→

(
x 7→ 1

2w
′′(x)− hxw(x), x ∈ [0,+∞)

)
,

By definition of Ai and of the ψhn, we have Ghψhn = h2/3

21/3 αnψ
h
n, thus (ψhn) forms an orthogonal basis

of eigenfunctions of Gh.
We recall there exists C > 0 such that for all x ≥ 0, Ai(x) + Ai′(x) ≤ Cz1/4e−2x2/3/3 (see e.g.

[38]). For all w ∈ C2
0 ∩ L2 such that w′ and w′′ are bounded, by integration by parts

〈
Ghw,ψhn

〉
= 1

2

∫ +∞

0
w′′(x)ψhn(x)dx− h

∫ +∞

0
xw(x)ψhn(x)dx

= 1
2

∫ +∞

0
w(x)(ψhn)′′(x)dx− h

∫ +∞

0
xw(x)ψhn(x)dx

=
∫ +∞

0
w(x)(Ghψhn)(x)dx = h2/3

21/3 αn
〈
w,ψhn

〉
.

Therefore, decomposing w with respect to the basis (ψhn), we have

〈
Ghw,w

〉
=
〈
Ghw,

+∞∑
n=1

〈
ψhn, w

〉
ψhn

〉
=

+∞∑
n=1

〈
w,ψhn

〉 〈
Ghw,ψhn

〉
= h2/3

21/3

+∞∑
n=1

αn
〈
w,ψhn

〉2
.

As (αn) is a decreasing sequence, we have

〈
Ghw,w

〉
≤ h2/3

21/3

+∞∑
n=1

α1
〈
w,ψhn

〉2 ≤ h2/3

21/3 α1 〈w,w〉 . (A.6)

If
〈
w,ψhn

〉
= 0, the inequality can be improved in

〈
Ghw,w

〉
≤ h2/3

21/3

+∞∑
n=2

α2
〈
w,ψhn

〉2 ≤ h2/3

21/3 α2 〈w,w〉 . (A.7)

Using these results, we now prove (A.4). For x ≥ 0 and t ≥ 0, we define

v(t, x) = e
−h2/3

21/3 α1tu(t, x)−
〈
u0, ψ

h
1
〉
ψh1 .

We observe first that for all t ≥ 0,
〈
v(t, ·), ψh1

〉
= 0. Indeed, we have

〈
v(0, ·), ψh1

〉
= 0 by definition,

and deriving with respect to t, we have

∂t
〈
v(t, ·), ψh1

〉
= −h

2/3

21/3 α1e
−h2/3

21/3 α1t
〈
u(t, x), ψh1

〉
+ e
−h2/3

21/3 α1t
〈
∂tu(t, x), ψh1

〉
= −h

2/3

21/3 α1e
−h2/3

21/3 α1t
〈
u(t, x), ψh1

〉
+ e
−h2/3

21/3 α1t
〈
Ghu(t, x), ψh1

〉
= −h

2/3

21/3 α1e
−h2/3

21/3 α1t
〈
u(t, x), ψh1

〉
+ h2/3

21/3 α1e
−h2/3

21/3 α1t
〈
u(t, x), ψh1

〉
= 0.

We now prove that the non-negative, finite functions

J1(t) =
∫ +∞

0
|v(t, x)|2dx and J2(t) =

∫ +∞

0
|∂xv(t, x)|2dx,
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are decreasing, and converge to 0 as t→ +∞. We observe first that

∂tJ1(t)
2 =

∫ +∞

0
v(t, x)∂tv(t, x)dx

=
∫ +∞

0
v(t, x)

[
−h

2/3

21/3 α1e
−h2/3

21/3 α1tu(t, x) + e
−h2/3

21/3 α1t∂tu(t, x)
]
dx

=
∫ +∞

0
v(t, x)

[
−h

2/3

21/3 α1v(t, x) + Ghv(t, x)
]
dx

= −h
2/3

21/3 α1 〈v(t, ·), v(t, ·)〉+
〈
v(t, ·),Ghv(t, ·)

〉
.

As
〈
v(t, ·), ψh1

〉
= 0, by (A.7) we have ∂tJ1(t) ≤ (2h)2/3(α2 − α1)J1(t) ≤ −cJ1(t). By Grönwall

inequality, J1(t) decreases to 0 as t→ +∞ exponentially fast. Similarly J2(0) < +∞ and

∂tJ2(t)
2 =

∫ +∞

0
∂xv(t, x)∂t∂xv(t, x)dx =

∫ +∞

0
∂xv(t, x)∂x∂tv(t, x)dx

=
〈
∂xv(t, ·),Gh∂xv(t, ·)

〉
− h2/3

21/3 α1 〈∂xv(t, ·), ∂xv(t, ·)〉 − h
∫ +∞

0
v(t, x)∂xv(t, x)dx ≤ 0,

by integration by parts and (A.6). As J2 is non-negative and decreasing, this function converges,
as t→ +∞, to J2(+∞) ≥ 0. Moreover, we can write the derivative of J1 as follows

∂tJ1(t)
2 = −h

2/3

21/3 α1 〈v(t, ·), v(t, ·)〉+
〈
v(t, ·),Ghv(t, ·)

〉
= −h

2/3

21/3 α1J1(t) +
∫ +∞

0
v(t, x)∂2

xv(t, x)dx−
∫ +∞

0
hxv(t, x)2dx

≤ −J2(t)
2 − h2/3

21/3 α1J1(t).

As J1(t) decreases toward 0, its derivative cannot remain bounded away from 0 for large t. There-
fore, limt→+∞ J2(t) = 0. We conclude that limt→+∞

∫ +∞
0 |v(t, x)|2 + |∂xv(t, x)|2dx = 0, which

means that v(t, ·) converges to 0 in H1 norm, as t → +∞. By Sobolev injection in dimension 1,
there exists C > 0 such that

‖v(t, ·)‖∞ ≤ C
∫ +∞

0
|v(t, x)|2 + |∂xv(t, x)|2dx,

which proves (A.4).

This lemma can be easily extended to authorize any bounded starting function u0.
Corollary A.3. Let h > 0 and u0 be a measurable bounded function. Setting, for x ≥ 0 and t ≥ 0

u(t, x) = Ex

[
u0(Bt)e−h

∫ t
0
Bsds;Bs ≥ 0, s ∈ [0, t]

]
,

we have
lim

t→+∞
sup
x∈R

∣∣∣∣e−h2/3

21/3 α1tu(t, x)−
〈
u0, ψ

h
1
〉
ψh1 (x)

∣∣∣∣ = 0. (A.8)

Proof. Let u0 be a measurable bounded function. We introduce, for x ≥ 0 and ε > 0

uε(x) = u(ε, x) = Ex

[
u0(Bε)e−h

∫ ε
0
Bsds;Bs ≥ 0, s ∈ [0, 1]

]
.

Observe that by the Markov property, for all t ≥ ε, we have

u(t, x) = Ex

[
EBt−ε

[
u0(Bε)e−h

∫ ε
0
Bsds;Bs ≥ 0, s ∈ [0, ε]

]
e
−h
∫ t−ε

0
Bsds;Bs ≥ 0, s ∈ [0, t− ε]

]
= Ex

[
uε(Bt−ε)e−h

∫ t−ε
0

Bsds; s ∈ [0, t− ε]
]
.
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Therefore, u(t, x) = uε(t − ε, x), wher uε(t, x) = Ex

[
uε(Bt)e−h

∫ t
0
Bsds; s ∈ [0, t]

]
. As

∫ ε
0 Bsds is,

under the law Px, a Gaussian random variable with mean εx and variance ε3/3, we have

|uε(x)| ≤ ‖u0‖∞Ex

[
e
−h
∫ ε

0
Bsds

]
≤ ‖u0‖∞e

−εhxe
h2ε3

6 .

Moreover, as h > 0, by the Ballot lemma, |uε(x)| ≤ ‖u0‖∞Px [Bs ≥ 0, s ∈ [0, ε]] ≤ Cε−1/2x.
For any ε > 0, there exists C > 0 such that for all x ≥ 0, uε(x) ≤ Cx ∧ e−hxε. Therefore, we

can find sequences (v(n)) and (w(n)) of functions in C2
0 ∩ L2, such that (v(n))′, (v(n))′′, (w(n))′ and

(w(n))′′ are in L2, with bounded second derivatives verifying

w(n) ≤ uε ≤ w(n) + 1
n

and v(n) − 1
n
≤ uε ≤ v(n).

For n ∈ N, x ≥ 0 and t ≥ 0, we set

v(n)(t, x) = Ex

[
v(n)(Bt)e−

∫ t
0
Bsds;Bs ≥ 0, s ∈ [0, t]

]
and

w(n)(t, x) = Ex

[
w(n)(Bt)e−

∫ t
0
Bsds;Bs ≥ 0, s ∈ [0, t]

]
.

Note that for all x ≥ 0 and t ≥ 0 we have w(n)(t, x) ≤ uε(t, x) ≤ v(n)(t, x). Moreover, by Lemma
A.2, we have

lim
t→+∞

sup
x∈R

∣∣∣∣e−h2/3

21/3 α1tv(n)(t, x)−
〈
v(n), ψh1

〉
ψh1 (x)

∣∣∣∣ = 0,

and lim
t→+∞

sup
x∈R

∣∣∣∣e−h2/3

21/3 α1tw(n)(t, x)−
〈
w(n), ψh1

〉
ψh1 (x)

∣∣∣∣ = 0.

By the dominated convergence theorem, we have

lim
n→+∞

〈
w(n), ψh1

〉
= lim
n→+∞

〈
v(n), ψh1

〉
=
〈
uε, ψ

h
1
〉
.

As a result, letting t, then n→ +∞, this yields

lim
t→+∞

sup
x∈R

∣∣∣∣e−h2/3

21/3 α1tuε(t, x)−
〈
uε, ψ

h
1
〉
ψh1 (x)

∣∣∣∣ = 0.

Finally, for almost every x ≥ 0, letting ε → 0, we have uε(x) → u0(x), and thus by dominated
convergence theorem again, limε→0

〈
uε, ψ

h
1
〉

=
〈
u0, ψ

h
1
〉
. Moreover, as u(t, x) = uε(t − ε, x), we

conclude that
lim

t→+∞
sup
x∈R

∣∣∣∣e−h2/3

21/3 α1tu(t, x)−
〈
u0, ψ

h
1
〉
ψh1 (x)

∣∣∣∣ = 0.

This last corollary is enough to prove the exponential decay of the Laplace transform of the
area under a Brownian motion constrained to stay positive.

Proof of Lemma 2.3. Let h > 0, for t, x ≥ 0 we set u(t, x) = Ex

[
e
−h
∫ t

0
Bsds;Bs ≥ 0, s ∈ [0, t]

]
and

µh =
∫ +∞

0 ψh1 (x)dx < +∞. By Corollary A.3, we have

lim
t→+∞

sup
x∈[0,+∞)

∣∣∣∣e−h2/3

21/3 α1tu(t, x)− µhψh1 (x)
∣∣∣∣ = 0.

As ψh1 is bounded, we have

lim sup
t→+∞

sup
x≥0

1
t

log u(t, x) = h2/3

21/3 α1. (A.9)
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Similarly, for 0 < a < b and 0 < a′ < b′, we set

ũ(t, x) = Ex

[
1{Bt∈[a′,b′]}e

−h
∫ t

0
Bsds;Bs ≥ 0, s ∈ [0, t]

]
and µ̃h =

∫ b′
a′
ψh1 (x)dx > 0. By Corollary A.3 again, we have

lim
t→+∞

sup
x≥0

∣∣∣∣e−h2/3

21/3 α1tũ(t, x)− µ̃hψh1 (x)
∣∣∣∣ = 0.

In particular, as infx∈[a,b] ψ
h
1 > 0, we have

lim inf
t→+∞

inf
x∈[a,b]

1
t

log ũ(t, x) = h2/3

21/3 α1. (A.10)

As ũ ≤ u, mixing (A.9) and (A.10), we conclude that

lim
t→+∞

sup
x≥0

1
t

log u(t, x) = lim
t→+∞

inf
x∈[a,b]

1
t

log ũ(t, x) = h2/3

21/3 α1.

A.2 The area under a Brownian motion constrained to stay in an inter-
val

The main result of this section is that for all h ∈ R, 0 < a < b < 1 and 0 < a′ < b′ < 1, we have

lim
t→+∞

1
t

sup
x∈[0,1]

log Ex

[
e
−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ≤ t

]
= lim
t→+∞

1
t

inf
x∈[a,b]

log Ex

[
e
−h
∫ t

0
Bsds1{Bt∈[a′,b′]};Bs ∈ [0, 1], s ≤ t

]
= Ψ(h), (A.11)

where Ψ is the function defined in (1.17). The organisation, the results and techniques of the
section are very similar to Section A.1, with a few exceptions. First, to exhibit an orthonormal
basis of eigenfunctions, we need some additional Sturm-Liouville theory, that can be found in [39].
Secondly, we work on [0, 1], which is a compact set. This lightens the analysis of the PDE obtained
while proving Lemma A.5.

In this section, we write L2 = L2([0, 1]) for the set of square-integrable measurable functions
on [0, 1], equipped with the scalar product

〈f, g〉 =
∫ 1

0
f(x)g(x)dx.

Moreover, we write C2
0 = C2

0([0, 1]) for the set of continuous, twice differentiable functions w on
[0, 1] such that w(0) = w(1) = 0. Finally, for any continuous function w, ‖w‖∞ = supx∈[0,1] |w(x)|
and ‖w‖2 = 〈w,w〉1/2. We introduce in a first time a new specific orthogonal basis of [0, 1].

Lemma A.4. Let h > 0. The set of zeros of λ 7→ Ai(λ)Bi(λ+ (2h)1/3)−Ai(λ+ (2h)1/3)Bi(λ) is
countable and bounded from above by 0, listed in the decreasing order λh1 > λh2 > · · · . In particular,
we have

λh1 = sup
{
λ ≤ 0 : Ai(λ)Bi(λ+ (2h)1/3) = Ai(λ+ (2h)1/3)Bi(λ)

}
. (A.12)

Additionally, for n ∈ N and x ∈ [0, 1], we define

ϕhn(x) =
Ai
(
λhn
)

Bi
(
λhn + (2h)1/3x

)
−Ai

(
λhn + (2h)1/3x

)
Bi
(
λhn
)

‖Ai (λhn) Bi (λhn + ·)−Ai (λhn + ·) Bi (λhn)‖2
. (A.13)

The following properties are verified:
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• (ϕhn, n ∈ N) forms an orthogonal basis of L2;

• limn→+∞ λhnn
−2 = −π

2

2 ;

• for all µ ∈ R and ϕ ∈ C2
0 , if{
∀x ∈ (0, 1), 1

2ϕ
′′(x)− hxϕ(x) = µϕ(x)

ϕ(0) = ϕ(1) = 0,
(A.14)

then either ϕ = 0, or there exist n ∈ N and c ∈ R such that µ = h2/3

21/3 λ
h
n and ϕ = cϕhn.

Proof. We consider equation (A.14). This is a Sturm-Liouville problem with separated boundary
conditions, that satisfies the hypotheses of Theorem 4.6.2 of [39]. Therefore, there is an infinite
but countable number of real numbers (µhn, n ∈ N) such that the differential equation{

∀x ∈ (0, 1), 1
2ϕ
′′(x)− hxϕ(x) = µhnϕ(x)

ϕ(0) = ϕ(1) = 0,

admit non-zero solutions. For all n ∈ N, we write ϕhn for one of such solutions normalized so that∥∥ϕhn∥∥2 = 1. For every solution (λ, ϕ) of (A.14), there exist n ∈ N and c ∈ R such that λ = µhn and
ϕ = cϕhn. Moreover, since (ϕhn, n ∈ N) forms an orthonormal basis of L2. By Theorem 4.3.1. of
[39], we have limn→+∞ λhnn

−2 = −π
2

2 .
We identify (µhn) and (ϕhn). By the definition of Airy functions, given µ ∈ R, the solutions of{

1
2ϕ
′′(x)− hxϕ(x) = µϕ(x)

ϕ(0) = 0,

are, up to a multiplicative constant

x 7→ Bi
(

21/3

h2/3µ
)

Ai
(

21/3

h2/3µ+ (2h)1/3x
)
−Ai

(
21/3

h2/3µ
)

Bi
(

21/3

h2/3µ+ (2h)1/3x
)
.

This function is null at point x = 1 if and only if

Bi
(

21/3

h2/3µ
)

Ai
(

21/3

h2/3µ+ (2h)1/3
)
−Ai

(
21/3

h2/3µ
)

Bi
(

21/3

h2/3µ+ (2h)1/3
)

= 0.

Therefore, the zeros of λ 7→ Ai(λ)Bi(λ + (2h)1/3) − Ai(λ + (2h)1/3)Bi(λ), can be listed in the
decreasing order as follows: λh1 > λh2 > . . ., and we have λhn = 21/3

h2/3µ
h
n. Moreover, we conclude that

the eigenfunction ϕhn described above is proportional to

x 7→ Ai
(
λhn
)

Bi
(
λhn + (2h)1/3x

)
−Ai

(
λhn + (2h)1/3x

)
Bi
(
λhn
)
,

and has L2 norm 1, which validates the formula (A.13).
We have left to prove that for all n ≥ 1, λhn < 0. To do so, we observe that if (µ, ϕ) is a solution

of (A.14), we have

µ

∫ 1

0
ϕ(x)2dx =

∫ 1

0
ϕ(x)1

2∂
2
xϕ(x)−

∫ 1

0
xϕ(x)2dx

= −1
2

∫ 1

0
(∂xϕ(x))2dx− h

∫ 1

0
xϕ(x)2dx < 0,

which proves that for all n ∈ N, µhn < 0, so λh1 < 0 which justifies (A.12).

We observe that once again, the eigenfunction ϕh1 corresponding to the largest eigenvector
h2/3

21/3 λ
h
n is a non-negative function on [0, 1], and positive on (0, 1).

Using this lemma, we can obtain a precise asymptotic of the Laplace transform of the area
under a Brownian motion.
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Lemma A.5. Let h > 0 and u0 ∈ C2([0, 1]) such that u0(0) = u0(1) = 0. We define, for t, x ≥ 0

u(t, x) = Ex

[
u0(Bt)e−h

∫ t
0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
.

We have
lim

t→+∞
sup
x∈R

∣∣∣∣e−h2/3

21/3 λ
h
1 tu(t, x)−

〈
u0, ϕ

h
1
〉
ϕh1 (x)

∣∣∣∣ = 0. (A.15)

Proof. This proof is very similar to the proof of Lemma A.2. For h > 0, by the Feynman-Kac
formula, u is the unique solution of the equation

∀t > 0,∀x ∈ (0, 1), ∂tu(t, x) = 1
2∂

2
xu(t, x)− hxu(t, x)

∀x ∈ [0, 1], u(0, x) = u0(x)
∀t ≥ 0, u(t, 0) = limx→+∞ u(t, x) = 0.

(A.16)

We define the operator

Gh : C
2
0 → C
w 7→

(
x 7→ 1

2w
′′(x)− hxw(x), x ∈ [0, 1]

)
,

By Lemma A.4, we know that (ϕhn) forms an orthogonal basis of L2 consisting of eigenvectors of
Gh. In particular, for all n ∈ N, Ghϕhn = h2/3

21/3 λ
h
nϕ

h
n.

For any w ∈ C2
0 , by integration by parts, we have

〈
Ghw,ϕhn

〉
= h2/3

21/3 λ
h
n

〈
w,ϕhn

〉
. Decomposing

w with respect to the basis (ϕhn), we obtain

〈
Ghw,w

〉
=
〈
Ghw,

+∞∑
n=1

〈
ϕhn, w

〉
ϕhn

〉
=

+∞∑
n=1

〈
w,ϕhn

〉 〈
Ghw,ϕhn

〉
=

+∞∑
n=1

h2/3

21/3 λ
h
n

〈
w,ϕhn

〉2
.

As (λhn) is a decreasing sequence, we get

〈
Ghw,w

〉
≤

+∞∑
n=1

h2/3

21/3 λ
h
1
〈
w,ϕhn

〉2 ≤ h2/3

21/3 λ
h
1 〈w,w〉 . (A.17)

In addition, if
〈
w,ϕhn

〉
= 0, the inequality can be strengthened in

〈
Ghw,w

〉
≤

+∞∑
n=2

h2/3

21/3 λ
h
2
〈
w,ϕhn

〉2 ≤ h2/3

21/3 λ
h
2 〈w,w〉 . (A.18)

Using these results, we prove (A.15). For x ∈ [0, 1] and t ≥ 0, we set

v(t, x) = e
−h2/3

21/3 λ
h
1 tu(t, x)−

〈
u0, ϕ

h
1
〉
ϕh1 .

By definition,
〈
v(0, ·), ϕh1

〉
= 0, and for any t ≥ 0,

∂t
〈
v(t, ·), ϕh1

〉
= −h

2/3

21/3 λ
h
1e
−h2/3

21/3 λ
h
1 t
〈
u(t, x), ϕh1

〉
+ e
−h2/3

21/3 λ
h
1 t
〈
∂tu(t, x), ϕh1

〉
= 0,

which proves that
〈
v(t, ·), ϕh1

〉
= 0.

We now prove that the functions J1(t) =
∫ 1

0 |v(t, x)|2dx and J2(t) =
∫ 1

0 |∂xv(t, x)|2dx are non-
negative, decreasing, and converge to 0 as t→ +∞. Note that, similarly to the previous section,

∂tJ1(t) =
∫ 1

0
2v(t, x)∂tv(t, x)dx = 2

[
−h

2/3

21/3 λ
h
1 〈v(t, ·), v(t, ·)〉+

〈
v(t, ·),Ghv(t, ·)

〉]
.
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As
〈
v(t, ·), ϕh1

〉
= 0, we have ∂tJ1(t) ≤ (2h)2/3(λh2 − λh1 )J1(t). Therefore, J1(t) decreases to 0 as

t→ +∞. With same computations

∂tJ2(t) = −h
2/3

21/3 λ
h
1 〈∂xv(t, ·), ∂xv(t, ·)〉+ 2

〈
∂xv(t, ·),Gh∂xv(t, ·)

〉
− 2h

∫ 1

0
v(t, x)∂xv(t, x)dx ≤ 0.

Thus J2 is non-increasing and non-negative, therefore convergent. Observing that

∂tJ1(t) ≤ −J2(t)− (2h)2/3λh1J1(t),

we conclude, with the same reasoning as in the previous section that J2 decreases toward 0.
Finally, by Cauchy-Schwarz inequality, for any x ∈ [0, 1], we have

|v(t, x)| ≤
∫ x

0
|∂xv(t, x)|dx ≤ x1/2

(∫ x

0
|∂xv(t, x)|2dx

)1/2
≤ J2(t),

so limt→+∞ ‖v(t, ·)‖∞ = 0, which proves (A.4).

This lemma can be easily extended to authorize more general starting function u0.

Corollary A.6. Let h > 0 and u0 be a measurable bounded function. Setting, for x ≥ 0 and t ≥ 0

u(t, x) = Ex

[
u0(Bt)e−h

∫ t
0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
,

we have
lim

t→+∞
sup
x∈R

∣∣∣∣e−h2/3

21/3 λ
h
1 tu(t, x)−

〈
u0, ϕ

h
1
〉
ϕh1 (x)

∣∣∣∣ = 0. (A.19)

Proof. Let u0 be a measurable bounded function. Using the Ballot theorem, for any ε > 0, there
exists C > 0 such that for any x ∈ [0, 1], u(ε, x) ≤ C min(x, 1− x). Consequently, uε = u(ε, .) can
be uniformly approached from above and from below by functions v(n), w(n) in C2

0 . Writing

v(n)(t, x) = Ex

[
v(n)(x)e−

∫ t
0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
and w(n)(t, x) = Ex

[
w(n)(x)e−

∫ t
0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
,

we have, for any t ≥ 0 and x ∈ [0, 1], v(n)(t, x) ≥ u(t + ε, x) ≥ w(n)(t, x). Applying Lemma A.5
and the dominated convergence theorem, we obtain

lim
t→+∞

sup
x∈R

∣∣∣∣e−h2/3

21/3 λ
h
1 tuε(t, x)−

〈
uε, ϕ

h
1
〉
ϕh1 (x)

∣∣∣∣ = 0.

As for almost every x ∈ [0, 1], limε→0 uε(x) = u0(x), by dominated convergence theorem again we
conclude that

lim
t→+∞

sup
x∈R

∣∣∣∣e−h2/3

21/3 λ
h
1 tu(t, x)−

〈
u0, ϕ

h
1
〉
ϕh1 (x)

∣∣∣∣ = 0.

Proof of Lemma 2.4. Let h > 0, we set u(t, x) = Ex

[
e
−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
and write

µh =
∫ 1

0 ϕ
h
1 (x)dx < +∞. By Corollary A.3, we have

lim
t→+∞

sup
x≥0

∣∣∣∣e−h2/3

21/3 λ
h
1 tu(t, x)− µhϕh1 (x)

∣∣∣∣ = 0.

As ϕh1 is bounded,
lim sup
t→+∞

sup
x≥0

1
t

log u(t, x) = 2−1/3h2/3λh1 . (A.20)
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Similarly, for 0 < a < b < 1 and 0 < a′ < b′ < 1, we set

ũ(t, x) = Ex

[
1{Bt∈[a′,b′]}e

−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
,

and µ̃h =
∫ b′
a′
ϕh1 (x)dx > 0. Corollary A.3 implies that

lim
t→+∞

sup
x≥0

∣∣∣∣e−h2/3

21/3 λ
h
1 tũ(t, x)− µ̃hϕh1 (x)

∣∣∣∣ = 0.

In particular, as infx∈[a,b] ϕ
h
1 > 0, we have

lim inf
t→+∞

inf
x∈[a,b]

1
t

log ũ(t, x) = h2/3

21/3 λ
h
1 . (A.21)

Using the fact that ũ ≤ u, (A.20) and (A.21) lead to

lim
t→+∞

sup
x≥0

1
t

log u(t, x) = lim
t→+∞

inf
x∈[a,b]

1
t

log ũ(t, x) = h2/3

21/3 λ
h
1 .

Moreover, by definition of Ψ, for all h > 0 we have Ψ(h) = h2/3

21/3 λ
h
1 , and (2.10) is a consequence

of the definition of λh1 . By the implicit function theorem, we observe immediately that Ψ is
differentiable on (0,+∞). Moreover,

Ψ(h)
h2/3 = 2−1/3λh1 = 2−1/3 sup

{
x ∈ R : Bi (λ) Ai

(
λ+ (2h)1/3

)
= Ai (λ) Bi

(
λ+ (2h)1/3

)}
.

Observe that limh→+∞ supλ≥α2

Bi(λ)Ai(λ+(2h)1/3)
Bi(λ+(2h)1/3) = 0. As Ai(λh1 ) = Bi(λh1 )Ai(λh1 +(2h)1/3)

Bi(λh1 +(2h)1/3) , we have

limh→+∞
Ψ(h)
h2/3 = 2−1/3α1.

We now observe that if h < 0, then

Ex

[
u(Bt)e−h

∫ t
0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
= e−ht E1−x

[
u(1−Bt)eh

∫ t
0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
,

yielding, for any 0 < a < b < 1 and 0 < a′ < b′ < 1,

lim
t→+∞

sup
x∈[0,1]

1
t

log Ex

[
e
−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
= lim
t→+∞

inf
x∈[a,b]

1
t

log Ex

[
1{Bt∈[a′,b′]}e

−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
= −h+ Ψ(−h).

Moreover, for h < 0, Ψ(h) = Ψ(−h)− h.
Finally, we take care of the case h = 0. By [25],

Px [Bt ∈ [a, b], Bs ∈ [0, 1], s ∈ [0, t]] =
∫ b

a

2
+∞∑
n=1

e−n
2 π2

2 t sin(nπx) sin(nπz)dz

As a consequence,

lim
t→+∞

sup
x∈[0,1]

1
t

log Px [Bs ∈ [0, 1], s ∈ [0, t]]

= lim
t→+∞

inf
x∈[a,b]

1
t

log Px [Bt ∈ [a′, b′], Bs ∈ [0, 1], s ∈ [0, t]] = Ψ(0) = −π
2

2 .
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B Notation
• Point processes

– Lt: law of a point process;
– Lt: point process with law Lt;
– κt: log-Laplace transform of Lt;
– κ∗t : Fenchel-Legendre transform of Lt.

• Paths

– C: set of continuous functions on [0, 1];
– D: set of càdlàg functions on [0, 1], continuous at point 1;

– b
(n)
k =

∑k
j=1 bj/n: path of speed profile b ∈ D;

– K∗(b)t =
∫ t

0 κ
∗
s(bs)ds: energy associated to the path of speed profile b;

– ϕt = ∂aκ
∗
t (bt): parameter associated to the path of speed profile b;

– E(ϕ)t =
∫ t

0 ϕs∂θκs(ϕs)− κs(ϕs)ds: quantity equal to K∗(b)t, energy associated to the
path of parameter function ϕ;

– R = {b ∈ D : ∀t ∈ [0, 1],K∗(b)t ≤ 0}: set of speed profiles b such that b(n) is followed
until time n by at least one individual with positive probability.

• Branching random walk

– T: genealogical tree of the process;
– u ∈ T: individual in the process;
– V (u): position of the individual u;
– |u|: generation at which u belongs;
– uk: ancestor of u at generation k;
– ∅: initial ancestor of the process;
– if u 6= ∅, πu: parent of u;
– Ω(u): set of children of u;
– Lu = (V (v)− V (u), v ∈ Ω(u)): point process of the displacement of the children;
– Mn = max|u|=n V (u) maximal displacement at the nth generation in (T, V );

– Λn = min|u|=n maxk≤n b
(n)
k − V (uk): consistent maximal displacement with respect to

the path b(n);

– Wϕ
n = {u ∈ T : ∀k ∈ Fn, V (uk) ≥ b

(n)
k + fk/nn

1/3}: tree of a BRWtie with selection
above the curve b(n)

. + n1/3f./n at times in Fn.

• The optimal path

– v∗ = supb∈R
∫ 1

0 bsds: speed of the BRWtie;

– a ∈ R such that
∫ 1

0 asds = v∗: optimal speed profile;
– θt = ∂aκ

∗
s(as): parameter of the optimal path;

– σ2
t = ∂2

θκt(θt): variance of individuals following the optimal path;
– θ̇: Radon-Nikodým derivative of dθ with respect to the Lebesgue measure;

– l∗ = α12−1/3 ∫ 1
0

(θ̇sσs)2/3

θs
ds: n1/3 correction of the maximal displacement;

– vt = infθ>0
κt(θ)
θ : natural speed profile.
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• Airy functions

– Ai(x) = 1
π

∫ +∞
0 cos

(
s3

3 + xs
)
ds: Airy function of the first kind;

– Bi(x) = 1
π

∫ +∞
0 exp

(
− s

3

3 + xs
)

+ sin
(
s3

3 + xs
)
ds: Airy function of the second kind;

– (αn): zeros of Ai, listed in the decreasing order;

– Ψ(h) = limt→+∞
1
t log supx∈[0,1] Ex

[
e
−h
∫ t

0
Bsds;Bs ∈ [0, 1], s ∈ [0, t]

]
.

• Random walk estimates

– (Xn,k, n ∈ N, k ≤ n): array of independent random variables;

– S
(n)
k = S

(n)
0 +

∑k
j=1Xn,j : time-inhomogeneous random walk, with Px(S(n)

0 = x) = 1;
– Given f, g ∈ C, and 0 ≤ j ≤ n,

In(j) =


[
fj/nn

1/3, gj/nn
1/3] if j ∈ Fn ∩Gn,[

fj/n,+∞
[

if j ∈ Fn ∩Gcn,]
−∞, gj/nn1/3] if j ∈ F cn ∩Gn,
R otherwise;

– Ĩ
(n)
j = I

(n)
j ∩ [−n2/3, n2/3].

• Many-to-one lemma

– Pk,x: law of the BRWtie of length n− k with environment (L(k+j)/n, j ≤ n− k);
– Fk = σ(u, V (u), |u| ≤ k): filtration of the branching random walk;
– Many-to-one lemma: Lemma 3.1.

• Random walk estimates

– AF,Gn (f, g) =
{
u ∈ T, |u| ∈ Gn : V (u)− b(n)

|u| > g|u|/nn
1/3, V (uj)− b

(n)
j ∈ I(n)

j , j < |u|
}
:

individuals staying in the path b
(n) + I(n) until some time then exiting by the upper

boundary;

– BF,Gn (f, g, x) =
{
|u| = n : V (uj)− b

(n)
j ∈ Ĩ(n)

j , j ≤ n, V (u)− b(n)
n ≥ (g1 − x)n1/3

}
: indi-

viduals staying in the path b
(n) + I(n), and being above b(n)

n + (g1 − x)n1/3 at time
n.
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