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Anchor-Based Localization Using Distributed
Interval Contractors

Olivier Reynet, Olivier Voisin and Luc Jaulin

Abstract—This paper presents a new method to solve anchor-
based distributed localization problems. This method is based on
a generic algorithm using interval contractors. In the theoretical
part, we detail a new formalism for distributed contractors. This
formalism is used to demonstrate that our distributed algorithm
converges to the same fixed point than the centralized algorithm.
Then, we use this distributed algorithm to solve an anchor-based
distributed localization problem in a Wireless Sensor Network
(WSN).

Index Terms—Distributed systems, Constraint Satisfaction
Problem, Contractor, Interval Analysis, Multi-agent systems,
Wireless Sensor Networks, Localization.

I. INTRODUCTION

W IRELESS Sensor Network (WSN) [1] or Mobile Ad-
hoc sensor Networks (MANETs) are widely used in

many applications, such as monitoring and control [2], [3].
They may be seen as a multi-agent system whose agents are
autonomous and where there is no leader. The management
and the efficiency [4]–[7] of these systems always depends on
the accuracy of the self-localization of the agents. In this paper,
we address the problem of the distributed localization in the
presence of anchors. Previous works have successfully used
interval analysis to localize nodes in mobile networks [8] or to
track acoustical sources [9], [10]. In the continuation of these
works, this paper states a new formalism for algorithms using
distributed interval contractors [11], [12]. Beyond localization
or tracking, it may be applied to any kind of collaborative
signal and information processing, because it does not depend
on the nature of the problem.

The originality of our approach is to distribute computation
to interval contractors located in the agents. Interval analysis
implies that each variable is supposed to be contained in a
interval [11]. Interval contractors are algorithms built from a
constraint which reduce the size of intervals. The unremoved
part of the intervals is compatible with the constraint. They
combine techniques as interval analysis [13]–[16], forward-
backward propagation [17], monotonicity [18], [19], pruning
[20] and domain bisections to build efficient solvers [12].

Interval contractors power lies in their ability to propagate
potentially solution sets and to collaborate with each other.
We strongly believe that propagating potentially solution sets
is smarter than propagating ponctual estimations, because no
solution is dismissed and guarantees may be given on the result
[21]–[23]. Ponctual estimations are inherently erroneous and
generate erroneous values to be propagated and accumulated
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through the distributed system [24], [25]. Instead, interval
contractors efficiently reduce the size of the solution sets
throughout the distributed process. Moreover, each agent can
exchange its solution set with the others agents and trigger
larger contractions performed by the other agents. That is how
agents can collaborate through the coherent use of contractors
and how contractors can help at decentralizing a problem.

The following section is a theoretical part. It first deals
with interval contractors definition and fundamental properties.
Then, we describe the multi-agent framework and a centralized
approach. We also give a new formalism using contractor
graphs. Finally, this section focuses on the Generic Contractor-
based Distributed Algorithm (GCDA). We demonstrate that
GCDA converges to the same enclosure of the solution than
with the centralized approach. The third section focuses on the
practical use of GCDA: a distributed localization problem in
a Wireless Sensor Network (WSN) is solved and results are
analysed.

II. THEORETICAL BASES

A. Intervals Arithmetics and Boxes

In this paper, we deal with closed intervals, which are
connected and closed subsets of R. The set of all intervals
of R will be denoted by IR. An interval is surrounded by
brackets and is defined by its lower bound x− and its upper
bound x+ :

[x] = [x−, x+] (1)

Interval arithmetic1 has been deeply studied since the eighties
[11], [16], [26]. Therefore, we only recall some fundamentals.

If � ∈ {+,−, ∗} and if [x] and [y] are two intervals, we can
define:

[x] � [y] , [{x � y | x ∈ [x], y ∈ [y]}] . (2)

For instance,

[−1, 3] + [2, 5] = [1, 8] (3)
[−1, 3] ∗ [2, 5] = [−5, 15] (4)

[−1, 3] / [2, 5] =

[
−1

2
,
3

2

]
(5)

(6)

Interval elementary functions may also be defined. If f ∈
{cos, sin, sqr, sqrt, log, exp, . . . }, is a function from R to R,
we define its interval extension as

f ([x]) , [{f(x) | x ∈ [x]}] . (7)

1See http://www.ensta-bretagne.fr/jaulin/intervalcourse.pdf, an excellent in-
troduction to interval contractors.
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For instance

sin ([0, π]) = [0, 1] (8)
sqr ([−1, 3]) = [−1, 3]2 = [0, 9] (9)
abs ([−7, 1]) = [0, 7] (10)

sqrt ([−10, 4]) =
√

[−10, 4] = [0, 2] (11)
log ([−2,−1]) = ∅. (12)

To deal with higher dimensional problems, we have to
introduce boxes.

Definition 1. A cartesian product of intervals is called a box.

Thus, a n-dimensional box [x] can be written as [x1]×[x2]×
· · · × [xn].

B. Interval Contractor Definitions and Properties

An intuitive and simple contrator definition could be the
following : suppose we have constraint satisfaction problem
(CSP) H, which can be formulated as:

H : (f(x) = 0, x ∈ [x]) (13)

with [x] ∈ IRn. The solution set of H is defined as:

S = {x ∈ [x] | f(x) = 0} (14)

Contracting H means replacing [x] by a smaller domain [x′]
such that the solution set remains unchanged: S ⊂ [x′] ⊂ [x].
Then, a contractor for H is an operator used to contract [x].
Now we can give a more precise definition:

Definition 2. A contractor is a monotonic mapping C from
IRn to IRn such that:

∀[x] ∈ IRn, C([x]) ⊆ [x] (contractance) (15)
∀[x] ⊂ [y]⇒ C([x]) ⊂ C([y]) (monotony) (16)

Monotonic contractors can be built from elementary alge-
braic operators and interval inclusion functions [11], [14], [27].

Example 1. Consider the function defined by:

f :R2 → R
(x1, x2)→ x2 − (x1 − 1)2 (17)

and define C : IR2 → IR2 as follows:

C([x]) := (Cx1
, Cx2

)([x])

:= ([x1] ∩ (
√

[x2] + 1), [x2] ∩ ([x1]
2 − 1)) (18)

C is a contractor associated to f(x) = 0.
Given a initial domain [x] = [−2, 2]×[−2, 2], C([x]) returns

[1−
√
2, 1]× [0, 2], as sketched in Fig. 1. At this step, C has

reached a fixed point, i.e. C([x]) = [x].

x1

x2

1 2-1-2 0

2

1

-1

-2

Cx1

Cx2

Initial domain Contracted domain

f (x)

Fig. 1. Illustration of the contractor mecanism on the parabolic constraint f
(see eq. (17)). Given a initial domain [x] = [−2, 2]× [−2, 2], applying C to
[x] results in [1−

√
2, 1]× [0, 2]

C. Multi-agent Framework Description

Let A be a set of n agents Ai. An agent is a autonomous
entity which is able to sense the other agents, to build and
compute contractors, and to communicate with the other agents
via message passing paradigm. Each agent Ai has got a vector
pi, which may be estimated by the other agents.

The distributed constraint satisfaction problem can be de-
scribed by :
• [p] = [p1] × [p2] × · · · × [pn], the set of the domains

of the vectors. In our interval context, these domains are
represented by boxes. The main goal of our algorithm is
to contract these boxes.

• L = {C1, C2, . . . , Cm}, the set of all the contractors
shared between agents.

D. Generic Contractor-Based Centralized Algorithm

This section proposes a Generic Contractor-based Central-
ized Algorithm (GCCA) to compute [p] in the multi-agent
framework described in section II-C. We suppose that there
is an omniscient supervisor, which has access to the set
of contractors L. This supervisor can build a new operator
C∞, picking and combining [27] contractors from the set L
following a fair strategy as in (19).

C∞ = C1 ◦ C2 ◦ · · · ◦ Cm ◦ C1 ◦ C2 ◦ . . . (19)

Lemma 1. The operator C∞ is a contractor.

Proof: Let first demonstrate the contractance property.
Let C1 and C2 be two contractors and [x] and [y] two sets
such that: C1([x]) = [y]. As C1 is a contractor, [y] ⊂ [x].
As C2 is a contractor, C2([y]) = C2(C1([x])) ⊂ [y]. Hence,
(C2 ◦ C1)([x])) ⊂ [x], which implies that C∞ verifies the
contractance property.
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C∞ ([y]) = [y]

[x]

C∞ ([x]) = [ z]

Fig. 2. Elements for the proof by contracdiction of Theorem 2: [z] ⊂ [y] ⊂ [x]
are such that C∞([x]) = [z], [y] ⊂ [x], C∞([y]) = [y], and [z] ⊂ [y].

To prove monotonicity, we proceed as follow: let C1 and
C2 be two contractors and [x] and [y] two sets such as [x] ⊂
[y]. Then, C2([x]) ⊂ C2([y]), because C2 is monotonic. Then,
C1(C2([x])) ⊂ C1(C2([y])), because C1 is monotonic. It can
be rewritten (C1 ◦ C2)([x]) ⊂ (C1 ◦ C2)([y]), which means that
C1◦C2 is monotonic. As all the contractors in L are monotonic,
C∞ is a monotonic.

Theorem 2. ∀[x] ∈ IRn, C∞([x]) converges to the largest box
[z] ⊂ [x] such that [z] is a fixed point, i.e. C∞([z]) = [z].

Proof: This theorem has already been proved in [11] p.
92. Nevertheless, we give here another demonstration.

First, we demonstrate that C∞ converges using proof by
contradiction. Suppose C∞ does not converge. Then, we can
find boxes [t] and [u] and k ∈ {1, 2, . . . ,m} such that
Ck([t]) = [u] and [t] ⊂ [u]. It means that Ck does not
respect the contractance property Ck([t]) ⊂ [t], i.e. Ck is not a
contractor. Therefore, C∞ converges to a fixed point [z].

Second, we demonstrate that [z] is the largest fixed point.
Using proof by contradiction, we suppose we have three boxes
[x],[y] and [z] such that C∞([x]) = [z], [y] ⊂ [x], C∞([y]) = [y],
and [z] ⊂ [y], as sketched in Fig. 2. [y] ⊂ [x] ⇒ C∞([y]) ⊂
C∞([x]), because C∞ is monotonic from lemma 1. This implies
that [y] ⊂ [z], which is not true. Therefore, [z] is the largest
fixed point.

Our GCCA centralized approach based on C∞ contractor
can be stated as detailed in Algorithm 1. From Theorem 2,
GCCA reduces [p] and reaches a fixed point. This approach
has already been used to solve localization problem [8].
The content of this section generalizes this previous work,
providing a clear formalism for interval contractors and a more
generic algorithm.

Algorithm 1 GCCA as computed by the supervisor.
1: Build C := C1 ◦ C2 ◦ . . . Cm from L
2: repeat
3: [p] := C([p])
4: until a fixed point is reached

E. Generic Contractor-based Distributed Algorithm

In this section, we are looking for a distributed algorithm to
compute [p], because, in many multi-agent frameworks, it may

A1 A2

A7 A6

A5

A3

A4

C32

C43

C12
C21

C25
C52

C72 C26

C76
C67

Fig. 3. A contractor graph G = (A, E): each edge stands for a contractor Cji .
The start of the arrow indicates the owner of the contractor. The connectivity
is 4 for A2 and 1 for A3.

be unpractical or even impossible to gather the whole problem
into a single place. In our framework, the agents have the
ability to communicate with each other using message passing
paradigm. This message passing system is asynchronous: no
global time is available, messages can arrive at any times and
processing speeds are arbitrary. We also suppose that messages
:
• (i) are reliably transferred,
• (ii) can be multicasted.

The messaging primitives are :
• sendMsg(Destination,MessageContent),
• and getMsg() which returns a tuple

(EmitterAgent,MessageContent).
In the following, and for pedagogical reasons, we will only

consider binary contractors which can be noted Cji for i 6= j
and i, j ∈ {1, 2, . . . , n}. Cji is a contractor of Ai associated
to a constraint between pi and pj . Nevertheless, our approach
is not limited to binary contractors and could be extended to
any type of contractors.

Our system may be represented by a contractor graph G =
(A, E) as sketched in Fig. 3. A is the set of the n vertices of
the graph. E stands for the set of the edges of the graph. An
edge between the agents Ai and Aj represents a contractor
between the pi and pj variables.
Ak is a neighbour of Ai if Ak has got a contractor Cik, i.e.

it exists an arrow starting from Ak and ending at Ai. We will
noteNi the set of the neighbours of Ai. For example, in Fig. 3,
N2 = {A1,A5,A6}. It is important to note that our approach
does not require G to be undirected: Ak ∈ Ni ; Ai ∈ Nk.
This kind of situation often appends in a robotics context2.

Definition 3. The connectivity ci of Ai is:

ci = card(Ni) (20)

It is the number of edges which end at the vertex Ai.

2For example, in a robots swarm, A can see B, but B can not see A, because
of obstacles.
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We propose the Generic Contractor-based Distributed Algo-
rithm (GCDA) as detailed in Algorithm 2.

Algorithm 2 GCDA as computed by agent Ai

1: procedure GCDA([pi],Ni)
2: for all Ak ∈ Ni do
3: [pk] :=]−∞,+∞[
4: end for
5: SendMsg(Ni,[pi])
6: while (Ak, [pr])← getMsg() do
7: if r == i then
8: [pi] := [pi] ∩ [pr] . Update [pi] from Ak

9: else if r == k then
10: [pk] := [pk] ∩ [pr] . Update [pk] from Ak

11: end if
12: ([pi], [pk]) := Cki ([pi], [pk])
13: if [pk] has been contracted then
14: sendMsg(Ak,[pk]) . Ak must update [pk]
15: end if
16: end while
17: if [pi] has been contracted then
18: sendMsg(Ni,[pi]) . Ni must update [pi]
19: end if
20: end procedure

At the beginning of the algorithm, Ai sets the unknown
initial domains of the [pk] to ] − ∞,+∞[. The distributed
process starts when each agent sends to its neighbours its own
estimation of [pi] (line 4). Then, while Ai receives messages
from the other agents, Ai updates its knowlegde of [pi] and Ni

by intersecting its own estimation with the [pr] received from
the network. Ai only sends updates of [pi] or [pk]. Therefore,
r stands either for i (the agent himself) or for k (the emitter of
the message). These intersection steps are valid, as long as no
outlier occur. Indeed, Ai can reduce [pk], if the sender Ak of
the message has a better knowledge of [pk]. Then, Ai applies
its own contractor Cki ([pi], [pk]). If a contraction occurs, Ai

sends its new estimation of [pi] to its neighbours and waits for
messages. Ai only sends its new estimation of [pk] to [Ak],
because Ai does not know the neighbours of [Ak]. Only [Ak]
is able to correctly propagate [pk] to its neighbours Nk

Theorem 3. GCDA converges to the same fixed point than
GCCA.

Proof: In GCDA, there is no supervisor and contrac-
tors are applied through the network by each agent. The
network intersection (lines 8 and 10 of GCDA) combines
the contractors’ results, replacing contractor composition ◦ in
GCCA. Therefore, the only difference between GCCA and
GCDA is the way the contractors are combined. It has been
demonstrated [27] that the chaotic order in which contractors
are applied has no impact on the convergence property nor
on the fixed point, as long as the order is fair. A combining
strategy is said to be fair if, for any k ≥ 1 and any contractor
C of L, there exists j ≥ k such that C is computed at rank
j. Therefore, the only proof we have to give is that GCDA’s
strategy is fair.

Suppose that GCDA’s strategy is not fair. It means that it
exists a contractor C of L and a step k after which C is never
computed. However, the instruction sendMsg of line 14 and
18 guarantees that all contractors are called if needed, i.e. if
their domains have changed and have been contracted. Then,
if such a contractor C exists, it means that a message has not
been received. But, at the beginning of this section, we have
supposed that messages are reliabily transferred. Therefore,
GCDA’s strategy is fair and GCDA converges to the same
fixed point than GCCA.

Classical algorithms often propagate a single inaccurate
ponctual solution [25], which magnifies the uncertainty of the
result. GCDA power lies in the contractors’ ability to work
together and to propagate only solution sets: only non solution
sets are removed. As it will be shown in the next part, most
of the time, only few contractions are needed to reach a fixed
point. Besides, our interval context naturally generates results
which take into account uncertainty: results are boxes which
contain solutions. Finally, the contractor graph does not need
to be connected (see section III-E) to apply GCDA: lonely
agents can still apply GCDA, even if the result might be less
accurate.

III. GCDA IN USE

A. Simulation Framework

We consider a static Wireless Sensor Network of n agents
as sketched in Fig. 4. Each agent is interested in computing
its pose vector p = (x, y), where (x, y) are the 2D-coordinate.
Each agent can observe the other agents which are located in
some sensing range denoted by r. Sensors’ data is the distance
dab between an agent and a neighbour of this agent. This
measurement is noisy: in our context, dab will be represented
by an interval [dab]. The bounded noise may be noted: [−ν, ν].
Therefore we have: [dab] = [dab − ν, dab + ν]. No other
hypothesis is made on the nature of the noise.

Our simulations are such that agents are randomly spread
in a two-dimensional space. Some of these agents are anchors,
which means that they precisely know their position3. If we
have m anchor among n agents, we will note the anchor ratio:

a =
m

n
. (21)

The connectivity of an agent is the number of neighbours
which can be sensed by an agent. In our simulation, we set
the mean conectivity c of the agents at a certain level. The
main parameters are then n, c, and a. Then, if r is fixed, we
first compute the density of agents D of the scene using:

D =
c+ 1

πr2
. (22)

We can deduce the total surface of our scene:

S = n.D. (23)

and the corresponding edge size, supposing the scene is a
square:

e =
√
S. (24)

3thanks to GPS for example.
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Fig. 4. Simulation with n = 100, a = 10%, c = 10, r = 100, D =
0.00035, S = 285599m2 and e = 534m. Crosses stand for the anchors.
Circles are simple agents. We have sketched the parameters and the result for
two agents located at top left and near the center of the scene: the sensing
range is represented by a dotted circle and the sensed neighbours are linked
with a dashed line. The result of the localization for these agent is represented
by a box.

Random agents are generated all over a square scene whose
side is set to e using an uniform distribution. Among these
agents, a % are randomly chosen to be anchors.

In Fig. 4, a scene is sketched: anchors are represented by
crosses and simple agents by circles. We have also drawn the
sensing range, the real connectivity and the GCDA result for
two agents. The top left agent has a connectivity of 3 and
the center agent a connectivity of 6. The result of GCDA is
represented by a box around the agents.

B. Contractors Programming

We implement a simple localization contractor based on
ranging measurements, a range-only contractor. It is derived
from the distance equation:

dab =
√
(xb − xa)2 + (yb − ya)2 (25)

where dab is the measured distance between agent a and agent
b.

To build contractors, we use the C++ open source IBEX
library4, which is based on Profil/Bias5 interval library. IBEX
is dedicated to the design of interval contractor-based solvers.
Given some contraints, IBEX provides tools to automatically
build and combine [12] powerful interval contractors.

GCDA is directly implemented in the agents. When a
message is received by an agent, the contractor is called and

4see http://www.emn.fr/z-info/ibex/
5see http://www.ti3.tu-harburg.de/Software/PROFILEnglisch.html
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Fig. 5. Mean computing time of an agent versus the number of agents. The
connectivity is 10, the anchor ratio 10% and five forward/backward passes
are executed. Error bars are extracted from the 100 random simulations which
have been computed for each point.

updates are triggered. Then, the propagation process arise
following the forward/backward [8], [17] algorithm. The graph
G is browsed forward and backward several times in order to
reach the fixed point. GCDA quickly reaches a fixed point:
after 5 passes, no improvement is observed. Therefore, in the
following simulations, we stop the algortihm when each agent
has processed five forward/backward.

C. Computing Time

As shown in Fig. 5, the mean computing time per agent is
near constant versus the total number of agents. This is due to
the fact that the computation on each agent does not depend
on all the agents, but only on the neighbours (Ni). Hence, for
a given connectivity, the computing time per agent is constant.

In this paper, we do not focus on simulating the exchanges
through the network. We do not take them into account in
the computing time. But, message exchanges are important
regarding complexity [28], [29], because, in practice, sending a
message takes time. GCDA limits the propagation of messages
to the neighbours (Ni). So, the number of messages does not
explode with the number of agents.

D. Localization Error Versus Anchor Ratio

We first study the localization error versus the anchor
ratio r. The constant parameters of these simulations are
n = 1000, c = 10, r = 100m. The ranging noise ±2% of
the sensing range r. Anchor ratio has been moved from 1%
to 26%. For each anchor ratio, 100 random simulations have
been computed: agents are randomly spread over the surface
generating a different configuration. For one agent, 4 ms are
necessary to compute the localization on an CPU cadenced at
2.00GHz.

In Fig. 6, the localization error is plotted versus the anchor
ratio. This error is computed using the position of the center
of the box and the true location. The error is normalized by
e, the size of the side of the scene6 and compare to the true

6In this case, as the connectivity is fixed to 10, the size of the side of the
scene is equal to 1689m.
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Fig. 6. Relative position error versus anchor ratio for 1000 agents and a
connectivity of 10. Error bars are extracted from the 100 random simulations
which have been computed for each point. Mean computing time for one
agent is 4.2 ms.
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Fig. 7. Relative position error versus mean connectivity for 1000 agents
and an anchor ratio of 10%. Error bars are extracted from the 100 random
simulations which have been computed for each point.

location. This relative error is lower than 15%, even for a
anchor ratio a lower than 5%. A relative error lower than 1%
is even reached, when the key threshold of 6% of anchor is
exceeded.

E. Localization Error Versus Mean Connectivity

The relative error can also be plotted versus the mean
connectivity, as shown in Fig. 7. The mean connectivity has
to exceed 5 to decrease the error lower than 10%. In Fig. 8,
we plot the connectivity graph of a random simulation with
c = 3. It clearly shows that the agents may be disconnected
or poorly connected. This is the main reason why the error is
large when c ≤ 5. Even if GCDA can be used in these cases,
the result on a disconnected agent is obviously bad.

When connectivity is low, results might be improved by
using a more efficient contractor [30] on each agent: it will
further reduce the size of the box and then we could reuse
GCDA to improve the distributed localization. If we were
considering mobile networks instead of a static WSN, we
could also add some mobility constraint [8] and further reduce
the error.

Fig. 8. Connectivity of each agent of a random simulation with n = 100,
a = 10%, c = 3, r = 100, D = 0.00019, S = 523599m2 and e = 723m.
Some agents are disconnected, because of the bounded sensing range.
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Fig. 9. Relative position error versus relative sensing noise for 1000 agents,
an anchor ratio of 10% and a mean connectivity of 10. Error bars are extracted
from the 100 random simulations which have been computed for each point.

F. Localization Error Versus Sensing Noise

In Fig. 9, the localization error is plotted versus ν, the
intensity of the noise. ν has been moved from 1 to 50% of
the sensing range r. In this case, the sensing range is equals
to 100 m and the side of the scene is 1689 m. Even in the
case of strong noise, GCDA can be applied and a result is
obtained. This is due to the bounded error context. Unlike
others approaches, the result always contains the solutions,
although it is wide. Even in the worst case, i.e. when the agent
only knows that another agent is detected in any range between
0 and r, GCDA gives sense to this information as follow: the
detected agent is contained in a box whose width is 2.r and
whose center is the agent itsself. Combined to the other sensors
information, this is enough to generate new contractions.
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IV. CONCLUSION

GCDA is a powerful algorithm which has been successfully
applied to anchor-based distributed localization. It is important
to note that our method is fully decentralized. GCDA does
not approximate or linearize the mathematical relations. No
optimization and no initialization processes are necessary. No
assumption about noise gaussianity has been made, thanks to
interval analysis context. Applied to localization, our algorithm
does not need any anchor placement or gridding. Anchors
may be randomly spread. The computation may start from
any agent. However, for the moment, GCDA does not take
into account outliers. Regarding the future, we aim at robus-
tifying GCDA by taking into account outliers using relaxated
contractors [31], [32]. We also want to use GCDA on mobile
networks, taking into account the mobility model of the agents.
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