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Using SAT and SQL for Pattern Mining in
Relational Databases

Emmanuel Coquery’

Abstract. In this paper, we present an ongoing work bridg-
ing the gap between pattern mining, SQL and SAT for a
particular class of patterns. We extend the work presented
in [2] that proposes a logical query language for rule patterns
satisfying Armstrong’s axioms. Our contributions are the fol-
lowing: firstly, we allow a large part of the relational tuple
calculus (SQL) to be used in the specification of queries. Sec-
ondly, we propose a boolean encoding of the query that can be
used to compute answers even in the case of non Armstrong-
compliant queries. Some experiments have been performed on
top of Derby (embedded Java DBMS) and a modified version
of MiniSat to show the feasibility of the approach.

1 INTRODUCTION

Declarative approaches for pattern mining attracted a grow-
ing attention in the recent years. On one hand, a way to in-
crease declarativity is to devise high level query languages for
data mining [10, 13, 14, 5, 8, 11, 2]. On the other hand, more
declarativity often induce a greater expressivity, at the cost
of a reduced efficiency. Constraint programming approaches
for pattern mining, initiated in [15], were proposed to provide
a good compromise between expressivity and efficiency.

In this paper, we propose to use SQL and SAT together
for pattern mining. We extend the work presented in [2] that
proposes a logical query language for rule patterns satisfying
Armstrong’s axioms. While such patterns can be enumerated
with efficient algorithms they might be seen as too restrictive.
The first contribution of this paper is to allow a large part of
the relational tuple calculus (SQL) to be used in the specifi-
cation of queries. The second one is the use of a SAT solver
for enumerating patterns even in the case of non Armstrong-
compliant queries.

The rest of this paper is organized as follows. Section 2
presents the RLT query language. Section 3 presents the ba-
sic principles of the query boolean encoding. Implementation
principles are presented in section 4 together with a few opti-
mizations, while section 5 provides some ways to reduce the
number of answers. Finally some experimental results are pre-
sented in section 6 and we conclude in section 7.

2 THE RLT LANGUAGE

In this section, we introduce the syntax and semantics of the
RLT language, which is based on a mixture of tuple relational
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calculus [1] and RL language [2].

2.1 Preliminaries

We introduce the following definitions and notations used in
the RLT language:

e U is a set of attributes, noted A, B. . .,

e CST is a set of constants,

e CMP is a set of binary® comparisons over CST. Tt is as-
sumed that if ¢ and ¢’ are two constants, and if O € CMP,
then ¢ O ¢’ is computable in constant time.

e a schema R is a finite, nonempty set of attributes from U,

e a tuple t over a schema R is a total function from R to
CST,

e #[A] denotes the value of # for attribute A,

e a relation 7 over a schema R is a set of tuples over R.

e s, t,u,si,...are tuple variables,

e A B,C, A1, B ...are attribute variables, i.e. capital letters
from the beginning of the alphabet,

e XY Z Xi,Y1... are schema variables, i.e. capital letters
from the end of the alphabet,

e r,r,r ... are relation symbols.

To avoid ambiguity with variables, we shall use the follow-
ing notations for attributes, set of attributes and tuples:

,Bi, C_, /T_l, B:l ... are single attributes,
Y, Z,X1,Y1 ... are set of attributes,
t, 11 . are tuples,

ittt .
,C1,C’ are constants.

e O o o
S i

O W

For any function f : E — E’, we denote by fle := €],
where e € F and ¢’ € E’, the function f’ which maps e to e’
and maps e1 to f(e1) if e # es.

For any function f : E — E’, and any subset By C E, we
denote by f|g, the restriction f’': E1 — E’ of f to E1, which
maps e1 € FE1 to f(e1).

2.2 RL Formulas

This section recalls the syntax and semantics of the RL lan-
guage [2]. In this paper, we restrict the use of tuple vari-
able quantifiers, by removing them from definition 1 and re-
introducing them in section 2.4. We also limit the use of at-
tribute quantifiers to some form of restricted quantification.

3 the binary restriction can be easily lifted, allowing arbitrary SQL
boolean expressions



Let A, B be attribute variables, t, s tuple variables, ¢ a con-
stant, X a schema variable.

Definition 1 The set of RL-formulas, noted 0,61,9,..., is
inductively defined as the smallest set verifying:

e t.tADOe¢,
formulas

e If§ is a RL-formula and A an attribute variable, VA(X)(0)
is a RL-formula

e Ifd is a RL-formula and A an attribute variable, JA(X)(9)
is a RL-formula

e If 51 and 62 are RL-formulas, then =61 and (61 A d2) are
RL-formulas

t.AOs.B, A=B and A= A are atomic RL-

Other logical connectors such as V, = and abbreviations true,
false are defined as usual.

Definition 2 A  RL-interpretation is a
(R, %, 0,7) where:

quadruplet

e RCU is a schema,

e Y the schema interpretation, is a function mapping each
schema variable X to a subset of R,

e o, the attribute interpretation, is a function mapping each
attribute variable A to an attribute A € R,

e T, the tuple interpretation, is a function mapping each tuple
variable t to a tuple t over R.

Definition 3 Let § be a RL-formula. The satisfaction of §
with respect to a RL interpretation (R,X,o,7), denoted by
(R,X,0,7) E 0, is defined inductively as follows:

e (R,X,0,71)FtAOCifr(t)oc(A)]Oc

e (RS.07) =140 5B if 7(t)[o(A)] O r(H{o(B)

e (RY,0,T)EA=Aifc(A)=A

e (R,X,0,7) FA=Bifo(A) =0(B) B

o (R,E,0,7) E VAX)() if for all A € X(X),
(R, X,0[A:=A],7) =4

o (R, X,0,7) | 3FAX)(©G) if for some A € X(X),
(R,X,0[A:=A],7) =0

. (REJT)):ﬁ(?zf(RZU,T)[#é

o (R,X,0,7) = (01N62) if (R, X, 0,7) =61 and (R,X,0,7T) =

02

2.3 Relational Calculus

Here we recall some definitions of the tuple relational cal-
culus [1] (abbreviated TRC in the following). Let A, B be
attributes, t, s be tuple variables, ¢ be a constant and r be a
relation symbol.

Definition 4 The set of TRC-formulas, noted 1, 41,7, ...,
is inductively defined as the smallest set verifying:

e t.AO candt.AOt.B are atomic TRC-formula

e r(t) is an atomic TRC-formula

e if ¢ is a TRC-formula, and t is a tuple variable then 3t(1))
is a TRC-formula

e if 1 and Y2 are TRC-formulas then (Y1) A
are TRC formulas

(¥2) and —=(¢1)

Other logical connectors such as V,=-, quantifier V and ab-
breviations true, false are defined as usual.

Now we recall the logical semantics of TRC-formulas. For
sake of simplicity, we assume that all relations and schemas
are defined over the same schema R. This restriction can easily
be lifted though.

Definition 5 A TRC interpretation is a pair (d,T) where:

e d is a function, the database, mapping each relation symbol
r to a relation ¥ over R,

e 7 is a function, the tuple interpretation, mapping each tuple
variable t to a tuple t over R.

Definition 6 Let iy be a TRC-formula. The satisfaction of 1
with respect to a TRC interpretation (d, ), denoted (d,T) E
¥, is inductively defined as follows:

° (d,T)'ztADcsz()[A}fE ~

e (d,7)EtADEB if (t)(A) = 7(t)(B)

o (d,7) Er(t) if (1) € d(r)

o (d,7) () if (d,7) o .

o (d,7) = 3t(y) if there exists a tuple t' over R such that
(d,7lt :=1]) = o)

o (d,7) | (Y1) A (¥2) of (d,7) = by and (d, 7) |= o2

In the rest of the paper, we restrict ourselves to authorized
relational calculus [1], a syntactical restriction of the rela-
tion calculus which garanties domain independence. That is,
given a database d, the set of tuple interpretations 7 such that
(d,7) = v only depends on d and .

Definition 7 Given a TRC formula 1), with t1, ... tx as free
variables, the answer of ¥ w.r.t. a database d, denoted by
ans(y,d), is defined as:

ey | (d7) =}

Note that for an authorized TRC formula 1 and a database
d that associate only finite relations to relation symbols, the
answer ans(1), d) is finite.

{71t

2.4 RLT Queries

We introduce RLT queries, which constitute the RLT-
language.

Definition 8 A RLT query is of the form:

{(X1,..., X)) : R|Vt1... Vit ¢ = 6}
where
e Xi,...,X, are schema variables
e ti,...,t, are tuple variables over the same schema R
e 1) is an authorized TRC-formula, that has exactly t1,. .., tx
as free variables.
e § is a RL-formula in which:
— the only (free) tuple variables are t1,. .., 1t
— the only (free) schema variables are X1,..., X,

— there is no free attribute variable.

1...Vie ¥ = & is said to be the (RLT) formula of the
query.



In order to give an idea of how querying can be done using
RLT, let us consider the following query, which finds func-
tional dependencies in a relation r over R:

Q1 ={(X,Y): R|VtVs(r(t) Ar(s)) =
(VA(X)(t.A=s.A)) = (VB(Y)(t.B = s.B))}

Non Armstrong-compliant queries can also be expressed, such
as:

Q2 ={(X,Y) : R|VtVs(r(t) Ar(s)) =
BAX)(t.A=s.A)) = 3BY)(t.B=s.B))}

or the following query for finding influence of genes

Qs = {{X,Y): R|Vt r(t) Ar(s) Asid=tid+1=
(VA(X)(t.A > 0.6)) = (YB(Y)(t.B < 0.4))}

assuming that >, < and & = ¢/ + 1 are comparisons in CMP.

We now define the semantics of the language, first by defin-
ing the satisfaction of RLT query formulas, and then by defin-
ing the answers of a RLT query w.r.t. a given database.

Definition 9 A RLT interpretation is a triple (d,R,)
where:

e R C U is a set of attributes;

e d is a function, the database, mapping each relation symbol
r to a relation ¥ over R;

e Y the schema interpretation, is a function mapping each
schema variable X to a subset of R.

Definition 10 Let ( = Vii...Vig v = § be a RLT-
formula. ¢ satisfies a RLT interpretation (d, R,X), denoted
(d,R,%) E ¢, if for any tuple interpretation 7, and any at-
tribute interpretation o, if (d,7) E ¢ then (R,X,0,7) E .

Taking any tuple interpretation corresponds to the use of V
quantifiers in RL7T formulas. On the other hand, attribute
interpretation are not important since 6 does not contain free
variables.

Definition 11 Given a database d and a RLT query Q =
{{(X1,...,Xn) : R|Vt1... Vit b = §}, the answer of Q in d,
denoted by ans(Q,d) is defined as:

ans(Q,d) = {{Z(X1),...,2(Xn)) | (d,R,X) is a RLT in-
terpretation and (d, R,X) =Vt ...V, ¢ = 0}

3 BOOLEAN ENCODING

In order to find answers of a query @ = {(X1,...,Xn) : R |
Vi1 ...Vt ¢ = §} w.r.t. a database d, we propose an encod-
ing of the query and the database into a boolean formula.
More precisely, for each interesting tuple interpretation 7, we
generate a boolean formula representing the truth value of §
w.r.t. . A tuple interpretation is considered to be interest-
ing if, together with d, it satisfies ¥. The boolean formula for
computing ans(Q,d) is then the conjunction of the formulas
for each interesting tuple interpretation.

3.1 Translation To Boolean Formula

Domain The domain, that is the boolean variables encod-
ing an answer in ans(@,d), is defined straightforwardly as

follows: for each schema variable X € {X1,...,X,} and each
attribute A € R, the boolean variable pi—( is true whenever
A e %(X).

The following definition explains how the boolean formula
is built from the RL formula. This definition relies on an
attribute interpretation. However, this interpretation has no
influence on top-level RL formulas, as they have no free at-
tribute variable.

Definition 12 Given a RL formula , a tuple interpretation
T, an attribute interpretation o and a set of attributes R, the
boolean encoding of §, denoted by enc(d, T,0, R), is inductively
defined as:

o enc(t.A =¢,7,0,R) = true if 7(t)[0(A)] = ¢, false other-
wise

e enc(t.A = s.B,7,0,R) = true if 7(t)[c(A)] = 7(s)[o(B)],
false otherwise

o enc(A=A,7,0,R) = true if 0(A) =

e enc(A = B,T,0,R) = true) if o(A)
wise

e enc(—d, 7,0, R) = —enc(d, 7,0, R)

e enc(d1 A b2, 7,0, R) = enc(d1, 7,0, R) A enc(d2, 7,0, R)

e enc(VA(X)d,7,0,R) =
Nicr( p3 = enc(5,7,0[A:= A, R) )

e enc(3A(X)d, 7,0, R) =
Vier( p3 Nenc(s, 7,0[A:= A,R))

LN

o(B), false other-

Definition 13 A boolean interpretation I is a function from
boolean variables to {true, false}. It satisfies a boolean for-
mula vy, denoted by I = 7, if the formula obtained by replacing
each variable p by I(p) is equivalent to true in the boolean al-
gebra.

Property 1 Let ¥ be a schema interpretation, § a RL for-
mula, T a tuple interpretation, o an attribute interpretation
and R a set of attributes. Let Is, be a boolean interpretation
such that for any schema variable X and any attribute A,
Is(p}) = true if and only if A € $(X).

Then (R,%,0,7) = 6 if and only if I, = enc(d, 7,0, R).

Proof By definitions 3 and 12.

Definition 14 The boolean encoding of a query Q =
{(X1,....,Xn) : R | Vt1...Vtx, ¥ = 0} w.r.t. a database d,
denoted by enc(Q, d) is defined as:

/\ enc(d, 7,0, R)

T€ans(y,d)
where o is any attribute interpretation”.

Property 2 Let Q = {(X1,...,Xn) : R|Vt1 ...Vt ¥ = 6}
be a RLT query, d a database and X2 a schema interpretation.
Let Is; be a boolean interpretation such that for any schema
variable X and any attribute A, Is(py = true) if and only if
A e X(X).

BE(X1),...,2(Xn)) € ans(Q,d) if and only if Is
enc(Q,d).

4

o is not actually used in the encoding since d is closed w.r.t.
attribute variables



Proof By definitions 11, 7 and 14, by property 1 and by re-
marking that if 7¢, 1,3 = 7/q4, 4,y then enc(d, 7,0, R) =
enc(8,7’,0, R).

.....

3.2 Theoretical Complexity

The cost of evaluating a RLT query using a boolean formula
can be evaluated by the size of the formula and its number
of boolean variables. Except for quantifiers, each construc-
tion of RL formula generate only a constant amount of ad-
ditional symbols in the encoding. For each use of a quantifier
OA(X)d, if the size of enc(d, 7,0, R) is n, then the size of
enc(0A(X)d, 7,0, R) is in O(|R| x n).

Let us consider a RLT query Q = {(Xi1,...,Xn) : R |
Vi1 ...Vtr ¥ = 0}. Let nys be the maximal number of quan-
tifiers on a branch of the abstract syntax tree of §. Then, an
upper bound on the size of enc(Q, d) is O(|ans(v,d)| X |d] x
|R™9).

Let timey,q be the time required to evaluate ans(v,d).
Then an upper bound on the time complexity of the evalua-

tion of a RLT query is timey,a+O(lans(, d)| x || x |R|™73 x
2n><\R|).

4 IMPLEMENTATION AND
OPTIMIZATION

In this section we present the principles used in the imple-
mentation of RLT, as well as a few optimizations that help to
drastically reduce the size of generated formulas. In this sec-
tion, we assume given both RLT query Q = {(X1,...,X») :
R | Vti...Vtx ¥ = 6} and database d. Figure 1 presents the
different steps used in the computation of answers.

Enumerate using
SAT Solver

RIT Query — 3 IMtermediate o o\p ————————3 a7 Models

Formula
Decode i

> N Answers

Atomic Formula
SQL
QL Query Evaluations
Eval. using DBMS

Figure 1. Architecture

4.1 Naive translation

The first step in generating enc(Q, d) is to evaluate answers
ans(, d). Since 1 is an authorized TRC formula, it can evalu-
ated using a SQL engine, at the cost of an attribute renaming
to avoid attribute name clashes between tuples. We will see
in section 4.3 that in the final implementation this problem
disappears. Using SQL allows to easily extend the comparison
predicates and expressions used in the TRC formula . Then
for each tuple combination T we generate enc(d, T, o, R), with
o being uninitialized®.

4.2 Getting Answers From Boolean
Formula

Because of property 2, the answers ans(Q,d) can be ob-
tained by the boolean interpretations satisfying the formula

5 In fact, we just initialize the data structure for representing the
function

enc(Q,d). We use a modified SAT-solver [6] based on Min-
isat [7]. Using a SAT solver requires the formula to be trans-
lated into conjunctive normal form (CNF). For this we use
a linear translation based on [16]. This translation propa-
gates constants through standard logical equivalences such
as 11 Atrue = 71 and n; Afalse = false. The translation into
CNF also introduce new variables. However, the value of these
new variables can be deduced from the values of the variables
in the original formula. This information can be transmitted
to the enumerating SAT solver, allowing it to branch only on
variables of the original formula. Moreover the use of modern
SAT solvers allows to benefit from efficient propagation tech-
niques, learning [12, 17] and dynamic search heuristics [17, 4].
For an extensive overview of current techniques to solve SAT,
the reader is referred to [3].

4.3 Caching Subformulas

By looking at definition 12, one can see that the generated
formula for each tuple interpretation depend on the structure
of 6 and on the evaluation of the atomic sub formulas of §
for (all) the possible attribute interpretations o. That is, the
actual value of tuples is not important, only the value they
give to atomic formulas in § matters.

For each atomic formula §; in §, we introduce a series of
boolean variables ¢3! for all possible attribute interpretation
o : A — R where A is the set of attribute variables appearing
in (51.

Definition 15 The intermediate encoding enc’(, o, R) is in-
ductively defined as follows:

o enc(t.A=¢,o,R) = qf,“?A}c
. enc/(tA_sBaR)*qfrl‘?A‘;]f .
o end (A=A 0,R) =true if o(A) = A
e enc'(A=B,o,R) = true) if 0(A) = o(B), false otherwise
o enc'(=d,0, R) = —enc' (8,0, R)
e enc (61 A (52,0, R) = enc' (61,0, R) A enc (02,0, R)
e enc' (VA ( ), o, R) B
/\AER( pA = enc (670[’4 = A]7 R) )
e enc (3A(X)d,0,R) =

V aer( pi{ Nenc (6,0[A:= A, R) )

This definition is similar to definition 12, except for atomic
formulas where tuple variables appear. By construction, for a
given tuple interpretation 7, enc(d, 7, o, R) can be obtained by
replacing each variable qgll in enc' (6, o, R) by enc(61, 7,01, R).

This suggests a change in the generation of enc(@, d): the
SQL engine can be used to evaluate the value of atomic for-
mulas in § w.r.t. all relevant attribute interpretations o, that
is w.r.t. all combination of values for attribute variables ap-
pearing in the sub formula. The encoding of the RL formula
for this tuple combination is then obtained by propagating
these boolean values in the intermediate encoding.

The benefits of this change are twofold. Firstly, the com-
parison operator and expressions used in atomic RL formulas
can easily be extended to any operator supported by the SQL
engine. Secondly, and more importantly, given two tuple inter-
pretations 71 and T2, if the evaluation of all atomic formulas
w.r.t. all attribute interpretation are the same for 1 and 72,
then enc(d, 71, 0, R) = enc(d, 72, o, R). Since the occurrence of



these two formulas are used in same conjunction, one of them
is useless and can be discarded. This discarding behavior can
be obtained, either by the use of the DISTINCT keyword in
the SQL query, or more efficiently, by the use of a prefix tree
to store and search for atomic formula evaluations. This opti-
mization can be essential for the diminution of the size of the
generated formula as shown in section 6.

4.4 Attribute Variable Combinatorics

Another way to reduce the size of enc(Q, d) is to try to reduce
the number of nested attribute quantifiers in §. We assume,
without loss of generality, that each attribute variable appears
exactly in one quantifier in §. The attribute quantifiers can
be “pushed down” towards atomic formulas in §, by using the
following standard logical equivalences:

e VA(X)(01 A d2) = (VA(X)d1) A 62 if A does not appear in
b2

L] HA(X)ﬁ(;l = ﬁVA(X)él

o VA(X)VB(Y)d =VB(Y)VA(X)d:

For example, using these equivalences JA(X)VB(Y)(t.A =
1=t¢B=1) = VAX)t.A=1) = (VB(Y)t.B = 1). The
size of the generated formula in the second case is O(|R|)
smaller than the one generated in the first case.

The use of A commutativity and associativity may allow
for more optimizations such as VA(X)VB(Y)(d1 A (d2A03)) =
VB(Y)(d2) AVA(X)(61 Ad3) if A does not appear in d2 and B
does not appear in d; nor d3. From this point of view, this kind
of optimization can be brought near rule based optimization
in relational queries [1].

5 REDUCING RESULT SIZE

As the search space size is Q"X‘R|, it is interesting to reduce

the number of results. For example, it is usual when mining
functional dependancies to output a minimal base of rules
from which all rules can be inferred using Armstrong’s ax-
ioms [9]. However, since our language is not supposed to be
Armstrong-compliant [2], we express a wider class of queries
without knowing a priori whether or not a given property
is true (e.g. transitivity or reflexivity).Thus a canonical con-
densed representation of rules may not exist. Nevertheless, we
provide means to end-users to reduce the number of results,
while keeping interesting information. These means come in
two flavors: firstly constraining the resulting sets of attributes,
and secondly output only minimal sets (or maximal) w.r.t. set
inclusion for some schema variables.

5.1 Constraining schema variables

The following examples illustrate how RL formulas can
be used to constrain schema variables. Assume one wants
to constraint two schema variables X and Y, such that
Y(X) N X(Y) = (. This constraint can be expressed by
VA(X)VB(Y) -A = B. The formula JA(X) true imposes
that (X)) contains at least one attribute, while the formula
VA(X)VB(X) A = B imposes that X(X) contains at most
one attribute.

One can remark that (R,3,0,7) | JA(X)X = A if and
only if A € ¥(X). Therefore enc(FJA(X)X = A, 1,0,R) =

pf 5. This allows constraining schema variables by using any
boolean formula on the variables pg through the RL formula
of an RLT query. A consequence of this remark is that given
d and Q, the problem of determining whether ans(Q,d) # )
is NP-Hard.

5.2 Minimizing/Maximizing Schema
Variables

Another way to reduce the number of results is to minimize
or maximize schema interpretation values for some variables.

Definition 16 A schema interpretation X is said to be min-
imal (resp. maximal) w.r.t. a schema variable X, a database
d and RLT query Q@ = {{(X1,...,Xn) : R | (}, if there
is no Rx such that Rx C X(X) (resp. Rx D X(X)) and
(d,R,Y[X := Rx]) = C.

Y is said to be locally minimal (resp. mazimal) w.r.t. X, d
and Q if there is no Rx such that Rx C 3(X) with |[Rx| =
|2(X)| —1 (resp. Rx D X(X) with |Rx| = |2(X)|+ 1) and
(d7 R, E[X = RX]) ': ¢.

Q is said to be monotone (resp. antimonotone) w.r.t. X
if for all d, ¥ and Rx such that ¥(X) C Rx C R (resp.
Rx C (X)), if (d, R, %) = C then (d, R, S[X = Rx]) = C.

It is clear that if @ is monotone (resp. antimonotone) w.r.t.
X, then if ¥ is locally minimal (resp. maximal) w.r.t. X, d
and @ then it is maximal (resp. minimal) w.r.t. X, d and Q.
We propose the following boolean encoding of the locally mini-
mal/maximal constraint on a schema variable X, a database d
and a RLT query Q = {(X1,...,Xn): R|Vt1.. .Vt o) = &}
Given a boolean formula «y, we denote by ~[v'/p] the formula
obtained by replacing each occurrence of p in v by «'.

o encmin(X,d,Q) = /\AeRpqu = —(enc(Q, d) [false/pqu])
o encmar(X,d, Q) = Aaeg P73 = ~(enc(Q, d)[true/p3])

The size of this constraint’s boolean encoding is | R| times the
size of the original query’s boolean encoding.

6 PRELIMINARY EXPERIMENTS

The CNF generator has been coded in Java, while the mod-
ified MiniSat solver in C+4. We have used an embedded
DBMS (Derby), since it allows to include the execution of
SQL statements in CPU time results. The experiments were
conducted on a 2GHz dual core Athlon processor with 3GB
of RAM, running Linux.

This section presents a few experimental results on the fol-
lowing RLT query:

{<Xv7 Y> R | Vit1Vta T(tl) A T(tg) =
((VA(X)t1A = tQ.A) = (VB(Y)t1.B = tz.B))
AVA(X)VB(Y) ~A = B)
ABB(Y) true) A (VB (Y)VBa(Y) By = By)}

This query finds functional dependancies X — Y in r, X
and Y having an empty intersection and Y being a singleton.
Moreover X was minimized.

The relation initially contains 2013 tuples and 27 attributes.
Figure 2 shows evolution of CPU time w.r.t. the number m

6 This simplification is automatically performed through the prop-
agation of true and false in the generated boolean formula.
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Figure 2. CPU time (in sec.) w.r.t. |R|

of attributes in R, i.e. only m attributes were kept in the re-
lation 7. As expected, the CPU time increases exponentially
w.r.t. the number of attributes, as it increases both the search
space and the size of the boolean formula. Figure 3 shows the

le+07 T T T T T T

T T T
CNF size —+—
# tuple inter. - %< -

le+06
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Figure 3. cache influence w.r.t. # tuples in r

size of the generated CNF (in number of variable occurrences)
and the number of attribute interpretations w.r.t. the num-
ber of tuples, the query being run on the 27 attributes of the
relation. As expected, the number of interpretations grows
quadratically as there are two uncorrelated tuple variables in
the query. One can remark that the size of the CNF, increases
slowly. This is due to the low number of useful additional
tuple interpretations. Indeed the size of the generated CNF
increases proportionally to the number of useful tuple inter-
pretations. This shows the efficiency of the cache optimization
on boolean formula generation.

7 CONCLUSION

We presented an ongoing work on the query language RLT
for pattern mining. Namely, we presented the semantics of the
language, as well as a translation of queries and data into a
boolean formula. Implementation techniques used for imple-
menting a query engine were presented and some experimental
results show the feasibility of the approach.

Several issues remain to be explored. One the theoretical
side, it would be interesting to characterize the complexity
of answering RLT queries (e.g. the complexity of determin-

ing the emptiness of a query). One the practical side, per-
formances of the query engine and query optimization tech-
niques have to be investigated through a comprehensive set
of databases.The performance of the current implementation
could be improved either through high level optimization in
order to generate better, more easy to solve, formulas, or
through the elaboration of (SAT) engines dedicated to the
enumeration of models of boolean formulas. An other direc-
tion of improvement is to enrich the language, for example
with counting statements to be able to take into account the
well-known frequency constraint in data mining. This could
be treated using pseudo-boolean constraints such as in [15].
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