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Distribution of irrational zeta values

Stéphane Fischler
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Abstract

In this paper we refine Ball-Rivoal’s theorem by proving that for any odd integer
a sufficiently large in terms of € > 0, there exist [(ﬂﬁ%] odd integers s between 3
and a, with distance at least a® from one another, at which Riemann zeta function
takes Q-linearly independent values. As a consequence, if there are very few integers
s such that ((s) is irrational, then they are rather evenly distributed.

The proof involves series of hypergeometric type estimated by the saddle point
method, and the generalization to vectors of Nesterenko’s linear independence crite-

rion.

Math. Subject Classification (2010): 11J72 (Primary); 33C20, 11M06, 11M32
(Secondary).

Keywords: Linear independence, irrationality, Riemann zeta function, series of hy-
pergeometric type, saddle point method.

1 Introduction

Conjecturally, the values of Riemann zeta function at odd integers s > 3 are irrational,
and together with 1 they are linearly independent over the rationals. However very few
results are known in this direction. After Apéry’s breakthrough, namely the proof [1] that
¢(3) is irrational, the next major result is due to Ball-Rivoal ([2], [11]):

Theorem 1.1 (Ball-Rivoal). Let € > 0, and a be an odd integer sufficiently large with
respect to €. Then the Q-vector space

Spang(1,¢(3),¢(5), .- -, ¢(a)) (1.1)

has dimension at least 1J}1;22 log(a).

Except when a is bounded, this is the only known linear independence result on the
values ((s) for odd s < a. Trying only to find integers s such that ((s) is irrational, the
following result of Zudilin (Theorem 0.2 of [12]) has also to be mentioned.
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Theorem 1.2 (Zudilin). For any odd integer d > 1, at least one of the numbers
C(d+2), ¢(d+4), ¢(d+6), ..., ¢(8d—1)
18 irrational.

The purpose of the present paper is to prove results on the distribution of (provably)
irrational (or linearly independent) zeta values. For instance, given a large odd integer a,

Theorems 1.1 and 1.2 don’t exclude the possibility that 1, ((3), ¢(5), ..., ((N) are Q-
linearly independent, with N = [ingﬂ, and ((N +2), (N +4), ..., ((a) are all rational

multiples of {(3). More generally, there might exist a few small blocks of consecutive odd
integers among which one has to take the integers s < a so that the values ((s) make up
a basis of the Q-vector space (1.1). We prove that this cannot happen, as the following
result shows.

Theorem 1.3. Lete >0, anda > d > 1 be such that 0 < e < 1/20 and a > e 12/¢d. Then

there exist odd integers oy, ..., on between d and a, with N = [1i1;§2 log(a/d)], such that:
e 1,((01), ..., C(on) are linearly independent over the rationals.

e For any i # j, we have |o; — o;| > d.

Taking d = a° in this result, we obtain Theorem 1.1 with two additional properties:
linearly independent zeta values with distance at least a® from one another, and an explicit
value a(e) such that the conclusion of Theorem 1.1 holds for any a > a(e). The latter could
have been derived from Ball-Rivoal’s proof ([2], [11]), whereas the former is the central new
result of the present paper.

Coming back to arbitrary values of d, one may weaken the conclusion |o; — 0;| > d of
Theorem 1.3 to 0; > d, discarding at most one zeta value ((o;). This yields the following
corollary, in which for simplicity we omit the explicit relations of Theorem 1.3 on ¢, d, a.

Corollary 1.4. Lete > 0. Leta > 3 and d > 1 be odd integers such that a/d is sufficiently
large (in terms of ). Then

(1 —¢)log(a/d)

dimg Spang(¢(d), ((d +2),¢(d +4),...,¢(a)) = 1+ log2

Moving now to bounded values of a, Ball and Rivoal have proved ([2], [11]) that (1.1)
has dimension at least 3 for a = 169. This numerical value has been improved to 145 by
Zudilin [12], and to 139 in [5]. We obtain the following result in the spirit of Theorem 1.2
and Corollary 1.4.

Theorem 1.5. For any odd integer d > 1 there exist odd integers oy, 09 with
d+2 <o, <oy, <1514, oy >014+6-10754,

such that 1, ((o1) and ((o2) are Q-linearly independent.
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This result is new for any d > 3, even if o5 > 07 + 6 - 10794 is replaced with oy > 0.
The numerical value 151 (instead of 145 or 139) comes from the fact that some estimates
are slightly worse when d is large than for d = 1.

Now let us move from linear independence to irrationality of zeta values. Ball-Rivoal’s
theorem yields an increasing sequence (u;);>; of odd integers such that ((u;) ¢ Q for any

17, and lim sup ui/ P < 2e; for instance it is enough to denote by w; the i-th odd integer

s > 3 such that ((s) € Q. The existence of such a sequence with lim ulw = 2e can be
deduced from Corollary 1.4 (by following the proof of Corollary 1.6 below). Actually, using
Theorem 1.3 we obtain the following result, in which the odd integers u; are quite distant
from one another.

Corollary 1.6. Let ¢ be a positive real number such that ¢ < 1/20; put n = e'%/¢. Then
there exists an increasing sequence (u;);>1 of odd integers, depending only on e, with the
following properties:

e Foranyi>1, ((u;) is an irrational number.
e Foranyi>1, we have w1 /u; > 1+ .

e For any i > 1, we have n(2e)+) < u; < n=1(2¢)(1+9)7,

e For any a > 1n~Y° we have sy < a, where N is the integer part of *252 loga.

1
1+log

The point here is that the lower bound w;,; > (1 + n)u; is much stronger than the one
of Theorem 1.3, namely u; 1 > u; +d where d has to be comparable to log a (and therefore
to logu;, at least for most values of i) in order to keep a proportion of irrational zeta
values as large as in Ball-Rivoal’s result. Note that in this respect, Corollary 1.6 refines
on Ball-Rivoal’s theorem, Theorem 1.3 and Corollary 1.4, if in these statements the linear
independence with 1 is replaced with irrationality.

If we imagine that only [&;22 log a] odd integers s < a are such that ((s) € @, then
(up to a few exceptions) these are the odd integers uy, . .., uy of Corollary 1.6; in particular

they are rather well distributed.

To conclude this introduction we mention the following result, analogous to the one of
[8] concerning the numbers \g((s) + A15((s + 1) (see also Théoreme 2 of [4]).

Theorem 1.7. Let €, a, d be as in Theorem 1.3. Let \q, ..., Aq be real numbers, not all
zero. Then the real numbers

Aog(s)+)\1( Sgl )C(s+2)+)\2< SZ?’ )C(s+4)+...+kd< ‘Hgg_ ! )C(s—l—Qd), (1.2)

for odd integers s between d and a, span a Q-vector space of dimension at least [1il:)§2 log(a/d)].



Corollary 1.8. Let d > 1 and )\, ..., g be real numbers, not all zero. Then the number
(1.2) is irrational for infinitely many odd integers s.

The proofs of the results stated in this introduction rely on a classical construction of
linear forms in zeta values, namely

(1.3)

— 47! ((k —2rn)3,,(k +2n + 1)8m)
1 der-t (k)31

for suitable parameters a, b, r, n (see §3.2 for details). These are linear forms small
at several points, and the generalization to vectors [3] of Nesterenko’s linear independence
criterion [10] enables one to deduce a lower bound on the rank of a family of vectors of which
the coordinates involve zeta values; this lower bound is our main Diophantine result, stated
as Theorem 3.1 in §3.1. We would like to outline three main tools used in implementing
this strategy, which seem to be new in this context and may be of independent interest:

e A general result from linear algebra, namely Proposition 4.1 in §4.1, enables one to
deduce the linear independence of zeta values well apart from one another from the
lower bound of Theorem 3.1. This proposition could be used in any other context
where the generalization to vectors [3] of Nesterenko’s linear independence criterion
is applied, since it is completely independent from any specific property of Riemann
zeta function.

e [t turns out that for 1 < g < b — 2, the asymptotic behavior as n — oo of the
linear forms (1.3) does not depend on . Since the linear independence criterion
requires linear forms with pairwise distinct asymptotics, we consider suitable linear
combinations of the linear forms (1.3).

e When applying the saddle point method, as Zudilin did in this context, we have to
check that we don’t take the real part of a quantity of which the argument tends to
7/2 mod 7 (otherwise we obtain only an upper bound on the upper limit, which is not
sufficient to apply the criterion). This is usually done by numerical computations, but
we cannot do it here because the parameters vary. Therefore we allow the parameter
r to be a rational number, and prove that this argument tends to 7/2 mod 7 only for
finitely many values of r (namely zeroes of an analytic function). By right-continuity,
the output of this method is the same as if this problem had never occurred. We
believe this trick could be applied to other situations where the same problem arises.

The structure of this text is as follows. We recall in §2 the linear independence criterion,
and state in §3.1 our main Diophantine result. Sections 3.2 to 3.6 are devoted to its proof,
starting with a sketch and concluding with the details. At last we deduce in §4 the results
stated in this introduction, starting in §4.1 with the above-mentioned general proposition
of linear algebra.



2 The linear independence criterion

Our results are based upon the following criterion, in which R? is endowed with its canonical
scalar product and the corresponding norm.

Theorem 2.1. Let 1 <k <p—1, andey,..., e, € RP.
Let 1 > ... > 1, > 0 be real numbers.
Let wi, ..., wk, @1, .., ¢ be real numbers such that p; # 5 mod 7 for any j.
Let (Qn)n>1 be an increasing sequence of positive integers, such that Qn41 = 1+oa/m)
For anyn > 1, let L, = 1,X1 + ...+ 0,,X, be a linear form on RP, with integer

coefficients ; , such that, as n — 0o:
|Ln(e)]| = QW] cos(nw; + ¢;) + o(1)| for any j € {1,...,k}, (2.1)

and

| < Oite(l)
max lin] <Q,

Let M € Maty ,(R) be the matriz of which ey,... e, € RP are the rows; denote by
Cy,....C, € R* its columns. Then

tko(Ch,...,Cp) > k+T+T+ ...+ 7%
where tko(Cy, . .., C,) is the rank of the family (Cy,...,C,) in R* seen as a Q-vector space.

This result is proved in [3], with a little difference: instead of ¢; # 7 mod 7 for any j,
it is assumed that there exist infinitely many integers n such that, for any j € {1,...,k},
nwj + p; # 5 mod m. However the former assumption implies the latter. Indeed, let J be
the set of all j € {1,...,k} such that w;/m € Q. Let d be a common denominator of the
numbers w; /7, j € J; if J =0 we let d = 1. If n is a multiple of d then nw; + ¢; = ¢; #
7 mod 7 for any j € J. Moreover for each j € {1,...,k}\ J there is at most one integer n
for which nw; + ¢; = 5 mod 7. Therefore there exist infinitely many integers n such that,
for any j € {1,...,k}, nw; +¢; # § mod .

Remark 2.2. In the proof of Theorem 1.5 we shall use the following refinement (see
Corollary 1 of [3]). Under the assumptions of Theorem 2.1, let m : R — R* be a surjective
R-linear map, with t > 1. Then

I‘k@(ﬂ'(Cl),...,ﬂ'(Cp)) >t + Ter1-t + Thgot + ...+ Tk

where tko(m(CY),...,7(Cy)) is the rank of the family (7(Ch),...,m(Cy)) in R" seen as a
Q-vector space.



3 The main Diophantine result

In this section we state (in §3.1) and then prove our main Diophantine result, of which all
results stated in the introduction will follow. We sketch the proof in §3.2, and give details
in §3.6. In the meantime, we recall Zudilin’s results on the saddle point method (§3.4) and
make two important steps: the construction of an invertible matrix (§3.3), and the proof
that only finitely many values of the parameter r lead to an imaginary main part when
applying the saddle point method (§3.5).

3.1 Statement of the result

Eventhough its conclusion is more involved than the ones of the results stated in the
introduction, the following theorem is the real Diophantine output of our proof; we refer to
6], [7] and [9] for results of the same flavour, but providing (under very strict assumptions)
the linear independence of the whole set of vectors under consideration.

Theorem 3.1. Let a and b be positive odd integers such that b divides a and a > 9b.
Consider the following vectors in RO+1/2;

¢(3) ¢(5) ¢(a)

(5)¢(5) (2)¢(7) (“3)¢(a+2)

v = (Z)C(7) , Vg = (Z)C<9) ,...,U(a,l)/Q = (GZS)C<G’+4)
()b +2) (5)¢(b+4) (“T°7*)C(a+b—1)
and denote by (u1, ..., Uwpy1)/2) the canonical basis of ROTD/2 - Then in ROHD/2 seen as a Q-
vector space, the family of vectors (uy, U, ..., Upi1)/2, V15 V2, - - - V(a—1)/2) has Tank greater

than or equal to
b+1 ( log a4
sup (1 — 7) 3.1

2 relfb log Qr,a,b ( )

where I,y is the set of all real numbers r > 1 such that gbr log(4r + 3) < a,

62(a+b*1)22b(7’+1) 62(a+b71)22(a72b[r])(2r + 1)2b(2r+1)
Qr g b = — and Qr,a,b = ;
r2(a—2br) {T}4b{r} (2{7«})4b{r}

here [r] and {r} denote the integer and fractional parts of r, respectively.

If r is an integer then {r} = 0; in this case the factors {r}*{"} and (2{r})*{"} disappear
since they are equal to 1.

Since a > 9b we have I,;, # 0. However, if a < 9b then a < 7b so that I, = 0. Of
course Theorem 3.1 is interesting when «,,;, < 1 for some r € R,;, but it holds also
otherwise.



Remark 3.2. In the proof of Theorem 1.5 we shall use the following refinement of The-
orem 8.1, which comes from Remark 2.2. Let m : ROtD/2 5 R be a surjective R-linear
map, witht € {1,...,(b+1)/2}. Then in R" seen as a Q-vector space, the family of vectors
m(ur), m(ug), ..., T(Upt1y/2), T(v1), T(v2), ..., T(V@-1)/2) has rank greater than or equal

to )
0g Oy g b
t sup <1 — 7)
r€lqp log Qr,a,b

This is specially interesting when m is defined over Q, because in this case the Q-vector
space spanned by mw(uy), m(u2), ..., T(ups1y2) is Q', so that we obtain

1 r,a
rko(uy, uy, ... up, w(vr), m(v2), . .., T(V(a—1)/2)) =t sup (1 — ;)g;#)’
r&lgp 0og Qr,a,b

where (uy,...,u;) is the canonical basis of R'. The most interesting example of this sit-
uation is when w is projection on the last t coordinates; this is the one used in the proof
of Theorem 1.5 (see §4.4). It allows one to get rid of ((3), ((5), ..., ((b+ 2 —2t) in the
entries of the vectors v;’s.

Remark 3.3. If a/b is sufficiently large with respect to some € > 0, then the lower bound

(3.1) is greater than or equal to %14}1;22 log(a/b) (see the proof of Theorem 1.3 in §4.2).

The result deduced in this way from Theorem 3.1 is new even when a — oo and b is fized

(already when b = 3).

3.2 Overview of the proof

In this section we construct the linear forms used in the proof of Theorem 3.1, and summa-
rize their properties. Some of them follow from results in the literature, or can be proved
easily; the other ones will be proved below.

Let a, b, n be positive integers, and r > 0 be a rational number, such that a and b are
odd, rn is an integer, and 2br < a. We denote by & = {1,3,5,...,b} the set of all odd
integers § between 1 and b, and for any € £ we let

(2n )la—20lr] = A (= (2r+Dn)s, (1),

Ion = (8 — DI{r}n)1% Z des- 1( (t —n)%,1 )

(3.2)

where the derivative is taken at ¢. As usual we denote by [r] and {r} the integer and
fractional parts of r respectively, and Pochhammer’s symbol is defined by («), = a(a +
1)...(a+k—1). Letting k =t — n, we have obviously

P 020 L A N ((k—2m>2m(k+2n+1>2m)
(B = DIR{rin) 1 & P (k)31 ’




where the sum actually starts at &k = 2rn + 1. It is not difficult to prove that

Iﬁ,n = gﬁ,n"“f?),n( gi_ 1 )<(6+2)+£5,n( g i_ i) )§(6+4)+ : -+€a,n< ﬁ gﬁ; 2 )§(6+GJ—1)

with rational numbers Z@n and ¢;,, (for odd integers 8 and ¢ such that 1 < g < b and
3 < i < a). Moreover d5~! is a common denominator of these rational numbers, where
dy, is the least common multiple of 1, 2, ..., k. Recall (for ulterior use) that dj, = eF+o*)
as k — 0o, an equivalent form of the Prime Number Theorem.

We shall also need an upper bound on the coefficients of the linear forms Iz ,, namely

22(a—2b[r])(2,~ + 1)2b(2r+1) n+o(n)
(2{r})®t

as n — oo with rm € Z. This can be proved easily along the same lines as Proposi-
tion 3.1 of [12], where r is assumed to be a positive integer. The denominator(2{r}n)!* in
Eq. (3.2) is responsible for the factor (2{r})*{"} since if {r} # 0 Stirling’s formula yields
{r}n)V" ~ (2{r})?}H(n/e)*"t. Of course {r} = 0 if r is an integer, and (2{r})%{"}
should be understood as 1 in this case; then we have also (2{r}n)!?* = 1 so that this factor
disappears in Eq. (3.2).

max <m§ux|gg7n\,max|£i,n\> < [ (3.3)

Theorem 2.1 almost applies to this setting (see §3.6); the difficulties come from the
asymptotic estimates of the linear forms Iz,. To begin with, Is3,, Is,, ..., I, have
essentially the same size as n — oo (see the end of §3.3 below), so that the assumption
that 7y, ..., 7, are pairwise distinct is not satisfied (unless b < 3). Indeed, I3, can
be estimated asymptotically in terms of complex integrals Jy, (defined just before the
statement of Lemma 3.5, in §3.4 below). Following the proof of Lemma 2.5 and Corollary
2.1 of [12] (in which only the case where r € Z and 8 = b is considered), one obtains

(2{r}n) (~1)" 2y 2"

(2n) 1B Ig, = 775_75,,1 o (1 + O(n_l)) as n — oo with rn € Z, (3.4)
where B
Ijn=-2Y c\s Re i, (3.5)
reé
and the matrix [cf\b)ﬁ] agee 1s defined in Lemma 3.4 below; here we multiply Iz, by (é%]'g){'f}b
so that the normalizing factor in Eq. (3.2) becomes % Zudilin has given, using

the saddle point method, a precise asymptotic expression for |Re Jy,| as n — oo (under
appropriate assumptions, see Lemma 3.5 below). This expression depends on A, but the
previous relations imply that /g, has the same order of magnitude for all values of
(except = 1); see the end of §3.3 for details. In the notation of Theorem 2.1, all values
of 7; (except one) would be equal, so that this criterion does not apply.



To overcome this difficulty, we prove in Lemma 3.4 that the matrix [c&b)ﬁ] A Bee 1s invert-

ible. Denoting by [d(ﬁb)/\] s.aee the inverse matrix, we consider the following linear combina-

tions of I1 4, ..., lpn:
b
Sn =D _dgrn s,
Be&

for A € £ and n > 1 such that rn € Z. Then we have

1
. . : 1/n __
Sxan = Xn Re Jy, with x,, € R such that %%1’6% In|Y" = W, (3.6)
since (2n) 2(r}
2n )= 11/n 1
lim [7] - (3.7)
ey L2{r}n)1? {r}aetry

using Stirling’s formula. Provided the saddle point method applies as in Zudilin’s paper,
it turns out that the linear forms S, have pairwise distinct asymptotic behaviors; this
would allow us to apply Theorem 2.1 and conclude the proof.

However another problem arises. Using the saddle point method, |Sy,| = |xn Re Jx |
can be written as the real part of a quantity for which a very precise asymptotic estimate
is known. However the main part of this estimate might (for some values of \) be an
imaginary complex number for any n. In this case, one can only derive an upper bound
for lim sup |S,\,n|1/ " and this is not sufficient to apply Theorem 2.1. To overcome this
difficulty, we construct in §3.5 a non-zero analytic function (depending only on a and b)
which vanishes at all rational numbers r for which this main part is imaginary for some
M. This provides a finite set R, such that lim |S) ,|'/" exists (and can be computed) as
soon as 7 € R,p, under the mild assumptions that b divides a, @ > 5b and 1 < r < a3;bl
Of course we have no way to control this set R,;: we are not even able (except if some
additional assumptions are made on a and b) to exclude the case where R, contains all
integers r between 1 and ag;bl However, since R, is a finite set and we allow r to be a
rational number, this finite number of exceptions has no influence of the result: a rational

r & Rayp can be found in any open interval contained in [1, 221].

Finally, assuming that r € R,p, r > 1 and %b’r log(4r + 3) < a we can apply Zudilin’s
results and obtain as n — oo with rn € Z:

> n+o(n)
1Sxn| = (WS’{T}) | cos(nwy + ¢a) + o(1)| for any A € &, (3.8)
with
92b(r+1) -
0<51<53<...<5bgw<1andg0,\¢§mod7rforany)\€5. (3.9)
r a—40r

This enables us to apply Theorem 2.1, and deduce Theorem 3.1.



3.3 Construction of an invertible matrix

In this section we prove that the matrix [cf\b)ﬁ] apes of Eq. (3.5) (see §3.2) is invertible.
Recall that b is an odd integer, fixed in this section, and & = {1,3,5,...,b}. Asin [12] we

let ( 1)671 g1
cotg(z) = G-1) d

cot(z),

Cos z

where cot(z) = &

2% is the cotangent function.

Lemma 3.4. There exists a unique matrix [cf\b)ﬁ])\ﬁeg such that

sin’(z) cotp(z chﬁ( Az e ) for any z and any 5 € &. (3.10)
AeE

Moreover the coefficients cg\)ﬁ are rational numbers, and this matriz is invertible.

Eq. (3.5) can be proved easily with these numbers cgf)ﬁ, by following the proof of
Lemma 2.5 and Corollary 2.1 of [12] (in which only the case where r € Z and § = b is
considered).

Proof of Lemma 3.4: Lemma 2.2 of [12] provides, for any € &, a polynomial V3(X) €
Q[X] of degree at most 3 such that

sin?(2) cotg(z) = Vi(cos 2) and Viz(—X) = —Vi(X).

We let
Wy 5(X) = (1 — X2)PR215(X) (3.11)

so that
sinb(z) cotg(z) = W g(cos 2), degWy5 < and Wy 5(—=X) = =W, 5(X).

Letting X = %(Y + Y1), the last two properties yield

Wbﬁ( V+y ) =S (v (3.12)
AEE

for uniquely defined real numbers cf\b}ﬁ, which are rational and such that Eq. (3.10) holds.
It remains to prove that the matrix [cf\b)ﬁ] A gee s invertible. If it is not then there exist

real numbers puq, s, ..., iy, not all zero, such that Zﬁes ,ugcf\b’)ﬁ =0 for any A € £. Using

Eq. (3.12) this implies )¢ 1sWs,5(X) = 0, that is

> (1= XHCIPY(X) =0,
ge&
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Considering the largest § such that pg # 0, this is a contradiction because V(1) =1 (as
Eq. (2.4) of [12] shows by induction on ). This concludes the proof of Lemma 3.4.

Let us conclude this section with a remark (which is not directly used in the proofs).
We have V;(X) = X so that deg W}, ;(X) = b and cl()bi # 0. Using Eqns. (3.4), (3.5), (3.9),
(3.7) and Lemma 3.5 below, we deduce that (under the assumptions of this lemma)

. /n _ I/n _
hinj;ip Vi o }4b{ . hm Sup Re Jyn|" =& (3.13)

so that |I;,| and |S,,| have the same asymptotic behavior (in particular Eq. (3.8) holds
also for |1} ,,|). On the other hand, for any odd 8 > 3 we have deg V3 =  — 2 (see Lemma

2.2 of [12]) so that deg W} 5(X) = b — 2 and cébg =0, cl()li)zﬁ # 0. As above, under the
assumptions of Lemma 3.5 we obtain for 5 € {3,5,...,b}:

lim sup |I5,,|"/" = 4b{ 7 hmsup IRe Jy_on|™ = €p_o.
n—>00 {r}

Since this value does not depend on f3, the linear independence criterion does not apply
directly to the linear forms corresponding to Iz, 8 € £ (except if < 3). This is why the
linear combinations S) , have been introduced in §3.2.

3.4 Application of the saddle point method

In this section we recall Zudilin’s results [12] based on the saddle point method; we try to
use the same notation. The main difference is that Zudilin assumes the parameter r to be
an integer, whereas we allow rational values of r (because R,; may contain all integers r,
see §3.2). Unless otherwise stated, the proofs of [12] generalize directly to this setting.

Let a > 3 and b > 1 be odd integers, and r be a positive real number such that 3br < a.

We assume also that
1\b 1\ a+b
(3+2) < (1+5)" (3.14)
T 2r

This assumption appears at the bottom of p. 503 of [12]. Zudilin proves (p. 504) that it
holds if 7 =1 or r > 2. In the proof of Theorem 3.1 we shall use the fact that Eq. (3.14)
holds for any r € (0, 7] if 50 < a. Indeed this follows from Zudilin’s proof if » > 2, and for

any r € (0,2] we have
1\b 1 \6b 1 \a+b
(3+2) < (1+5) <(1+5)
r 2r 2r

since the polynomial (2X + 1)% — 26X3(3X + 1) takes only positive values on (0, 2].

Let us consider the complex plane with cuts along the rays (—oo, 1] and [2r + 1, +00);
for 7 € (2r + 1, +00), we denote by 7 + i0 the corresponding point on the upper bank of
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the cut [2r +1,400). We let for 7 € C\ ((—o0, 1] U [2r 4+ 1, +00)):

f(r)y=b(r+2r+1)log(r+2r+1)+b2r+1—r7)log(2r+1—r7)
+(a+b)(t —1)log(r — 1) — (a + b)(7 + 1) log(T + 1) 4+ 2(a — 2br) log(2). (3.15)

In this formula all logarithms are evaluated at positive real numbers if 7 belongs to the
real interval (1,2r 4 1), and we choose the determinations so that all of them take real
values in this case.

The complex roots of the polynomial
QX)) =X +2r+1)"(X —1)*"" — (X —2r — 1)’(X +1)**" € Q[X] (3.16)

are localized in Lemma 2.7 of [12]. They are all simple; exactly one of them, denoted by p,
belongs to the real interval (2r4-1, +00). There are also exactly (b—1)/2 roots in the domain
Rez > 0, Imz > 0; we denote them by o, 03, 05, ..., 0p_2 With Rep; < ... < Regy_»
since these real parts are pairwise distinct. For convenience we let g, = 1 + ¢0, and recall
that Re gp_o < Re gp; we shall also use the fact that f'(g)) = Aim for any A € €. Of course
the polynomial @) and the roots g, (for A € £) depend on a, b, and r but not on n.

For 7 € C\ ((—o0, 1] U [2r 4+ 1, +00)) we let also

fo(r) = f(r) = 7f(7).

Since log(2r + 1 — (7 +0)) = log(t — (2r + 1)) — i with 7 — (2r + 1) > 0, we have for
7€ (2r+1,+00):

f(r+i0) =b(r +2r+1)log(t +2r +1)+b(2r +1—7)log(r — 2r — 1)
+a+b)(r—1)log(t — 1) = (a+ b)(7 + 1) log(T + 1) + 2(a — 2br) log(2) — b(2r + 1 — 7)ix.

This function of 7 € (2r+ 1, +00) is increasing on (2r + 1, i), assumes a maximal value at
T = p1, and is decreasing on (u1, +00) (see Eq. (2.34) and Corollary 2.2 of [12]). Following
the second proof of Lemma 3 in [2], we obtain:

((2{7’}71)!21’

1 | |
i~ tog (*i5, ity [I1al) = Ref (1 +0) = Refo(p + i0) (3.17)

n—oo N,

22b(r+1)

since f'(p1 +10) = bim € iR; this estimate will be used below to prove that &, < So—5
(see Eq. (3.25)). The main difference with the proof of [2] is the term 2(a — 2br)log2 in
(3.15), which comes from the fact that the integer denoted here by n is actually 2n with
the notation of [2]; this has an effect because of the normalization factor (2n)!*=2"" that
occurs in %Ilm-

By applying the saddle point method, Zudilin proves the following result, where the
roots 01, 03, ..., 0 of @ are defined above, g is defined on the cut plane C\ ((—o0, 1] U
2r 4+ 1, +00)) by

(r+2r+1)¥2(2r +1—7)%/2
9(r) = (r + 1)@02(r — D)@z
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and for A € £ and € R with 1 < < 2r + 1 we let
1 ptioo

~ 2

J)\,n en(f(’r)—)\’iﬂ’T)g(T)dT.

H—100

Lemma 3.5. Assume that a > 3 and b > 1 are odd integers, and r > 0 is a real number
such that 3br < a and Eq. (3.14) holds. Assume also that

. (br(r+1) r(r+1)
<o +1 ( , ) 3.18
e TP S Ty (3.18)
Let N € £. Put
1
ex=expRefo(er), wr=Imfoler), and ¢r=-—7arg f"(0x) +arg g(o),

and assume that -

either oy # B mod 7 or wy #Z 0 mod 7. (3.19)

Then we have, as n — oo,
IRe Jy | = &3 | cos(nwy + ¢a) + o(1)].

In this lemma, for A\ = b we have g, = p; + 40 so that fo(es) = fo(pn +:0) € R and
wy € 7Z, which is consistant with Eq. (3.17) and shows that in Eq. (3.13) both upper
limits are actually limits.

3.5 Finiteness of the exceptional values of r

In this section we prove the following result, which will enable us to choose the parameter
r in such a way that Lemma 3.5 applies and provides an asymptotic estimate for |Re J ,|.
We keep the notation of §3.4.

Lemma 3.6. Let a and b be positive odd integers such that b divides a and a > 5b. Then
there exists a finite set Ry, depending only on a and b, with the following property: for any

real number r such that 1 < r < ag;bl and r & Rap, we have for any A € € ={1,3,...,b}:

1 T
—5 I8 1" (0x) +argg(oy) # B mod 7. (3.20)

In the notation of Lemma 3.5, the conclusion of Lemma 3.6 is ¢y # § mod , so that
assumption (3.19) holds.

Proof of Lemma 3.6: Let a,b > 1 be odd integers such that b divides a and a > 5b. As
noticed at the beginning of §3.4, Eq. (3.14) holds for any real number r with 0 < r < £, so
that Zudilin’s results [12] recalled in §3.4 apply. For any odd integer A such that —b < A <b
we consider the following polynomial:

Gra(X)=(X+2r+1)(X — 1)%+1 — 6)\”/17(27« +1-X)(X + 1)%4-1'

13



Since b is odd and the b-th roots of —1 are the complex numbers e/ for odd integers
A such that —b < A < b, we have the following factorization of the polynomial defined in
Eq. (3.16):

—b<A<b
X odd

accordingly G, »(X) divides Q(X) for any A\. We shall use the fact that for 7 € C\
((—o0, 1] U [2r + 1, +00)),

1
G,A(7) = 0 if, and only if, exp(gf’(T)) = exp(\im/b);
this follows from the formula
(7)) =blog(t +2r +1) —blog(2r + 1 — 7) + (a + b) log(r — 1) — (a + b) log(T + 1)

(see [12], Eq. (2.23)).

Now let us fix A € £\ {b} = {1,3,5,...,b—2}. Then we have f'(p)) = \im so that o,
is a root of G,.,(X). Moreover p, is the only root of G, ,(X) with a positive real part (see
Lemma 2.7 of [12]), and G, ,(X) has only simple roots (because this property holds for
Q(X)). Therefore when A € £\ {b} is fixed, g, is an algebraic function of r with no branch
point in (0, 5] it is a real-analytic function of 7 on (0, 5]. Eventhough we consider gy as
a function of r, we shall continue (for simplicity) to omit this dependence in the notation.

Now we let
g9(0x)? |f"(0))]
lg(en)* f"(0x)
for any real number 7 such that 0 < r < 5. This function is well-defined because g(ox)
and f”(ox) are non-zero (see [12], p. 512), and it is real-analytic on the real interval (0, £;).
Let us compute its limit as r — 0.

We have |gy — 2r — 1| < |1 — 2r — 1| < 2r using assumption (3.14) (see [12], p. 503),
so that lim, 0 oy = 1. Let us write u = o(v) whenever u and v are functions of r such that
lim, ,ou/v = 0, and u ~ v when u = v + 0(v); here the parameters a, b and \ are fixed.
Then we have o) + 1 ~ 2 and o), + 2r + 1 ~ 2, so that taking equivalents in the relation

Gra(0y) = 0 yields

‘;[/)\(7’) =

(on — 1)5T ~ 2020 (20 11 — py). (3.21)

This implies 2r — (o — 1) = o(g) — 1) so that gy — 1 ~ 2r. Plugging this equivalence into
Eq. (3.21) yields |
2r+1— o\ ~ 9~ Nim/byg+1
so that
on = 1421 — 2e7 /by +l (it

This enables us to compute the following limit as r — 0:

(Q)\ + o + 1)1)(27, + 1 — Q)\)b 22b€—>\i7r,ra+b _ _2—2a

2 _ ~ —
Q(QA) - (g,\ + 1)a+b<g)\ _ 1)a+b 22(a+b) pa+b
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since A is an odd integer, so that lim, % = —1. In the same way the quantities

(on—1)7 (ox + 1)t and (on +2r + 1) can all be written as o((ox — 2r — 1)71); since

b b a+b a+b

"

_ + + — 3.22
ey = i " i "1 atl (3.22)

(see at the end of the proof of Lemma 2.9 of [12]), we have

b b a
" ~ ~ pNim/b — 31
ROVl v pupiat LA
so that lim,_,o ‘;;;Eii;' = ¢~ N7/b Finally we have

lim Wy (r) = —e M/ £ 1. (3.23)

r—0

Now for any A € £\ {b} we let R,y be the set of all 7 € [1, %] such that ¥,(r) = —1.
If Rap. is infinite for some A then W, + 1 has non-isolated zeros in the segment [1, ag;bl]
this analytic function of r is identically zero on the real interval (0,z7). This implies
lim, o ¥5(r) = —1, in contradiction with Eq. (3.23). Therefore R, is a finite set. Let
R be the union of these finite sets, as A ranges through £\ {b}. Then for any A € £\ {b}
and any r € [1, %3]\ Ry, we have W) (1) # —1 so that arg g(ox)* —arg f”(0x) # 7 mod 2.
Eq. (3.20) follows for A € £\ {b}. For A = b we have g, = i1 + 0 so that arg g(gy) = ==
and f”(gp) is a negative real number (see Eq. (3.22)). Therefore ¢, = 0 mod 7 since b is
odd: Eq. (3.20) holds also for A = b. This concludes the proof of Lemma 3.6.

3.6 End of the proof of Theorem 3.1

In this section we complete the proof of Theorem 3.1 and Remark 3.2. Let a > 3 and b > 1
be odd integers such that b divides @ and a > 9b. We put k = (b+ 1)/2 and consider the
k following vectors in R(*+0)/2;

e1 = (1,0,0,...,0, ¢(3), ¢(5), .y ((a)
ez = (0,1,0,...,0, 2)¢(5), (2;4(7), Eagl)g(am))
es= (0,0,1,...,0, 2)@“(7), (i ¢(9), “13)§(a+4))

e = (0,0,0,...,1, (2*1)¢b+2), (CEHCB+4), ..., (127 C¢(a+b-1)).

Let r be a rational number such that r > 1, gbr log(4r 4+ 3) < a, and r € R, (where R,
is the finite set constructed in Lemma 3.6). Such a rational number exists since a > 9b
and R, is finite. We keep the notation of §3.2, and use the results recalled there.

We denote by X1, X3, ..., X3, Y, Vs, ..., Y, the coordinates on R(@t)/2 and consider,
for any n > 1 such that rn € Z, the linear form

Ln = dg;:bil (Zl,nXI + Z?;,nXB + ...+ Zb,n)(b + gB,an?; + 65,11}/:5 + ...+ ga,nYa)
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so that

Ln(e;) = d5t o 1, for any j € {1,..., Kk},
that is Ly (es11y/2) = dsi’ I, for any 8 € € = {1,3,...,b}. Using the matrix [d(ﬁb’))\]@,\eg
(which is the inverse of [c(;j)ﬁ])\ﬁeg, see §83.2 and 3.3), we let

)\+1/2—Zd6>\71' 5+1)/2€]R( /2 for any A € &,
Be&
so that
Lu(€iriny2) = d3tt=18y,, for any \ € £ (3.24)
by definition of Sy, (see §3.2). To obtain an asymptotic estimate for Ly (e[, ), it is
enough (using Eq. (3.6)) to apply Lemma 3.5. Let us check the assumptions of this lemma,
starting with Eq. (3.18).

Since the map x +— 1°g’“" is decreasing on the interval [e, +00) and 42 > £ > 21og 7 > ¢,

br — 2
we have —10g(a_+b) log(a+b) < %;;gn“b—tb. On the other hand, since m < % we
have
b 1 b -1 1 —20
1 (1 7)—1 (1 - ><— < )
o8 +2(a+b) o8 +T+2(a+b) - 7‘1+ + = 41r

(a+b)

Therefore we have

blog(4’r—|—2+ab—lb)+(a+b)[log(1+2(aib>>—log<1+%+2<aib)>]—blog(aziib)
<a+b(g_@ 21log(3 log7)><0
- r \9 41 9log7

so that

Q(2r+1+ab—£b> = (2r)a+b[(4r+2+alz':b>b(1+2(ab+ b)>a+b_<azib>b<1+%+2(ab+ b)>a+b] 0.

where @ is the polynomial defined in Eq. (3.16). Since Q(2r 4+ 1) > 0 and g, is the only
root of () in the real interval (2r 4 1, +00), we obtain

br(r+1) <or4l4 r(r+1)

br
<1t 2 <1y VT RN
TP 3(2r + 1)

since 6br < a. Therefore Eq. (3.18) holds.

Moreover Lemma 3.6 yields ¢y # 7 mod 7, so that assumption (3.19) holds. As noticed
at the beginning of §3.4, Eq. (3.14) holds since a > 5b. Therefore Lemma 3.5 applies, and
provides real numbers ¢, wy and ¢,. The asymptotic estimate (3.8) is an immediate
consequence of Eq. (3.6). The inequalities

92b(r+1)

I<ei<e3<...<g < (325)

y2(a—2br)
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are a consequence of Lemma 2.10 of [12], except for the last one that we prove now, following
the second proof of Lemme 3 of [2]. Since k+ (2r+1)n < 2147k for any k > 2rn, we have

(Qn)!a—Qbr (k - QTTL)grn(k’ + 2n + 1)l2)rn < (Qn)Qn(a—Qbr) kzbrn(21+1/rk)2brn
(k: + 1)gn k2an
_ 2_” QN(a_Qbr)Q%rn(lJrl/r) < w n
- \k 2(a—2br)

This yields
(2{r}n)1>

(2n)120{r} [T1n| < |:7,2(a72br

a

22b(r+1) n T 1
)

k=2rn+1

92b(r+1)

so that &, < S5 (using Eq. (3.17) and the fact that g, = exp Re fo(u1 +10)).

We are now in position to apply the linear independence criterion, namely Theorem

2.1. We let
_ log<62(a+b—1)8)\{7,}—4b{r})

Ranin 10g Qra
for any A € £, and Eq. (3.25) yields
lOg Qra.b

>Ty >0 > T > —— . 3.26
o "= T l0g Qra (320
Now let § denote the denominator of the rational number r, and @Q),, = i,rc:b for any n > 1.
Then Theorem 2.1 applies to the linear forms Ls,, n > 1, at the points €}, ..., e}, using
(among others) Eqns. (3.3), (3.24) and (3.6), and Lemmas 3.5 and 3.6. The columns
Ch, ..., Clayv) 2 are exactly the vectors denoted by ui, ..., u@ps1)/2, V1, -, V@a—1)/2 in The-

orem 3.1. Using Eq. (3.26) we obtain in this way the lower bound (3.1) for r & R, ; since
Rap is a finite set, the supremum is the same by right-continuity. This concludes the proof
of Theorem 3.1; Remark 3.2 can be proved in the same way, using Remark 2.2 stated after
Theorem 2.1.

4 Proof of the Diophantine consequences

In this section we deduce from Theorem 3.1 all results stated in the introduction; the main
tool is a result coming from linear algebra, stated and proved in §4.1.

4.1 A linear algebra result

We state in this section one of the main tools in the proof of the results stated in the
introduction. It enables one to deduce from a lower bound on the rank of a family of
vectors (vy,...,vn), such as the one provided by Theorem 3.1, the existence of linearly
independent entries of the vectors v; which are not too close from one another. We state
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it in a general form, dealing with any vector space E on a field K. We shall apply it with
E =R/Q and K = @Q: real numbers have linearly independent images in R/Q if, and only
if, together with 1 they are Q-linearly independent in R. We hope this result can be used
in other contexts (not involving Riemann zeta function), to take advantage of the lower
bound provided by the linear independence criterion.

To state the result, we fix £ > 1, N > 1, and we let [A; j]i<i<k1<j<n be a k x N matrix
with entries in K and £ : [1, N +k — 1] — E be a map. We consider the following vectors
in the K-vector space E*:

Aié(1) A126(2) A NE(N)
o — A21€(2) vy — A2,2€(3) oy — A2, NE(N 1)
Neré () Nesf(k + 1) NewE(N + k= 1)

Proposition 4.1. Let 6 > 0 and p,q > 0 be such that
rkK<U17 s 7UN> > (k + 45)(]7 +q— 1)

Then for any my,...,my € [1, N + k — 1] there exist ny,...,n, € [1, N + k — 1] with the
following properties:

o {(n1), ..., &(ny) are K-linearly independent.

o Foranyi,je{l,...,p} withi# j, |n;, —n;| > 6.

o Foranyie {l,...,p} and any j € {1,...,q}, |ni —m;| > 6.

The integer ¢ plays a crucial role in the proof of this proposition, but in this paper we
apply it only with ¢ = 0.

With 6 = 0, Proposition 4.1 can be proved easily. Indeed, let L denote the set of
indices ¢ such that some {(m;), 1 < j < ¢, appears in an entry of v;; then L = [1, N] N
Uj_i[m; — k +1,m;] so that Card L < kq. Therefore the family (v¢)sgr, has rank greater
than k(p—1). Now letting F' denote the K-subspace of E generated by the numbers £(n) for
n € [1, N+k—1]\{my,...,m,}, we have v, € F* for any ¢ ¢ L so that dim(F*) > k(p—1)
and dim I’ > p. This concludes the proof of Proposition 4.1 in this case.

To prove Proposition 4.1 when 6 > 0, we apply p times the following result, with
R; = max(1,m; — d) and S; = min(N + k — 1,m; +9).
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Lemma 4.2. Let 6 > 1 and p,q > 0 be such that

tkx (v, ..., on) > (kK +40)(p + q).
Let Ry,...,R;,S1,...,8 € [L,N + k — 1] be such that R; < S; < Rj + 40 for any
je{l,...,q}, and put

N=[L,N+k—-1]\ LqJ[[Rj,Sj]].

j=1
Letny,...,n, € N be such that {(ny), ..., (n,) are K-linearly independent and |n;—n;| >
o foranyi,j € {1,...,p} withi# j. Then there exist ny,...,n,, , € N such that:

o {(nY), ..., &(ny,yy) are K-linearly independent.

e Foranyi,j€{l,...,p+ 1} withi# j, |nj—nj| >0.

e Spang (§(n1), ..., §(ny)) C Spang(§(n}), ..., (1))
Proof of Lemma 4.2: We let

N/:[[1,N+k—1]]\LqJ[[Rj—k+1,Sj]]

Jj=1

and argue by induction on p. If p = 0, the assumption rk(vy,...,vy) > (k + 460)q yields
rk{v,,n € [1, NN N"} > 0 since

Card([1, NN N") < zq:(Sj —Rj+ k) < (k+49)q. (4.1)

J=1

Therefore v, # 0 for some n € [1, N NN’; there exists n} € [n,n+k — 1] C N such that
&(n}) # 0. This concludes the proof of Lemma 4.2 if p = 0.

Assume this lemma holds for any p’ < p — 1, with p > 1, and let us prove it for p.
Consider the vector subspace F' of E generated by the elements £(n), for n € A such that
|n —n;| > § for any ¢ € {1,...,p}. If F'is not contained in Span({(n,),...,&(n,)), we

take n} = ny, ..., n;, = n, and there exists n,,; € N such that |n/,, —n;| > J for any
i€{l,...,p}and {(n,,,) € Span({(ny), ..., &(ny,)); the lemma follows at once in this case.
Therefore we assume from now on that F' C Span(&(nq),...,&(n,)).

Now we have rk(vy,...,vn) > (k+40)(p + q) so that Eq. (4.1) yields

tk{v,,n € [1, NJNN"} > (k + 40)p > kp = dimg (Span(é(nl), o ,§(np)))k.

Therefore v,, & <Span(§(n1), e ,f(np)))lC for some n € [1, NJNN": there exists s € [n,n+
k — 1] C N such that £(s) & Span(&(n4),...,&(ny)). Since F C Span(€(ny),...,&(n,)) we
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have £(s) & F so that |s —n;| < 0 for some i € {1,...,p}, by definition of F'. Since n4, ...,
n, play symmetric roles we may assume that ¢ = 1. Let us distinguish between two cases.

e To begin with, let us consider the case where |s —n;| > ¢ for any i € {2,...,p}; in
particular this holds if p = 1. Then we let R,y = min(s,n;)—3d and S,41 = max(s,ny)+46
so that no,...,n, & [Ry+1,S¢+1]. Therefore Lemma 4.2 applies with Ry, ..., Ry, S1,

-5 Sgt1, and ng, ..., n,. This provides integers nj, ..., nj, nj, ., such that:

(a) nh,...,np,m 0 € N\ [Ryqr, Sl

(b) &(ny),...,&(n,), &(ny,, ) are K-linearly independent,
(c) Forany 4,7 € {2,...,p+ 1} with i # j, [n] —n}| > 9,
(d)

Span(§(na), - .-, £(np)) C Span((ny), ..., £(n;,),&(ng,44)).
Now £(ny),...,&(n,), £(n;,, ) are p linearly independent vectors thanks to (b), and §(ny),

, &(ny), €(s) arepp + 1 linearly independent vectors by construction of s. Therefore one
can find n} € {ni,...,n,, s} such that £(ny), ..., §(ny), (ny,,1), {(n}) are p + 1 linearly
independent vectors. Assertion (d) above implies n} & {ns,...,n,}, so that n{ = n; or
n} = s; if possible we choose nj = n;. Let us check the conclusions of Lemma 4.2 with
Ny My

Assertion (a) and the construction of s yields n},...,n,,; € N;and {(n}), ..., {(n;, ;)

are K-linearly independent by definition of n}. Given 7,5 € {1,...,p+ 1} with ¢ # j, we
have |n} —n’| > d: this follows from assertion (c) if 4,7 > 2, and from (a) if i =1 or j =1
(by definition of R,y and S,41, since n} € {nq,s}). At last, assertion (d) yields

Span(§(na), - .- §(np)) C Span(&§(na),€(ny), - .- §(ny), (n41))-

This concludes the proof of Lemma 4.2 if n} = ny. Otherwise, namely if n} = s, we have
assumed that choosing n} = n; was not possible so that {(ny), ..., £(n,,), £(n1) are
linearly dependent. Using assertion (b) this implies {(n;) € Span(§(n5),...,&(n,,,)) so
that assertion (d) yields

Span(§(na), .-, €(np)) C Span(§(ny), .., £(1,41)) C Span(£(n1),€(n5), -, €(1y,44))-

This concludes the proof of Lemma 4.2 in the first case.

e Let us move now to the second case: assume there exists ¢ € {2,...,p} such that
|s — n;| < 0. We may assume that ¢ = 2 has this property. Exchanging n; and ny if
necessary, we may also assume that n; < ns; since ny — nq > § this implies n; < s < no.
We let R,p1 = ny — 3 and Sy41 = no + 0, so that ng,...,n, & [Ry41,S4+1] (because
ny —np < |s—mng| + |s —na| < 26 so that no integer n € [Ry41,5,+1] satisfies both

In —ny| > and |n — ng| > §). Therefore Lemma 4.2 applies with Ry, ..., Ry41, St -- .,
Sgt1, and ng, ..., n,. It provides integers nj, ..., 1, € N\ [Rgy1, Sg41], and we apply it
again with Rl, ooy Ryyr, 81, oo, Sy, and ;..o np . We obtain in this way integers

"
N3, ..., Ny q, Ny o such that:
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((l 7’L3,..., p+2€N\[[TL1 5,n2+5]],

b) &(n3),...,&§(n, ;) are K-linearly independent,

)
(b)
(c) Forany 4,7 € {3,...,p+ 2} with i # j, [n] —n]| >4,
(d) Span(&(ns), . .., {(np)) C Span(€(ny), ..., (1,11)) C Span(€(ng), . .., £(n,,))-

Of course the corresponding properties hold also for ny, ..., ny,,. Now let us distinguish
three cases according to the value of

d = dim (Span(§(n), £(na)) N Span(§(nf), .., £(n1))) € {0,1,2),
If d = 0 then we have also

Span(¢(n1),§(n2)) N Span(§(ns), - .., £(ny,14)) = {0}

using (d), so that §(n1), {(n2), £(ny), ..., £(n,,,) are linearly independent (using the
property analogous to (b) for n3, ..., n;, ;). In this case the conclusions of Lemma 4.2
hold with ny, ng, nj, ..., n,,; (using (d) and the fact that nj, ..., n, ., € N\ [n1—0,ny+0]
so that [n] —n;| > 6 for any ¢ € {3,...,p+ 1} and any j € {1,2}).

If d = 1 then we may assume that {(ng), {(n3), ..., {(n,,,) are linearly independent
and span a vector space which contains £(n;); indeed otherwise the same properties would
hold after permuting n; and ny. Then the conclusions of Lemma 4.2 hold with nq, nj, ...,
n//

p+2°
At last, if d = 2 then Span(§(n3), . .., §(n,,5)) contains both §(n;) and {(ny); therefore
it contains Span(&(ny),...,&(n,)) using (d). These vector spaces are therefore equal be-

cause they have the same dimension; by construction of s, they don’t contain £(s). Since
s € [n1,ns], this is enough to prove that the conclusions of Lemma 4.2 hold with nf, ...,
Ny, S-

This concludes the proof of Lemma 4.2 in all cases.

4.2 Proof of Theorem 1.3

Let £ > 0, and A > D > 1 be such that 0 < ¢ < 1/20 and A > £7'?/¢D (we denote here
by capital letters the variables a and d of Theorem 1.3). We choose an odd integer b such
that 1+ 8D/e < b < 9D /e, and denote by a the odd integer such that b divides a and
A-3b+2<a<A—-b+1 Weput k= (b+1)/2and let {(s) = ((2s + 1) for any
s€[1,(a+b—2)/2]. For any s € [1,(a — 1)/2] we let also

§(s) (25 +1)

(23+2)§(8 ) (23+2)C(25+3)

ve = (2”4)5(8 2) = (2”4)4“(2s+5)
(25;62_1c2—2)£<8_'_k_1> (25;62_1c2—2)<(28_'_b>
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Since A > e 12/D > 202D, we have a > 9b so that Theorem 3.1 yields

log a4 p
rko(er, ... ek, vV, . .., Vg >k sup <1—7”> 4.2
oler 1 (a-1)/2) s oz Or s (4.2)

where (eq,...,e;) is the canonical basis of R¥. Now we let £ = R/Q and denote by
7o : RF — E* the canonical surjection on each component. Then Eq. (4.2) yields

log a 4p
/ !/ sy
I'k@('l}l, e 7v(a—1)/2) Z k/'rselif)’b ( - m) (43)

where v} = m(v;) € E¥; indeed the restriction of 7y to the Q-subspace generated by
€1,. .., €, V1, ..., V(a_1)2 has kernel equal to QF, which has dimension k. Letting &'(s)
denote the image of £(s) = ((2s+1) in £ = R/Q and \;, = (*4%,°) € K = Q for
l1<i<kand1<s<(a—1)/2, Proposition 4.1 applies with 6 = D/2, p = N + 1 and
q = 0 if we use Eq. (4.3) and check that

k sup

T‘Gla,b

< log Qr ab

e b) > (k +2D)N: (4.4)

here N = [1il:)§2 log(A/D)] as in Theorem 1.3. Assuming (for the time being) that this
inequality holds, Proposition 4.1 provides integers nq,...,nyy1 € [1,(a + b — 2)/2] such

that
e &'(ny), ..., & (nyy1) are Q-linearly independent in £ = R/Q.
e Forany i,j € {1,...,N + 1} with i # j, |n; — n;| > 9.

We let 0; = 2n;+1forany ¢ € {1,..., N+1}. Then for any i # j we have |0;,—0;| > 26 = D
so that o; > D for any ¢ with at most one exception. Reordering the o;’s if necessary, we
may assume that D < o, <a+b—1< Aforanyi € {1,...,N}. Moreover if 1, {(0y), ...,
((on) were linearly dependent over Q, there would exist A, ..., Ay € Q, not all zero, such
that Ao + A1{(01) + ...+ AnC(on) = 0. Seen in the quotient space E, this relation reads
A& (ny) + ...+ AnE'(ny) = 0. It is non-trivial since (A1,...,Ay) # (0,...,0), so that it
contradicts the Q-linear independence of £'(nq), ..., (nyy1) in E. Therefore 1, ((07), ...,
((on) are Q-linearly independent real numbers; this concludes the proof of Theorem 1.3,
provided we check Eq. (4.4).

In order to check Eq. (4.4), we recall that 0 < ¢ < 1/20 and A > e~ '2/¢D, and let r > 1
denote the integer part of (4/D)'¢/3. Since the map x — x~°/?log(x) is non-increasing
on [exp(2/¢), +00) and A/D > ¢7'%/¢ > exp(2/e), we have

log(A/D) < 5log(e %) (A/D)*/? = 12° log(1/¢)(A/ D)/?
so that

brlog(4r +3) < brlog(A/D) < 12b° log(1/e)A/D < 108c*log(1/e)A < 0.041c A
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since b < 9D /e and 0 < e < 1/20. This implies 3brlog(4r + 3) < a so that r € I,p, and
also
dbrlogr+2(a+b—1)+2b(r +1)log2 < 2a+cA/4

since b < 9D /e < 9e'2/fA /e < 9e? A. In the same way we have
2(b— 1) + 2b(2r + 1) log(2r + 1) < cA/4.
These inequalities yield

logayap 2(a —2br)logr —2(a+b—1) —2b(r + 1) log 2
108 Qrar 2(a+b—1)+2(a — 2br)log 2 + 2b(2r + 1) log(2r + 1)
2alogr —2a —ecA/4 - logr —1—¢/7.99
2(1+log2)a+eA/4 ™ 1+41log2+¢/7.99

since A < a+3b < a+27e%?A < 8a/7.99. Moreover we have r > (A/ D)2 > £76/¢ 50 that
1
logr —1—¢/7.99 > log(r+1) — - —1—-¢/799 > (1 —¢/3)log(A/D) —1—¢/7.9.
r

On the other hand,

k+2D 1—¢
N:(l 4D 1)[71 A/D
. +4D/ b+ 1)) [ loa(A/D)
(1+¢/2)(1—¢)
< 1 2 log(A/D).
s 1+e/2+ 1+ log 2 0g(4/D)
Combining these inequalities yields
log,qp k42D g(e)
- — — N log(A/D) — h
g Oray k7 T loga 08/ D) = i)
with ) 5
g(e) = _—5/ —(14/2)(1—¢) > 0.092
L+ 7ooaes
and L4 e/79
+¢e/7.
=—" 41 2 <1.62
h(e) 1+log2+ +¢/2<1.6

since € < 1/20. Now elog(A/D) > 12log 20 > 35 so that

logayqap k42D 0.09

- > ———-35—1.62>0.24 > 0.
lOg Qr,a,b k 1+ IOgQ -

This concludes the proof of Eq. (4.4), and that of Theorem 1.3.
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4.3 Proof of Theorem 1.7

To prove Theorem 1.7, we follow the proof of Theorem 1.3 and let = : R®*Y/2 — R be
defined by m(x1, za, ..., xK) = Xox1+Axe+. ..+ Agzqr1. We apply Remark 3.2 that follows
Theorem 3.1, so that Eq. (4.2) is replaced with

logarab
rko (1, m(v1), ..., T(V(e- > sup (1—7”)
o(1,m(v1) (V(a-1)/2)) sup o Qs

Since 7(v(s—1)/2) is exactly the number (1.2), Theorem 1.7 follows from the fact that this
lower bound is greater than N + 1 (see Eq. (4.4)).

4.4 Proof of Theorem 1.5

In this section we prove Theorem 1.5 stated in the introduction, by following the proof of
Theorems 3.1 and 1.3 (see §§3 and 4.2). We indicate simply the differences.

Denoting by D the odd integer d in the statement of Theorem 1.5, we let b = D if
D < 20000, and otherwise we define b to be the least odd integer b such that D < 0.993477 b.
We put also a = 149b, r = 11, and k = (b + 1)/2. We have 2brlog(4r + 3) < a, and we
may assume that r ¢ R, (otherwise we replace everywhere r with r + ¢ for a sufficiently
small rational number € > 0). The real root u; of §3.4 is independent from b, since it is
the unique root of the polynomial (X + 23)(X — 1) — (X — 23)(X + 1) in the real
interval (23, +00); we have p; ~ 23.0000987. Since f’(u1 +i0) = bim € iR, we obtain using
Eq. (3.15):

ep = exp Refo(p1 +10) = exp Ref(ug + i0) =~ exp(—888.376706 b).

We shall use this numerical value instead of the last upper bound of Eq. (3.25).

Another refinement turns out to be necessary to complete the proof with these pa-
rameters: Zudilin has constructed in Proposition 1 of [12] a sequence (II,,),>1 of positive
integers such that IT,°L,, is still a linear form with integer coefficients, and

lim Y™ = w ~ 17.068934.
n—oo
If D < 20000, we let £ = 1 and notice that the lower bound on o9 — o in Theorem 1.5 is

equivalent to oo > 0. Otherwise, we let ¢ denote the integer part of 0.003261 b, and remark
(for future reference) that 1506 < 151D. We define 7 : RO+1/2 5 R by 7(zy, 23, ..., 1) =

(Tp—ot42,- .-, Tp_2,Tp). Following the proof of Theorem 3.1 and Remark 3.2, we obtain
1
rko(ul, uy, ..., up, w(v1), m(va), ..., T(Va—1y/2)) = t(l — 12:23)
where (u},...,u;) is the canonical basis of R*, v1,...,v(,_1)/2 are defined in Theorem 3.1,

and
a=exp(2(a+b—1)—bw+ Ref(u +10)) ~ exp(—605.44564 b — 2),
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Q =exp(2(a+b—1)—bw+2(a—20br)log2+2b(2r+1)log(2r+1)) ~ exp(603.22318 b — 2).

Now we let £ = R/Q and denote by my : R — E' the canonical surjection on each
component, as in §4.2. Letting also v, = my(7(v;)) we obtain

log
/ /

where 6 = 3-107%b if D > 20000, and 6 = 0 otherwise. Let us consider £(n) = (b —
2t +2n+2) for 1 <n < N, with N = % + t. Proposition 4.1, applied with p = 2 and
q = 0, provides integers ni,ny < N such that no > n; + 9. Letting o; = b — 2t + 2n; + 2
for 7 € {1,2}, we obtain if D > 20000:

0y >0, +20=0,4+6-10°%0 >0, +6-107°D,

D+2<0993477b+2<b—-2t+4<01 <093 <b+a—1=150b—1< 151D,

and 1, ((01), ((02) are Q-linearly independent. If D < 20000 the last inequality is simply
replaced with

D+2=b+2=b-2t4+4<01<03<b+a—1=1500—1 < 150D.
In both cases this concludes the proof of Theorem 1.5.

Let us conclude this section with two remarks on the proof. First, taking b = d and
t = 1, the proof yields

dimg Spang (1, ¢(d + 2),¢(d +4), ..., ¢(150d — 1)) > 3

for any d > 1. On the other hand, if b is small then the estimates in the proof are slightly
better (see the definition of o and Q); this is the reason why Zudilin obtains 145 instead
of 151 when b = 1. The improvements of [5], leading to the value 139, fall also into error
terms as b — oo.

4.5 Proof of Corollary 1.6

In this section we deduce Corollary 1.6 from Theorem 1.3.

Let € > 0 be such that ¢ < 1/20; put n = £'*/¢ and

’ €

T 3log(1/e)

so that 0 < &’ < e <1/20. We consider also

—19/e 1-¢
C=¢ " M= [76 log C'|, and D = (2¢)3FM,
1+ log 2
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We shall prove below that

C+1<D<nt (4.5)
Taking this inequality for granted, we assume (by induction on n) that uy, us, ..., upm, are
already defined so that the first three conclusions of Corollary 1.6 hold for any i < Mn,
with uys, < D" LC. If n = 0 this assumption is empty. Then we apply Theorem 1.3 with
¢, a=D"C and d = D" (since a/d = C = &'"*¥/¢ and 0 < ¢’ < 1/20). This provides odd
integers Ungpt1, - - - Un(nt1) Such that D™ < uppmiq < ... < Unpngry < DPCL ((unimyj) € Q
for any j € {1,..., M}, and upmtjr1 — Unins; > D™ for any j € {1,...,M — 1}. Using
Eq. (4.5) this lower bound implies

Untnyjr1/Usintg > 1+ D" Jupmy; > 1+1/C > 1+,
For j = 0 we obtain in the same way the following inequalities, since uy;, < D" 1C:
Dr—1C
Letting i = Mn+ j with 1 < j < M, we have i/M —1 < n < i/M so that, using Eq. (4.5)
again:
n<2€)(1+e)i < Dfln(26>(1+€)i _ Di/Mfl < D" < s; < D"C < DZ/MC < ,'771(26)(14*6)@'.
This concludes the induction. At last, if a > n~'/¢ then letting N = [1:252 log a] this
og
upper bound on sy yields

2
sy < 'rflal’e’26 < a’r]2€ < a.

This concludes the proof of Corollary 1.6, except for Eq. (4.5) that we shall prove now.

To begin with, we notice that 3log(1/¢) > 31og(20) > 8.98 so that £/ > 0.88¢ and ¢ <
1.14¢’. This implies log(1/e) > log(1/e") + log(0.88) > 191og(1/e")/20 since log(20)/20 >
—1log(0.88), and finally:

e'/log(1/e") < e/log(1/e) < 1.2¢'/log(1/€"). (4.6)
This enables us to prove that D < =1 because
€
1 1-¢1 < (14—
(14+)(1 = <)logC < (1+ 310g(1/5)>

<
< 1.006log C since € < 1/20 and 3log(1/e) > 3log20 > 8.98
< log(n™') by definition of C' and 1, and using Eq. (4.6).

log D log C

At last, we have
log D —log(C'+1) > (1+¢e)N(1+1log2)—1logC —log(l+1/C)

> [(1+¢e)(1—¢)—1]logC - (1+¢€)(1+1log2) —1/C

> 12(g/e' — 1 —¢)log(1/e') — (1 +)(1 + log2) — 1%/

Since e/¢’ = (1—1/(3log(1/¢e)))™! > 1+1/(3log(1/¢€)) and log(1/e’) > log(1/¢) we obtain
log D —log(C 4+ 1) >4 — 12elog(1/e) — (1 4+ ¢)(1 +log2) — ™% > 0.4 > 0

since € < ¢ < 1/20. This concludes the proof of Eq. (4.5), and that of Corollary 1.6.

26



References

1]

2]

[10]

[11]

[12]

R. APERY — “Irrationalité de ((2) et ((3)”, in Journées Arithmétiques (Luminy,
1978), Astérisque, no. 61, 1979, p. 11-13.

K. BALL & T. RIVOAL — “Irrationalité d’une infinité de valeurs de la fonction zéta
aux entiers impairs”, Invent. Math. 146 (2001), no. 1, p. 193-207.

S. FISCHLER — “Nesterenko’s linear independence criterion for vectors”, preprint arxiv
1202.2279 [math.NT], version 2, submitted, 2013.

S. FiscHLER & T. RIvVOAL — “Approximants de Padé et séries hypergéométriques
équilibrées” | J. Math. Pures Appl. 82 (2003), no. 10, p. 1369-1394.

S. FISCHLER & W. ZUDILIN — “A refinement of Nesterenko’s linear independence
criterion with applications to zeta values”, Math. Ann. 347 (2010), p. 739-763.

L. GUTNIK — “On the irrationality of some quantities containing ((3)”, Acta Arith.
42 (1983), no. 3, p. 255-264, (in Russian) ; translation in Amer. Math. Soc. Transl.
140 (1988), p. 45-55.

— , “On linear forms with coefficients in N((1+ N)”, in Proceedings of the Session in
analytic number theory and Diophantine equations (Bonn, 2002) (D. Heath-Brown &
B. Moroz, éds.), Bonner Mathematische Schriften, no. 360, 2003, p. 1-45.

T. HEssaMI PILEHROOD & K. HESSAMI PILEHROOD — “Irrationality of sums of zeta
values”, Mat. Zametki [Math. Notes] 79 (2006), no. 4, p. 607-618 [561-571].

T. HEssAMI PILEHROOD — “Linear independence of vectors with polylogarithmic
coordinates”, Vestnik Moskov. Univ. Ser. I Mat. Mekh. [Moscow Univ. Math. Bull.]
54 (1999), no. 6, p. 54-56 [40-42].

Y. NESTERENKO — “On the linear independence of numbers”, Vestnik Moskov. Univ.
Ser. I Mat. Mekh. [Moscow Univ. Math. Bull.] 40 (1985), no. 1, p. 46-49 [69-74].

T. R1vOAL — “La fonction zéta de Riemann prend une infinité de valeurs irrationnelles
aux entiers impairs”, C. R. Acad. Sci. Paris, Ser. I 331 (2000), no. 4, p. 267-270.

W. ZUDILIN — “Irrationality of values of the Riemann zeta function”, lzvestiya Ross.
Akad. Nauk Ser. Mat. [Izv. Math.] 66 (2002), no. 3, p. 49-102 [489-542].

27



