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# An alternative to the traveling-wave approach for use in two-port descriptions of acoustic bores 

Éric Ducasse<br>École Nationale Supérieure d'Arts et Métiers, C.E.R. de Bordeaux-Talence, 33405 Talence cedex, France eric.ducasse@ensam.eu<br>(Abbreviated title: Two-port description of acoustic bores)


#### Abstract

For more than a decade, the digital waveguide model for musical instruments has been improved through the simulation of cylindrical and conical bores. But several difficulties remain, such as instabilities due to growing exponentials which appear when two conical bores are connected with decreasing taper. In this paper, an alternative overcoming these difficulties is proposed and can be extended to shapes other than cylinders, cones, and hyperbolic horns. A two-port model with more general state variables than usual traveling waves works efficiently for any shape without discontinuities in cross-section. The equations for connecting separate elements at discontinuities make this two-port model appropriate for use in time domain simulation of the physical behavior of the wind instrument and its interactions with the player. The potential of this new approach is illustrated by several detailed examples.


PACS numbers: 43.75.Ef, 43.60.Gk

## 1 Introduction

Two decades ago, sound synthesis by physical modeling of musical instruments, was at an embryonic stage ${ }^{1,2}$, though already raising high expectations. Since the end of the eighties ${ }^{3,4}$, this method of sound synthesis has improved steadily, computers have become faster and faster, and nowadays, commercial products based on this technology are available. In 1996, Smith ${ }^{5}$ summed up the situation in this domain of research and pointed out several difficulties. To create a physical model of a wind instrument, a suitable model of a bore with varying cross section needs to be implemented. In this context, previous descriptions of wind instruments are briefly reviewed, separated into two groups.

The first approach considers a wind instrument to be composed of a non-linear excitation mechanism - the mouthpiece - and of a resonator - the body - which is a linear element. The resonator is completely characterized by either its reflection function or its input impedance ${ }^{6-12}$. This lumped approach, which gives precise results and a good match between experiments and theory for a given note, has a disadvantage: the properties of the resonator are fixed. Thus, simulations close to real playing situations, including realistic transients between several notes, are difficult to obtain. For instance, the dynamic closing of tone-holes by fingers or keys, or the motion of a trombone slide, are not simulated.

For sound synthesis, the relationship between the player and the instrument needs to be taken into account ${ }^{4}, 13-17$ including the actions of lips, tongue, blown air, and fingers. A distributed approach is generally used. Because modularity is a key to this second approach - a wind instrument is composed of a mouthpiece, tubes, tone-holes, a slide, a bell, ...etc -, a tube has to be modeled as an element which can be connected at both ends to other elements. In this approach, piecewise element modeling techniques are generally employed for acoustic bores with varying cross-section. Each element is a two-port which can be seen as a waveguide provided it is either a cylinder, a truncated cone, or a hyperbolic horn. It has been shown that in a cylindrical bore, the acoustical pressure wave is the sum of two traveling plane waves which propagate in opposite directions; the same holds for a conical bore with two traveling spherical waves ${ }^{6,8}$. Further, previous works show ${ }^{18}$ that in cylindrical and hyperbolic bores, "flow waves propagate without dispersion". Thus, "A convenient model of a waveguide [can
also be built] using piecewise hyperbolic elements" ${ }^{18}$. In the context of a step by step calculation in discrete time domain, this approach gives the digital waveguide ${ }^{4}$ model which is used by almost all the authors ${ }^{4,13-23}$. This method is efficient due to its very low computational load.

The digital waveguide model was first conceived for a cylindrical bore without losses ${ }^{4}$. It has been progressively improved by the addition of fractional delays ${ }^{24,23,25}$, visco-thermal losses, and conical bores ${ }^{13-23}$. Nevertheless, difficulties are encountered as soon as the bore is non-cylindrical ${ }^{9}$. The connecting equations with separate elements are indeed rather complicated, showing integral terms that may generate growing exponentials, for instance in the case of two conical bores connected with " a decreasing taper" ${ }^{10}$. From another point of view ${ }^{18}$, these instability phenomena correspond to the existence of "trapped modes" in addition to normal "traveling modes".

In this paper, Section II summarizes the traveling-wave approach and points out the sources of instabilities in models using piecewise element techniques for waveguides. Section III presents a new stable two-port which is usable not only for cylinders, truncated cones, and hyperbolic horns but also for tubes of arbitrarily varying cross-section. Finally, detailed examples illustrating the potential of this model are given in Section IV.

## 2 Instabilities in waveguide modeling

### 2.1 Traveling signals in lossless bores

### 2.1.1 Pressure waves in cylindrical and conical bores

In a bore with varying cross-section, a commonly used model for lossless propagation is based on the following equation, usually named the "Horn Equation" ${ }^{26-30}$ :

$$
\begin{equation*}
\frac{\partial^{2} p}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} p}{\partial t^{2}}=\frac{-S^{\prime}(x)}{S(x)} \frac{\partial p}{\partial x} \tag{1}
\end{equation*}
$$

where $p$ is the mean acoustic pressure in a cross-section $S$ of the bore, depending on abscissa $x$ and time $t$, and $c$ the sound speed (usually $340 \mathrm{~m} \cdot \mathrm{~s}^{-1}$ ). It is assumed that the wave fronts are planar and that the bore is relatively wide.

After the transformation $p(x, t)=[S(x)]^{-1 / 2} \psi(x, t)$, Eq. (1) becomes:

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \psi}{\partial t^{2}}=\frac{1}{\sqrt{S(x)}} \frac{\partial^{2} \sqrt{S(x)}}{\partial x^{2}} \psi \tag{2}
\end{equation*}
$$

When the second term of Eq. (2) is zero, mainly in the case of either a cylinder or a truncated cone, Eq. (2) becomes the standard wave equation, the solution of which is the sum of two traveling waves, giving:

$$
\begin{equation*}
p(x, t)=\frac{\psi^{+}(x-c t)}{\sqrt{S(x)}}+\frac{\psi^{-}(x+c t)}{\sqrt{S(x)}} \tag{3}
\end{equation*}
$$

Using a common approximation for the Euler equation, where $u$ is the acoustic volume velocity through cross-section $S(x)$, and $\rho_{0}$ the air mean density (usually $1.21 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$ ):

$$
\begin{equation*}
\rho_{0} \frac{\partial u}{\partial t}+S(x) \frac{\partial p}{\partial x}=0 \tag{4}
\end{equation*}
$$

Equations (3) and (4) now give the volume velocity $u$ :

$$
\begin{equation*}
u(x, t)=\frac{S(x)}{\rho_{0} c}\left[\frac{\psi^{+}(x-c t)-\psi^{-}(x+c t)}{\sqrt{S(x)}}+\frac{c S^{\prime}(x)}{2 S(x)} \int_{-\infty}^{t} p(x, \sigma) d \sigma\right] \tag{5}
\end{equation*}
$$

### 2.1.2 Volume velocity waves in cylindrical and hyperbolic bores

Similarly, a "Horn Equation for volume velocity" can be given ${ }^{18, \text { Eq.(3.126) }}$ :

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}=\frac{S^{\prime}(x)}{S(x)} \frac{\partial u}{\partial x} \tag{6}
\end{equation*}
$$

After the transformation $u(x, t)=\sqrt{S(x)} \phi(x, t)$, Eq. (6) becomes ${ }^{18, \text { Eq. (3.137) }}$ :

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \phi}{\partial t^{2}}=\sqrt{S(x)} \frac{\partial^{2}\left[S(x)^{-1 / 2}\right]}{\partial x^{2}} \phi \tag{7}
\end{equation*}
$$

In the case of either a cylinder or a hyperbolic horn, the solution of Eq. (7) is the sum of two traveling waves which gives:

$$
\begin{equation*}
u(x, t)=\sqrt{S(x)} \phi^{+}(x-c t)+\sqrt{S(x)} \phi^{-}(x+c t) \tag{8}
\end{equation*}
$$

The mass conservation law being:

$$
\begin{equation*}
S(x) \frac{\partial p}{\partial t}+c^{2} \rho_{0} \frac{\partial u}{\partial x}=0 \tag{9}
\end{equation*}
$$

The acoustic pressure can be deduced:

$$
\begin{equation*}
p(x, t)=\frac{\rho_{0} c}{S(x)}\left(\sqrt{S(x)}\left(\phi^{+}(x-c t)-\phi^{-}(x+c t)\right)-\frac{c S^{\prime}(x)}{2 S(x)} \int_{-\infty}^{t} u(x, \sigma) d \sigma\right) \tag{10}
\end{equation*}
$$

A numerical model using digital waveguides in conjunction with a decomposition into a pair of traveling waves is deduced from Eqs. (3) and (5) when the air column is cylindrical or conical, or from Eqs. (8) and (10) when the air column is hyperbolic.

### 2.2 Description of the waveguide model

Consider both ends $(x=0$ and $x=L)$ of a conical bore. Substituting $q^{+}(x, t)$ and $q^{-}(x, t)$ for $\left[S(x)^{-1 / 2}\right] \psi^{+}(x-$ $c t)$ and $\left[S(x)^{-1 / 2}\right] \psi^{-}(x+c t)$, respectively, Eqs. (3) and (5) become:

$$
\begin{align*}
& q^{+}(L, t)=\frac{1}{\zeta} q^{+}(0, t-\tau) \\
& q^{-}(0, t)=\zeta q^{-}(L, t-\tau) \\
& p(0, t)=q^{+}(0, t)+q^{-}(0, t) \\
& u(0, t)=\frac{S(0)}{\rho_{0} c}\left[q^{+}(0, t)-q^{-}(0, t)+\frac{c S^{\prime}(0)}{2 S(0)} \int_{-\infty}^{t} p(0, \sigma) d \sigma\right]  \tag{11}\\
& p(L, t)=q^{+}(L, t)+q^{-}(L, t) \\
& u(L, t)=\frac{S(L)}{\rho_{0} c}\left[q^{+}(L, t)-q^{-}(L, t)+\frac{c S^{\prime}(L)}{2 S(L)} \int_{-\infty}^{t} p(L, \sigma) d \sigma\right]
\end{align*}
$$

where $L$ is the length of the tube, $\tau=L / c$ the propagation delay between the extremities, and $\zeta=$ $[S(L) / S(0)]^{1 / 2}$ the radii ratio.

The first two equations of System (11) define a waveguide filter including a double delay line and radius correctors ${ }^{31}$. These equations constitute the uniform transmission-line and transformer components of Fig. 1. Visco-thermal losses can be lumped in additional filters. The transfer function of these filters is $G(s)=\exp (-\beta L \sqrt{s} / r)$ for cylindrical tubes ${ }^{32,33,20}$, where $s$ is the complex variable of the Laplace transformation, $r=\sqrt{S / \pi}$ the radius, $\beta=\left[\sqrt{l_{v}}+(\gamma-1) \sqrt{l_{t}}\right] / \sqrt{c}$ (usually $1.6 \times 10^{-5} \mathrm{~s}^{1 / 2}$ ) a constant representing the visco-thermal effects, $\gamma$ the ratio of specific heats, $l_{v}$ and $l_{t}$ the characteristic lengths of the viscous and thermal effects.e.g. $7,34,35,33,11$. It can be extended to truncated cones by taking $r$ as an equivalent radius (e.g. ${ }^{14} r=\left(r_{L}-r_{0}\right)\left[\log \left(r_{L} / r_{0}\right)\right]^{-1}$ where $r_{0}$ and $r_{L}$ are the radii at the two ends).

The integral terms ${ }^{36,14}$ in System (11) explain the instabilities encountered in the case of conical bores, as detailed in the following section.

Similarly, a waveguide model of a hyperbolic bore can be defined by substituting $q^{+}(x, t)$ and $q^{-}(x, t)$ respectively for $\sqrt{S(x)} \phi^{+}(x-c t)$ and $\sqrt{S(x)} \phi^{-}(x+c t)$. Integral terms appear in this case also.


Figure 1: Block-diagram of a conical bore where both the usual waveguide state variables $q^{+}, q^{-}$and the new state variables $p^{+}, p^{-}$can be observed.

### 2.3 Instabilities in a junction of two conical tubes

The instability phenomena associated with conical bores have been demonstrated through various approaches ${ }^{5,10,21,1}$ In the case of two conical tubes connected with a continuous radius ( $c f$. Fig. 2), continuity of mean pressure, conservation of volume velocity, and System (11) give after a Laplace transform:

$$
\begin{align*}
& Q_{\text {left }}^{+}(s)+Q_{\text {left }}^{-}(s)=Q_{r i g h t}^{+}(s)+Q_{\text {right }}^{-}(s)=P_{J}(s) \\
& Q_{\text {left }}^{+}(s)-Q_{\text {left }}^{-}(s)+\frac{c r_{\text {left }}^{\prime}}{r_{J} s} P(s)=Q_{r i g h t}^{+}(s)-Q_{\text {right }}^{-}(s)+\frac{c r_{r i g h t}^{\prime}}{r_{J} s} P_{J}(s) \tag{12}
\end{align*}
$$

where $p_{J}(t)$ is the mean pressure at the junction, $r^{\prime}$ the taper (derivative of $r$ with respect to $x$ ), and the following convention is adopted: if $w$ is a signal or a vector of signals, $W=\mathcal{L}(w)$ is its Laplace transform defined for all $s$ by $W(s)=\int_{-\infty}^{+\infty} w(t) e^{-s t} d t$. The other quantities are defined in Fig. 2.


Figure 2: A junction of two conical tubes with radius continuity and its block-diagram.
$D(s)=\left\{1+2 r_{J} s /\left[c\left(r_{\text {right }}^{\prime}-r_{\text {left }}^{\prime}\right)\right]\right\}^{-1}$ is the transmittance of a first-order filter which is unstable provided $r_{\text {right }}^{\prime}<r_{\text {left }}^{\prime}$.

If the taper is not continuous, Eq. (12) becomes:

$$
\begin{align*}
& Q_{\text {left }}^{-}(s)=Q_{\text {right }}^{-}(s)-\left[1+\frac{2 r_{J}}{c\left(r_{\text {right }}^{\prime}-r_{\text {left }}^{\prime}\right)} s\right]^{-1}\left[Q_{\text {left }}^{+}(s)+Q_{\text {right }}^{-}(s)\right] \\
& Q_{\text {right }}^{+}(s)=Q_{\text {left }}^{+}(s)-\left[1+\frac{2 r_{J}}{c\left(r_{\text {right }}^{\prime}-r_{\text {left }}^{\prime}\right)} s\right]^{-1}\left[Q_{\text {left }}^{+}(s)+Q_{\text {right }}^{-}(s)\right] \tag{13}
\end{align*}
$$

This equation (13) can be translated into the block-diagram of Fig. 2, containing a first-order filter ${ }^{21}$. This filter is stable for increasing taper $\left(r_{r i g h t}^{\prime}>r_{\text {left }}^{\prime}\right)$ and unstable for decreasing taper $\left(r_{r i g h t}^{\prime}<r_{\text {left }}^{\prime}\right)$, as shown in previous work ${ }^{10}$. Even if visco-thermal losses are introduced, instabilities remain.

The next section presents an alternative to the usual traveling-waves approach. This approach suppresses instabilities.

## 3 A two-port with physically obtainable traveling waves as inputs and outputs

In this approach, traveling waves are not formulated inside the modeled bore. Instead they are formulated outside it, in cylinders which are connected to it so that the cross section is continuous (see Fig. 3a). This lumped approach has already been used in the "reflection function" characterization of a resonator given by Schumacher ${ }^{1}$ : when a cylinder with an anechoic termination at one end is connected to the input of the resonator with continuity of cross-section, the reflection function corresponds to a reflected traveling wave which is the response of the resonator to an incoming impulse wave. This approach differs from the usual piecewise element modeling techniques. It has been already mentioned in Scavone ${ }^{23}$ (pp. 119-123 and Fig. 3.25) to solve an example problem of instability. Since incoming and outgoing waves are physically obtainable in cylinders, with anechoic terminations at unconnected ends in this case, the modeled bore is necessary seen as a passive two-port (see Fig. 3b) without any stability problem. It should be noticed that, in the "traveling and trapped modes" approach (Berners ${ }^{18}$, Section 3.1.3), trapped modes disappear as soon as the bore has cylindrical terminations at both ends.

### 3.1 Hypotheses

The following hypotheses are made ${ }^{11}$ : the bore section is quasi-circular; its area $S(x)$ which is not too small ${ }^{33}$ ( $\alpha=\beta c /(2 \sqrt{S} \sqrt{f}) \ll 1$, where $f$ is the frequency) or too large, is a continuous function with moderate variations ( $S^{\prime}(x)$ is defined almost everywhere and bounded). The tube is also quasi-rectilinear or has only very smooth bends. Subject to these conditions we can adopt the plane wave approximation: the acoustic pressure $p$ and velocity $v$ are considered uniform over the section $S(x)$ as well as functions of abscissa $x$ and time $t$. This is in fact the mean over the bore, (cf. Fig. 3a) obtained by integration over the boundary layer.

### 3.2 Equations

The following system is adopted in accordance with Polack ${ }^{11, \text { Eq.(41) }}$ : the first equation is the mass conservation law where $\rho$ is the acoustic density, the second one is an extended approximation of the Euler equation and the last one is the equation of state for the air.

$$
\begin{align*}
& S(x) \frac{\partial \rho}{\partial t}+\rho_{0} \frac{\partial u}{\partial x}=0 \\
& \rho_{0} \frac{\partial u}{\partial t}+2 \rho_{0} c \sqrt{\frac{\pi}{S(x)}} \beta \frac{\partial^{\frac{1}{2}} u}{\partial t^{\frac{1}{2}}}+S(x) \frac{\partial p}{\partial x}=0  \tag{14}\\
& p=c^{2} \rho
\end{align*}
$$

Two state variables are chosen to determine a numerical solution in the discrete time-domain. These state variables may differ from the ones used in traveling-wave approaches.


Figure 3: (a) A bore with varying cross section. Both extremities of this bore are connected to cylinders without cross-section discontinuities. Each cylinder has an anechoic termination at its unconnected end. $p_{0}^{+}, p_{0}^{-}, p_{L}^{+}$and $p_{L}^{-}$ are traveling waves. The typical boundary layer in the air column is shown with the acoustic velocity distribution. (b) Block-diagram of a two-port modeling the air column inside the main bore, with the inputs $p^{+}(0, t)=p_{0}^{+}(t)$ and $p^{-}(L, t)=p_{L}^{-}(t)$, and the outputs $p^{-}(0, t)=p_{0}^{-}(t)$ and $p^{+}(L, t)=p_{L}^{+}(t)$.

### 3.3 Choosing the suitable state variables

The choice of state variables, including input and output signals, is fundamental to a convenient description of a physical phenomenon. The following example shows how the effect of such a choice can explain phenomena like non-causality or growing exponentials, as pointed out in previous studies ${ }^{9,18,37,38}$. Suitable state variables are then given for a bore with varying cross-section.

### 3.3.1 Preliminary

Let a physical system be described by the following differential equation:

$$
\begin{align*}
& \frac{d w(t)}{d t}-500 w(t)=\frac{d v(t)}{d t}+1500 v(t)  \tag{15}\\
& \text { for all } t<0, v(t)=0, w(t)=0
\end{align*}
$$

Its input and output can a priori supposedly be chosen freely.
If $v$ and $w$ are respectively selected as input and output, the system is unstable because its impulse response $h_{1}$ contains a growing exponential:

$$
\begin{equation*}
h_{1}(t)=\delta(t)+2000 \epsilon(t) e^{+500 t} \tag{16}
\end{equation*}
$$

where $\delta$ is the Dirac impulse pseudo-function ${ }^{39}$ and $\epsilon$ the Heaviside step function.
On the contrary, if $w$ is the input and $v$ the output, the system is stable because its impulse response is:

$$
\begin{equation*}
h_{2}(t)=\delta(t)-2000 \epsilon(t) e^{-1500 t} \tag{17}
\end{equation*}
$$

It is also possible to take the input as $s_{i n}=w+v$ and the output as $s_{\text {out }}=w-v$. Equation (15) becomes:

$$
\begin{align*}
& \frac{d s_{\text {out }}(t)}{d t}+500 s_{\text {out }}(t)=1000 s_{\text {in }}(t)  \tag{18}\\
& \text { for all } t<0, s_{\text {in }}(t)=0, s_{\text {out }}(t)=0
\end{align*}
$$

In this third case, the physical phenomenon is modeled as a stable first-order system and its impulse response contains neither growing exponentials nor pseudo-functions. It can be noticed that in any case for a given input $e_{i n}$ and a given output $s_{1}$ and for any number $a$, the output modification $s_{2}(t)=s_{1}(t)+a e_{i n}(t)$ changes neither the stability nor the characteristic time of the model.

This example emphasizes that stability is not intrinsic to a given physical phenomenon but notably depends on the choice of the input, which has to be physically obtainable. Pseudo-functions can generally be eliminated in the impulse response by modifying the output.

### 3.3.2 From the reflection function to a two-port model

The reflection function ${ }^{1} h_{r}$ of a woodwind resonator verifies $p_{0}^{-}=h_{r} \star p_{0}^{+}$where $p_{0}^{+}$and $p_{0}^{-}$are traveling pressure waves in a lossless cylinder connected to the entrance of the resonator, with continuity of cross-section ( $c f$. the left half of Fig. 3a), and the operator $\star$ is the convolution (for all $t,\left(h_{r} \star p_{0}^{+}\right)(t)=\int_{-\infty}^{+\infty} h_{r}(t-\xi) p_{0}^{+}(\xi) d \xi$ ). The reflection function is necessarily stable for physical reasons (the resonator is a passive system and the input is physically obtainable) and can be considered as causal if the following hypothesis is laid down: we can neglect the thickness $\varepsilon$ of the air slice between $x=-\varepsilon$ and $x=0$ (in the cylinder, just before the entrance of the resonator) which is directly influenced by the resonator shape.

Following this idea, the state vector $P=\binom{p^{+}}{p^{-}}$is chosen to describe the acoustic state of the air column, the signals $p^{+}$and $p^{-}$being defined as follows:

$$
\begin{align*}
p^{+}(x, t) & =\frac{1}{2}\left[p(x, t)+\frac{\rho_{0} c}{S(x)} u(x, t)\right]  \tag{19}\\
p^{-}(x, t) & =\frac{1}{2}\left[p(x, t)-\frac{\rho_{0} c}{S(x)} u(x, t)\right] \\
p(x, t) & =p^{+}(x, t)+p^{-}(x, t)  \tag{20}\\
u(x, t) & =\frac{S(x)}{\rho_{0} c}\left[p^{+}(x, t)-p^{-}(x, t)\right]
\end{align*}
$$

These signals are traveling waves only in the model of a cylindrical bore without losses, i.e. $p^{+}(x, t)$ can be written $p^{+}(x-c t)$ and $p^{-}(x, t), p^{-}(x+c t)$. In any other case, $p^{+}$and $p^{-}$are not traveling on the whole air column but can be qualified as "locally-traveling" (in a slice of air of area $S$ and infinitesimal thickness). The connecting equations of the bore with any other element of the instrument remain elementary (continuity of mean pressure and flow conservation) because of Eq. (20), similar to the last four equations of System (11) but without any integral term. Above all, the main advantage is that any piece of bore with a varying cross section can be modeled as a single two-port ( $c f$. Fig. 3b), which is necessarily stable and causal for reasons similar to the reflection function case (cf. Fig. 3a).

After a Fourier transform, Systems (14) and (20) give the following non-linear differential system:

$$
\begin{equation*}
\frac{\partial}{\partial x} \widehat{P}(x, f)=A\left[S(x), S^{\prime}(x), f\right] \widehat{P}(x, f) \tag{21}
\end{equation*}
$$

where $\widehat{P}(x, f)$ is the Fourier transform of the state vector $P$ at the frequency $f$ :

$$
\widehat{P}(x, f)=\left[\begin{array}{c}
\widehat{p^{+}}(x, f)  \tag{22}\\
\widehat{p^{-}}(x, f)
\end{array}\right]=\left[\begin{array}{l}
\int_{-\infty}^{+\infty} p^{+}(x, t) e^{-2 i \pi f t} d t \\
\int_{-\infty}^{+\infty} p^{-}(x, t) e^{-2 i \pi f t} d t
\end{array}\right]
$$

and

$$
A\left(S, S^{\prime}, f\right)=\left[\begin{array}{cc}
\frac{-2 i \pi f}{c}-\frac{(1+i) \beta \pi \sqrt{f}}{\sqrt{S}}-\frac{S^{\prime}}{2 S} & \frac{(1+i) \beta \pi \sqrt{f}}{\sqrt{S}}+\frac{S^{\prime}}{2 S}  \tag{23}\\
\frac{-(1+i) \beta \pi \sqrt{f}}{\sqrt{S}}+\frac{S^{\prime}}{2 S} & \frac{2 i \pi f}{c}+\frac{(1+i) \beta \pi \sqrt{f}}{\sqrt{S}}-\frac{S^{\prime}}{2 S}
\end{array}\right]
$$

Systems like Eq. (21) are generally solved by numerical techniques. The transfer matrix $T(f)=\left[\begin{array}{lll}T_{11} & T_{12} \\ T_{21} & T_{22}\end{array}\right]$ of the locally-traveling waves, from the end at $x=0$ to that at $x=L$, verifies $\widehat{P}(L, f)=T(f) \widehat{P}(0, f)$ and can be deduced from Eqs. (21) to (23).

The scattering matrix $H(f)$ verifying $\left[\begin{array}{l}\widehat{p^{-}}(0, f) \\ \hat{p}^{+}(L, f)\end{array}\right]=H(f)\left[\begin{array}{l}\widehat{p^{+}}(0, f) \\ p^{-}(L, f)\end{array}\right]$ is then deduced from the transfer matrix:

$$
H(f)=\left[\begin{array}{cc}
\widehat{h}_{00}(f) & \widehat{h}_{L 0}(f)  \tag{24}\\
\widehat{h}_{0 L}(f) & \widehat{h}_{L L}(f)
\end{array}\right]=\frac{1}{T_{22}}\left[\begin{array}{cc}
-T_{21} & 1 \\
T_{11} T_{22}-T_{12} T_{21} & T_{12}
\end{array}\right]
$$

where $h_{j k}$ is the impulse response from the end at $x=j$ to the end at $x=k, \widehat{h}_{j k}$ its Fourier transform, and $H_{j k}$ its Laplace transform.

In the scattering matrix, reciprocity implies the existence of a single transfer function $\widehat{h}_{T}(f)$ :

$$
\begin{equation*}
\widehat{h}_{T}(f)=\zeta \widehat{h}_{0 L}(f)=\frac{1}{\zeta} \widehat{h}_{L 0}(f) \tag{25}
\end{equation*}
$$

(a)

(b)


Figure 4: (a) A bore built with a truncated cone and a cylinder (from Agulló et al. ${ }^{9}$, Fig. 10, p.1611) and (b) its block-diagram including the bell radiation.

It has to be noticed that, in all simulated cases (cf. e.g. Fig. 5), the four transmittances in the scattering matrix correspond to causal stable filters with fast-decreasing impulse responses, contrary to other methods ${ }^{9,37,38}$. Accordingly, the present method is promising for time-domain simulations, all the more so as usual techniques of transfer matrix calculation ${ }^{7}$ can be used for complex resonators including discontinuities, side-holes or higher modes.

In the case of a conical bore, it can be observed in the next section that these new state variables suppress the instabilities pointed out above.


Figure 5: Continuous-time impulse responses (the calculation is made in Section 3.4, Eq. (30)) for the conical part of the bore which is given in Fig. 4. $\tau \approx 0.88 \mathrm{~ms}$ and $\zeta=6$.

### 3.4 How instabilities vanish in the waveguide model of a conical bore

The block-diagram of a conical tube in the waveguide approach is only the middle element of the block-diagram drawn on Fig. 1. In the present approach, the whole block-diagram includes junctions with virtual external cylinders at both ends. On the left side $r_{J}=r_{0}, r_{\text {left }}^{\prime}=0, r_{\text {right }}^{\prime}=(\zeta-1) r_{0} / L$, and $D(s)=[1+2 \tau s /(\zeta-1)]^{-1}$. On the right side $r_{J}=r_{L}, r_{\text {left }}^{\prime}=(\zeta-1) r_{L} /(\zeta L), r_{\text {right }}^{\prime}=0$, and $D(s)=[1-2 \zeta \tau s /(\zeta-1)]^{-1}$.

The scattering matrix of the conical tube is deduced from Fig. 1:

$$
\begin{align*}
& H_{00}(s)=\frac{(\zeta-1)\left[\zeta-1-2 \zeta \tau s+(2 \tau s-\zeta+1) G(s)^{2} e^{-2 \tau s}\right]}{(2 \zeta \tau s-\zeta+1)(2 \tau s+\zeta-1)+(\zeta-1)^{2} G(s)^{2} e^{-2 \tau s}} \\
& H_{T}(s)=\frac{\zeta(2 \tau s)^{2} G(s) e^{-\tau s}}{(2 \zeta \tau s-\zeta+1)(2 \tau s+\zeta-1)+(\zeta-1)^{2} G(s)^{2} e^{-2 \tau s}}  \tag{26}\\
& H_{L L}(s)=\frac{(\zeta-1)\left[2 \tau s+\zeta-1-(2 \zeta \tau s+\zeta-1) G(s)^{2} e^{-2 \tau s}\right]}{(2 \zeta \tau s-\zeta+1)(2 \tau s+\zeta-1)+(\zeta-1)^{2} G(s)^{2} e^{-2 \tau s}}
\end{align*}
$$

If losses are ignored (i.e. $G(s)=1), H_{00}, H_{T}$, and $H_{L L}$ are functions continuous at $s=0: H_{00}(0)=$ $\left(1-\zeta^{2}\right) /\left(1+\zeta^{2}\right), H_{T}(0)=2 \zeta /\left(1+\zeta^{2}\right)$, and $H_{L L}(0)=\left(\zeta^{2}-1\right) /\left(1+\zeta^{2}\right)$. Each pole $(a+i b) / \tau(a \neq 0$ or $b \neq 0)$ of $H_{00}, H_{T}$, or $H_{L L}$ verifies:

$$
\begin{equation*}
(2 \zeta a-\zeta+1+i 2 \zeta b)(2 a+\zeta-1+i 2 b)+(\zeta-1)^{2} e^{-2(a+i b)}=0 \tag{27}
\end{equation*}
$$

which implies:

$$
\begin{equation*}
\frac{\sin (2 b)}{2 b}=e^{2 a}\left[1+\frac{4 a \zeta}{(\zeta-1)^{2}}\right] \tag{28}
\end{equation*}
$$

Consequently $a<0$ and thus $H_{00}, H_{T}$, and $H_{L L}$ are transmittances of stable filters. System (26) can be written:

$$
\begin{align*}
& H_{00}(s)=\frac{\zeta-1}{1-\zeta-2 \tau s}-4(\tau s)^{2} \sum_{n=1}^{+\infty} \frac{(\zeta-1)^{2 n-1}}{(\zeta-1+2 \tau s)^{n+1}(\varsigma-1-2 \varsigma \tau s)^{n}} e^{-2 n \tau s} \\
& H_{T}(s)=-4 \zeta(\tau s)^{2} \sum_{n=0}^{+\infty} \frac{(\zeta-1)^{2 n}}{(\zeta-1+2 \tau s)^{n+1}(\varsigma-1-2 \varsigma \tau s)^{n+1}} e^{-(2 n+1) \tau s}  \tag{29}\\
& H_{L L}(s)=\frac{1-\zeta}{\zeta-1-2 \zeta \tau s}-4 \zeta^{2}(\tau s)^{2} \sum_{n=1}^{+\infty} \frac{(\zeta-1)^{2 n-1}}{(\zeta-1+2 \tau s)^{n}(\varsigma-1-2 \varsigma \tau s)^{n+1}} e^{-2 n \tau s}
\end{align*}
$$

The initial parts of the three causal impulse responses are deduced from Eq. (29) as follows:

$$
\begin{aligned}
& h_{00}(t)=\frac{1-\zeta}{2 \tau} \exp \left[\frac{1-\zeta}{2 \tau} t\right], 0 \leqslant t<2 \tau \\
& =\frac{\zeta-1}{4 e \tau(1+\zeta)^{2}}\left\{2\left[e^{\zeta}\left(1+\zeta+\zeta^{2}\right)-e(1+\zeta)^{2}\right]-e^{\zeta}\left(\zeta^{2}-1\right) \frac{t}{\tau}\right\} \exp \left[\frac{1-\zeta}{2 \tau} t\right] \\
& +\frac{e^{(1-\zeta) / \zeta}(\zeta-1)}{2 \tau \zeta(1+\zeta)^{2}} \exp \left[\frac{\zeta-1}{2 \zeta \tau} t\right], 2 \tau \leqslant t<4 \tau \\
& \text {...etc. } \\
& h_{T}(t)-\delta(t-\tau)=0,0 \leqslant t<\tau \\
& =\frac{e^{(\zeta-1) / 2 \zeta(1-\zeta)}}{2 \tau(\zeta+1)} \exp \left[\frac{1-\zeta}{2 \tau} t\right] \\
& +\frac{e^{(1-\zeta) /(2 \zeta)}(\zeta-1)}{2 \tau \zeta(\zeta+1)} \exp \left[\frac{\zeta-1}{2 \zeta \tau} t\right], \tau \leqslant t<3 \tau \\
& \text {...etc. } \\
& h_{L L}(t)=\frac{\zeta-1}{2 \zeta \tau} \exp \left[\frac{\zeta-1}{2 \zeta \tau} t\right], 0 \leqslant t<2 \tau \\
& =\frac{1-\zeta}{4 e \zeta \tau(1+\zeta)^{2}}\left\{2\left[e^{1 / \zeta}\left(1+\zeta+\zeta^{2}\right)-e(1+\zeta)^{2}\right]+e^{1 / \zeta}\left(\zeta^{2}-1\right) \frac{t}{\tau}\right\} \exp \left[\frac{\zeta-1}{2 \zeta \tau} t\right] \\
& +\frac{e^{\zeta-1} \zeta^{2}(1-\zeta)}{2 \tau(1+\zeta)^{2}} \exp \left[\frac{1-\zeta}{2 \tau} t\right], 2 \tau \leqslant t<4 \tau \\
& \text {...etc. }
\end{aligned}
$$

A numerical example is given below.

## 4 Examples

Three cases are chosen to show the potential of this improved two-port model: the first one, taken from Agulló et al. ${ }^{9}$, produces some instability effects using the traveling-wave approach ${ }^{5}$ and includes cylindrical and conical tubes; the textbook case of the exponential horn follows; and finally, a complex profile of a trumpet bore taken from van Walstijn and Smith ${ }^{17}$ is treated.

For a non-cylindrical bore, the numerical determination of the transfer matrix at frequencies lying between 0 and $f_{s} / 2$ ( $f_{s}$ is the sampling frequency), is made by the Fourth-Order Runge-Kutta Algorithm with an autoadaptive step ${ }^{40}$ applied to Eqs. (21) and (23). This numerical method is computationally rather expensive but calculation has to be performed only once for a given bore. Exact and numerical calculations of the scattering matrix are compared below for both a conical bore and an exponential horn.

Digital filter design methods are numerous and generally pay great attention to the frequency response magnitude but do not take into account the phase which is very important in acoustic looped systems. As written in van Walstijn and Smith ${ }^{17}$, "there is a need for more effective digital filter techniques in this context". Thus, basic weighted least-squares (WLS) design for Finite Impulse Response (FIR) digital filters ${ }^{41-46}$ is used in these examples to obtain time domain responses. It is obvious that other efficient methods ${ }^{17}$ of digital filter design can be used.

Reflection function calculation is performed entirely in the discrete time-domain, using the Levine and Schwinger formulae ${ }^{47}$ to design an FIR digital filter for bell radiation ${ }^{14}$ ( $c f$. Fig. 4b).


Figure 6: $h_{r}$, the reflection function of the bore ( $c f$. Fig. 4) at its small end, with a reflection, at the other end, which is calculated by using the Levine and Schwinger formulae ${ }^{43}$. This function is completely calculated in the discrete time-domain with causal digital finite impulse response filters which model the conical part of the bore, the cylindrical one and the radiation. The propagation delay between both ends is $\tau \approx 2.94 \mathrm{~ms}$.

### 4.1 Discrete time calculation of the reflection function of a cone-cylinder combination

As mentioned in the introduction and shown above in Section 2.3, when several bores are connected with "decreasing widening rate" ${ }^{9}$ as in Fig. 4 taken from Agulló et al. ${ }^{9}$ (Fig. 10), stability problems with growing exponentials appear in the usual models. With the improved two-port model, these stability artifacts vanish. The impulse responses $h_{00}, h_{T}$, and $h_{L L}(c f$. Eq. (30)) of the conical part of the bore are drawn in Fig. 5. The reflection function of the bore at its small end is drawn in Fig. 6.

Several observations can be made on Fig. 5 about the conical part. For a non-cylindrical bore, it is qualitatively possible to consider, in an air slice of infinitesimal thickness $d x$, that every traveling wave has an infinitesimal reflection which is proportional to $-d S / S$. At the smaller end, the beginning of the impulse response $h_{00}$ (reflection) is negative and increasing with $t$ because $-d S / S$ is negative and increasing with $x$. For similar reasons, at the larger end, $h_{L L}$ is positive and increasing between 0 ms and $2 \tau$. Concerning the transmission impulse response after the $\tau$-delayed perfect impulse $\delta$, which is obtained in waveguide models without losses, an additional effect of the taper can be observed after $\tau$. In frequency domain, a good agreement appears on Fig. 7 between the waveguide and numerical techniques. Nevertheless, it seems that the equivalent radius technique ${ }^{14}$ in the waveguide approach of conical bores overestimates the visco-thermal losses in both transmission and reflection at the larger end.


Figure 7: Moduli of transmittance for the conical part of the bore shown in Fig. 4, according to the waveguide approach (cf. Section 3.4, Eq. (26), dashed line) and the numerically calculated one from Eqs. (21) and (23) (unbroken line).

### 4.2 The exponential horn

Let an exponential horn be defined by the radius formulae $r(x)=r_{0} \exp (\Lambda x / L)$ where $\Lambda=\log (\zeta)$. In this classical case, Eqs. (21) and (23) admit exact solutions, provided losses terms are neglected, and give the following transmittances in the scattering matrix:

$$
\begin{align*}
& H_{L L}(s)=-H_{00}(s)=\frac{\Lambda\left[1-e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]}{\sqrt{(\tau s)^{2}+\Lambda^{2}}\left[1+e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]+\tau s\left[1-e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]}  \tag{31}\\
& H_{T}(s)=\frac{2 \sqrt{(\tau s)^{2}+\Lambda^{2}} e^{-\sqrt{(\tau s)^{2}+\Lambda^{2}}}}{\sqrt{(\tau s)^{2}+\Lambda^{2}}\left[1+e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]+\tau s\left[1-e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]}
\end{align*}
$$

A comparison between numerical calculation with losses and Eq. (31) is made in Fig. 8 for a horn of 68 cm length, 3 mm and 3 cm radii ( $\zeta=10$ and $\tau=2 \mathrm{~ms}$ ), with a good agreement. The observed cut-off frequency


Figure 8: Transmittance modulus of an exponential horn of 68 cm length, 3 mm and 3 cm radii ( $\zeta=10$ and $\tau=2 \mathrm{~ms}$ ). Comparison between exact (without losses, dashed line) and numerical (unbroken line) calculations.
agrees with the expected value $f_{c}=\Lambda /(2 \pi \tau) \approx 183.2 \mathrm{~Hz}$. In the time-domain, the impulse responses can be given using the following property: the function defined for all $s$ by $\left[\left(\sqrt{s^{2}+\Lambda^{2}}-s\right) / \Lambda\right]^{n}$ is the Laplace transform of the signal $\mathcal{K}_{n}$ defined for all $t$ by $\mathcal{K}_{n}(t)=(n / t) \mathrm{J}_{n}(\Lambda t) \epsilon(t)$ provided $n$ is a positive integer, where $\mathrm{J}_{n}$ is the Bessel function of the first kind ${ }^{48}$.

After the substitution of:

$$
\begin{equation*}
\sum_{n=0}^{+\infty} \frac{(-1)^{n}\left[\sqrt{(\tau s)^{2}+\Lambda^{2}}-\tau s\right]^{2 n+1}}{\Lambda^{2 n+2}} e^{-2 n\left[\sqrt{(\tau s)^{2}+\Lambda^{2}}-\tau s\right]} e^{-2 n \tau s} \tag{32}
\end{equation*}
$$

for $\left\{\sqrt{(\tau s)^{2}+\Lambda^{2}}\left[1+e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]+\tau s\left[1-e^{-2 \sqrt{(\tau s)^{2}+\Lambda^{2}}}\right]\right\}^{-1}$, Eq. (31) becomes:

$$
\begin{align*}
& H_{L L}(s)=-H_{00}(s)=\frac{1}{\Lambda}\left(\sqrt{(\tau s)^{2}+\Lambda^{2}}-\tau s\right)+2 \sum_{n=1}^{+\infty}(-1)^{n} \mathcal{B}_{2 n} e^{-2 n \tau s}  \tag{33}\\
& H_{T}(s)=2 \sum_{n=0}^{+\infty}(-1)^{n} \mathcal{B}_{2 n+1} e^{-(2 n+1) \tau s}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{B}_{m}=\frac{1}{\Lambda^{m+1}} \sum_{k=0}^{+\infty} \frac{(-m)^{k}}{k!}\left\{\Lambda^{2}\left[\sqrt{(\tau s)^{2}+\Lambda^{2}}-\tau s\right]^{m+k-1}-\tau s\left[\sqrt{(\tau s)^{2}+\Lambda^{2}}-\tau s\right]^{m+k}\right\} \tag{34}
\end{equation*}
$$

After an inverse Laplace transform, Eqs. (33) and (34) give with the convention $\mathcal{K}_{0}=0$ :

$$
\begin{align*}
& h_{L L}(t)=-h_{00}(t)=\frac{1}{\tau} \mathcal{K}_{1}\left(\frac{t}{\tau}\right)+\frac{2}{\tau} \sum_{n=1}^{+\infty}(-1)^{n} b_{2 n}(t-2 n \tau)  \tag{35}\\
& h_{T}(t)=\delta(t-\tau)+\frac{2}{\tau} \sum_{n=0}^{+\infty}(-1)^{n} b_{2 n+1}[t-(2 n+1) \tau]
\end{align*}
$$

where

$$
\begin{equation*}
b_{m}(t)=\sum_{k=0}^{+\infty} \frac{(-m \Lambda)^{k}}{k!}\left[\mathcal{K}_{m+k-1}\left(\frac{t}{\tau}\right)-\frac{1}{\Lambda} \mathcal{K}_{m+k}^{\prime}\left(\frac{t}{\tau}\right)\right] \tag{36}
\end{equation*}
$$

The continuous-time impulse responses are drawn in Fig. 9. They are similar to discrete-time ones which are numerically obtained by inverse discrete Fourier transform.


Figure 9: Continuous-time impulse responses of an exponential horn of 68 cm length, 3 mm and 3 cm radii $(\zeta=10$ and $\tau=2 \mathrm{~ms}$ ).

### 4.3 A complex bore profile



Figure 10: (a) Profile of a trumpet bore (from Fig. 3 in van Walstijn and Smith ${ }^{17}$ ). The resonator is divided into three parts, from left to right: the "mouthpipe" (from (1) to (2)) is a conical bore of 165 mm length, 4.54 mm and 5.65 mm radii; the "main bore" (from (2) to (3)) is a cylindrical bore, of 415 mm length and 5.65 mm radius; the third part (from (3) to (4)) is the beginning, which radius is less than 10 mm , of the "flared bell"; the length of this truncated flared bell is 510 mm . (b) Reflection impulse response $h_{00}$ of the flared bell at its small end (3) ( $\tau_{34}=1.5 \mathrm{~ms}$ ). (c) Reflection function of the whole trumpet bore at the entrance of the mouthpipe (1) ( $\tau_{14} \approx 3.2 \mathrm{~ms}$ ).

The two-port model can also be used for an arbitrarily varying bore: the profile of a truncated trumpet bore, taken from van Walstijn and Smith ${ }^{17}$ (Fig. 3), is given in Fig. 10a. The impulse response $h_{00}$ (reflection) of the truncated flared bell at its small end (mark (3), is given in Fig. 10b. Because "trajectories" with a single reflection are predominant, the profile of the bore can almost be followed on the curve of $h_{00}$, by converting length into time (coefficient $2 / c$ ). The propagation delay between both ends is $\tau_{34}=1.5 \mathrm{~ms}$. It can be observed that each small profile irregularity produces a significant effect on the $h_{00}$ curve.

The reflection function of the whole truncated trumpet bore at the entrance of the mouthpipe (mark (1)) is drawn on Fig. 10c. The total propagation delay between both ends is $\tau_{14} \approx 3.21 \mathrm{~ms}$. Between 0 and $0.3 \tau_{14}$, the negative reflection inside the mouthpipe (divergent cone) is perceptible. Between $0.3 \tau_{14}$ and $1.06 \tau_{14}$, reflections are negligible (cylindrical part). Between $1.06 \tau_{14}$ and about $2 \tau_{14}$, the reflection impulse response $h_{00}$ of the truncated flared bell is recognizable. The negative peak, which appears at $2 \tau_{14}$ and reaches a magnitude of about $1.5 \times 10^{4} \mathrm{~s}^{-1}$, results from the reflection at the opening end (mark (4)). After about $2 \tau_{14}$, multiple reflections inside the tube are superimposed, the effects of the three parts of the bore are more difficult to differentiate, even if a kind of $\left(2 \tau_{14}, 0\right)$-centered symmetry can be observed and qualitatively explained by the predominance of trajectories containing three reflections.

## 5 Concluding remarks

This new two-port model is promising for accurate time-domain simulation of musical wind instruments with an arbitrary bore shape. The present approach based on locally-traveling plane waves may be seen as an alternative to waveguide filter approaches which include piecewise element modeling.

This approach improves time-domain modeling of bores with varying cross section but it is only an element of a complete physical model. This global model could lead to an implementation of a tool for instrument makers, which may enable them to listen to an instrument before it is manufactured. However, improvements are still necessary in the physical modeling of other elements of wind instruments, including their interactions with the player.
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