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Abstract

We construct a smooth Gaussian-Kronecker diffeomorphism $T$, on $\mathbb{T} \times [0, 1]^N$, where $[0, 1]^N$ is the Hilbert cube. To obtain this diffeomorphism, we adapt a construction by De La Rue [6], which uses transformations of the planar Brownian motion.

1 Introduction

We define Gaussian dynamical systems. We rely on [8]. Let $\gamma$ a finite symmetric measure on the circle $\mathbb{T}$. A dynamical system $(\Omega, \mathcal{A}, \mathcal{P}, U)$ is Gaussian of spectral measure $\gamma$ if there exists a real centred Gaussian process $(X_p)_{p \in \mathbb{Z}}$ satisfying:

1. for any integer $p$, $X_p = X_0 \circ U^p$,
2. $\mathcal{B}(X_p, p \in \mathbb{Z}) = \mathcal{A}$
3. for any integers $p, q$, $E[X_pX_q] = \int_0^1 e^{2\pi i (q-p)t} \, d\gamma(t)$

Giving $\gamma$ determines all the properties of this system. In particular, $U$ is ergodic if and only if $\gamma$ is non-atomic, and in this case, $U$ is even weak mixing (see [5]). The entropy of $U$ is zero or infinite, depending on whether or not $\gamma$ is singular with respect to Lebesgue measure (see [7]).

We recall that $K \subset \mathbb{T}$ is a Kronecker set if any continuous function $f : K \to \mathbb{T}$ is the uniform limit on $K$ of a sequence of functions $f_p : x \mapsto j_p x$, where $j_p$ is an integer.

In the case where $\gamma$ is non-atomic and concentrated on $K \cup (\frac{1}{2} - K)$, where $K$ is a Kronecker set of $[0, 1/2]$, we say that the Gaussian dynamical system of spectral measure $\gamma$ is a Gaussian-Kronecker transformation [10]. A Kronecker set always has zero Lebesgue measure, so a Gaussian-Kronecker transformation always has zero entropy.

Gaussian-Kronecker transformations have remarkable properties: they have simple spectrum $L^p$, for any $p \geq 1$ (see [5, 14]). Moreover, they satisfy the Weak Closure Theorem [17]: any $\mathcal{P}$-preserving transformation $S$ commuting with $T$ is a weak limit of powers of $T$. We can find a sequence of integers $j_p$ such that for any $A \in \mathcal{A}$,

$$\mathcal{P}(S^{-1}A A T^{-j_p} A) \to_p 0$$

Lastly, they satisfy the spectral stability property: any system that is spectrally isomorphic to a Gaussian-Kronecker is actually metrically isomorphic to it.

In [15, 16], Katok raised the problem of the construction of a Gaussian-Kronecker transformation that is smooth. In this paper, we give a construction of this kind:
Theorem 1.1. There exists $T \in \text{Diff}^{\omega}(\mathbb{T} \times [0, 1]^\mathbb{N}, \text{Leb})$ that is Gaussian-Kronecker.

Remark 1.2. Moreover, as in [6], we can get $T$ non-loosely Bernoulli. This gives another example of a smooth non-loosely Bernoulli diffeomorphism, besides the example we constructed in [4]. However, contrary to [4], our construction here does not easily generalize to an uncountable family of pairwise non-Kakutani equivalent diffeomorphisms.

To show this theorem, we provide a smooth version of a transformation constructed by Thierry De La Rue [6]. He constructed a Gaussian-Kronecker and non-loosely Bernoulli transformation using a method of approximation by periodic transformations of the trajectory of the planar Brownian motion.

This adaptation to the smooth case is made using the method of approximation by successive conjugacies, introduced by Anosov and Katok in [1]. More precisely, we generalize our construction of a smooth ergodic diffeomorphism, by successive conjugacies, introduced by Anosov and Katok in [1].

1.1 Definitions

Let $\text{Diff}^{\omega}(M, \mu)$ be the class of smooth diffeomorphisms of $M$ preserving the Lebesgue measure $\mu$. For $B \in \text{Diff}^{\omega}(M, \mu)$ and $j \in \mathbb{N}^+$, let $D^j B$ be the $j^\text{th}$ derivative of $B$ if $j > 0$, and the $-j^\text{th}$ derivative of $B^{-1}$ if $j < 0$. For $x \in M$, let $|D^j B(x)|$ be the norm of $D^j B(x)$ at $x$. We denote $||B||_j = \max_{0 \leq i \leq j} \max_{x \in M} |D^j B(x)|$.

A finite measurable partition $\xi$ of a measured manifold $(N, \nu)$ is the equivalence class of a finite set $\xi$ of disjoint measurable subsets of $N$ whose union is $N$, modulo sets of $\nu$-measure zero. In most of this paper, we do not distinguish a partition $\xi$ with its equivalent class $\xi$ modulo sets of $\nu$-measure zero. In these cases, both are denoted $\xi$. Moreover, all partitions considered in this paper are representatives of a finite measurable partition.

A partition $\xi'$ is subordinate to a partition $\xi$ if any element of $\xi$ is a union of elements of $\xi'$, modulo sets of $\nu$-measure zero. In this case, if $\mathcal{B}(\xi)$ denotes the completed algebra generated by $\xi$, then $\mathcal{B}(\xi) \subset \mathcal{B}(\xi')$. The inclusion map $i : \mathcal{B}(\xi) \to \mathcal{B}(\xi')$ will be denoted $\xi \hookrightarrow \xi'$. This notation also means that $\xi'$ is subordinate to $\xi$. A sequence of partitions $\xi_n$ is monotonic if for any $n$, $\xi_n \hookrightarrow \xi_{n+1}$. These definitions and properties are independent of the choice of the representatives $\xi$ and $\xi'$ of the equivalence classes $\xi$ and $\xi'$.

A measure-preserving bijective bimeasure map $T : (M_1, \mu_1, \mathcal{B}_1) \to (M_2, \mu_2, \mathcal{B}_2)$ induces an isomorphism of measure algebras, still denoted $T : (\mu_1, \mathcal{B}_1) \to (\mu_2, \mathcal{B}_2)$. If $\xi_1, \xi_2$ are partitions, and if $\mathcal{B}_1 = \mathcal{B}(\xi_1)$ and $\mathcal{B}_2 = \mathcal{B}(\xi_2)$, we denote $T : \xi_1 \to \xi_2$ this induced isomorphism of measure algebras. If $M_1 = M_2$, $\mu_1 = \mu_2$ and $\mathcal{B}_1 = \mathcal{B}_2$, then $T$
is a measure-preserving transformation. Its induced isomorphism is an automorphism (see [12, p.43] and [18]).

A metric isomorphism $L$ of measure-preserving transformations $T_1 : (M_1, \mu_1, \mathcal{B}_1) \rightarrow (M_2, \mu_2, \mathcal{B}_2)$ is a measure-preserving bijective bimeasurable map $L : (M_1, \mu_1, \mathcal{B}_1) \rightarrow (M_2, \mu_2, \mathcal{B}_2)$ such that $LT_1 = T_2 L$ a.e. For convenience, when the measure is the Lebesgue measure and the algebra is the Borelian algebra, we omit to mention the measures and algebras, and we simply say that $L : (M_1, T_1) \rightarrow (M_2, T_2)$ is a metric isomorphism.

Let $\xi$ be a measurable partition and $\xi$ a representative of this equivalent class modulo sets of $\mu$-measure zero. For $x \in M$, we denote $\xi(x)$ the element of the partition $\xi$ such that $x \in \xi(x)$. A sequences of partitions $\xi_\alpha$ of measurable sets generates if there is a set of full measure $F$ such that for any $x \in F$,

$$[x] = F \bigcap_{n \geq 1} \xi_n(x)$$

This property of generation is independent of the choice of the representatives $\xi_\alpha$ of the equivalent class $\xi$ and therefore, we will say that the sequence of measurable partitions $\xi_\alpha$ generates. Let $M/\xi$ denote the equivalent class of the algebra generated by $\xi$, modulo sets of $\mu$-measure zero. $M/\xi$ is independent of the choice of the representative of the equivalent class $\xi$. If $T : M_1 \rightarrow M_2$ is a measure-preserving map such that $T(\xi_1) = \xi_2$ $\mu$-almost everywhere, we can define a quotient map: $T/\xi_1 : M/\xi_1 \rightarrow M/\xi_2$.

Let $M = \mathbb{T} \times [0, 1]^N$. We consider the periodic flow $S_t$ defined by:

$$S_t : \mathbb{T} \times [0, 1]^N \rightarrow \mathbb{T} \times [0, 1]^N$$

$$(s, x) \mapsto (t + s \mod 1, x)$$

For $a, b \in \mathbb{T}^l$, let $[a, b]$ be the positively oriented circular sector between $a$ and $b$, with $a$ included and $b$ excluded.

For $I \subset \mathbb{T}$ or $[0, 1]$, and $i \in \mathbb{N}$, we denote $(I)_i = \mathbb{T} \times [0, 1] \times \ldots \times [0, 1] \times I \times [0, 1] \times \ldots$, where $I$ is located at the $i^{th}$ position. $(I) \subset \mathbb{T}$ if $i = 0$, $I \subset [0, 1]$ if $i \geq 1$.

For $i \neq i'$, we denote $(I_i) \times (I_{i'}) = (I_i) \cap (I_{i'})$.

By [11, p. 157], the infinite Cartesian product of the one-dimensional Lebesgue measure defines a probability measure $\mu$ on $M$, still called Lebesgue measure.

A sequence $T_n$ of $\mu$-preserving maps weakly converges to $T$ if, for any measurable set $E$, $\mu(T_n E \Delta E) \rightarrow 0$, where $\Delta E = (A - B) \cup (B - A)$.

Let $E$ be the set of bijections $f$ of $\mathbb{T} \times [0, 1]^N$, such that $f((x_1)_{\in \mathbb{N}}) = (f_n(x_1, ..., x_\alpha), x_{n+1}, ...)$ with $f_n$ a smooth diffeomorphism of $\mathbb{T} \times [0, 1]^n$ for some integer $n$. The smooth distance on finite-dimensional smooth diffeomorphisms extends to $E$: $d(f, g) = d(f_n, g_n)$ (we take $n$ to be the maximum of the integers $n(f)$ and $n(g)$ associated with $f$ and $g$ respectively). The completion of $E$ for $d$ is denoted $\text{Diff}^n(\mathbb{T} \times [0, 1]^N)$. It corresponds to the set of smooth diffeomorphisms of $\mathbb{T} \times [0, 1]^N$, and extends the finite-dimensional notion of smooth diffeomorphisms.

1.2 Transformations of the planar Brownian motion

We use the representation of a Gaussian dynamical system as a geometric transformation of the trajectory of the planar Brownian motion, developed in [7]. We denote by $(\Omega, \mathcal{F}, \mathbb{P})$ the canonical space of the planar Brownian motion issued from 0, on the time interval $[0, 1]$.
1. Ω = C_0([0, 1], C) is the space of continuous maps from [0, 1] to C, that cancels in 0.

2. P is the Wiener measure on Ω.

3. A is the Borelian sigma-algebra, completed for P.

For ω ∈ Ω, and 0 ≤ u ≤ 1, we denote by B_u(ω) the position of the trajectory ω at time u.

If σ is a probability measure on [0, 1] concentrated in a finite number of points α_1 < ... < α_t of respective weights m_1, ..., m_t, we define a transformation U_σ of Ω, preserving P, by the following: for any k = 1, ..., t, u_k = ∑_{j=1}^k m_j, and u_0 = 0. We cut the trajectory ω in t pieces, corresponding to time intervals [u_{k-1}, u_k], 1 ≤ k ≤ t, then we perform a rotation of angle α_k on the k-th piece. U_σω is the trajectory obtained by gluing the rotated pieces. Thus, for u ∈ [u_j, u_{j+1}],

\[ B_u \circ U_\sigma = \sum_{k=1}^j e^{2\pi i \alpha_k (B_{u_k} - B_{u_{k-1}})} + e^{2\pi i \alpha_k,1} (B_u - B_{u_k}) \]

Suppose, moreover, that α_i = ∏ b_{n,i}, with p_n and b_{n,i} integers relatively prime with the integer q_n. Let U_n = U_σ. Let also

\[ c_{n,l} = \left\{ \omega \in \Omega / \arg(B_{u_{n,l}}(\omega) - B_u(\omega)) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right] \right\} \]

and ζ_{n,l} = {c_{n,l}, l = 0, ..., q_n - 1}. ζ_{n,l} is a partition stable by U_n, the ζ_{n,i}, i = 0, ..., l_n - 1 are mutually independent, and (U_n, ζ_{n,i}) is metrically isomorphic to (R_{ξ_n}, ξ_n), where R_{ξ_n} is the circle rotation of angle ξ_n, and ξ_n is the partition of the circle T defined by ξ_n = {\left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right], l = 0, ..., q_n - 1}. This metric isomorphism is the basis of our construction.

Now, if σ is a non-atomic probability measure on [0, 1], we can define U_σ as he limit of a sequence of transformations U_{σ_n}, where the measures σ_n are concentrated on a finite number of points converging sufficiently well towards σ. For any u ∈ [0, 1], and any p ∈ Z, we have:

\[ B_u \circ U_\sigma^p = \int_0^u e^{2\pi i p \phi(x)} dB_x \]

where ϕ(x) = inf{x ∈ [0, 1], σ(0, x] ≥ s}.

Moreover, if σ is concentrated on [0, 1/2], then (Ω, A, P, U_σ) is a Gaussian dynamical system of spectral measure γ, where γ is the symmetric probability measure on [−1/2, 1/2], defined by

\[ γ(A) = \frac{1}{2} (σ(A ∩ [0, 1/2]) + σ(−A ∩ [0, 1/2])) \]

The underlying real Gaussian process is given by X_0 = Re(B_t) [7].

As a corollary, if σ is non-atomic on [0, 1], then U_σ is ergodic (and even weak mixing), and if, moreover, σ is singular with respect to Lebesgue measure, then U_σ has zero entropy.
1.3 Basic steps of the proof

The metric isomorphism is obtained as the limit of isomorphisms of finite algebras. We use the lemma [1, p.18]:

**Lemma 1.3.** Let $M_1$ and $M_2$ be Lebesgue spaces and let $\xi_n^{(i)}$ (i = 1, 2) be monotonic and generating sequences of finite measurable partitions of $M_n$. Let $T_n^{(i)}$ be automorphisms of $M_n$ such that $T_n^{(1)} \xi_n^{(1)} = \xi_n^{(1)}$ and $T_n^{(2)} \rightarrow T_n^{(0)}$ in the weak topology. Suppose there are metric isomorphisms $L_n : M_1/\xi_n^{(1)} \rightarrow M_2/\xi_n^{(2)}$ such that

$$L_nT_n^{(1)}/\xi_n^{(1)} = T_n^{(2)}/\xi_n^{(2)}$$

and

$$L_{n+1}\xi_n^{(1)} = \xi_n^{(2)}$$

then $(M_1, T_1)$ and $(M_2, T_2)$ are metrically isomorphic.

Said otherwise, if we have generating sequences of partitions and sequences of automorphisms $T_n^{(i)}$ weakly converging towards $T_n^{(0)}$, and if, for any integer $n$, the following diagram commutes:

$$
\begin{array}{ccc}
T_n^{(1)} & \xrightarrow{L_n} & T_n^{(2)} \\
\downarrow & & \downarrow \\
\xi_n^{(1)} & \xrightarrow{L_{n+1}} & \xi_n^{(2)}
\end{array}
$$

then $(M_1, T_1)$ and $(M_2, T_2)$ are metrically isomorphic.

The proof of theorem 1.1 is in two steps. In the first step (lemma 1.4), we determine sufficient conditions such that there exists sequences of finite partitions and automorphisms satisfying the assumptions of lemma 1.3 with $M_1 = \Omega, M_2 = M = T \times [0, 1]^N, T_n^{(1)} = U_n, T_n^{(2)} = T_n$, where $T_n$ is a smooth diffeomorphism, and such that the limit $T$ in the smooth topology of the sequence $T_n$ is smooth.

In the second step (lemma 1.5), we construct sequences of integers satisfying the conditions of the first step.

**Lemma 1.4.** There exists an explicit family of integers $R_1(n)$ $\geq$ $R_2$, $R_3$, such that, if there exist increasing sequences of integers $t_0, t_1, q_n, a_n(i'/t_n), b_n(i'/t_n) \in N$, $i' = 0, ..., t_n - 1$, and sequences $s_n(i'/t_n) \in \mathcal{Z}$, $i' = 0, ..., t_n - 1$ such that, for any integer $n$, any $i' = 0, ..., t_n - 1$,

1. (temporal monotonicity) $t_{n+1} = 2^{R_1(n, a_n, i')} t_n$.
2. (primality) $a_n(i'/t_n)b_n(i'/t_n) - s_n(i'/t_n)q_n = 1$.
3. (monotonicity) $q_n$ divides $a_{n+1}$.
4. (isomorphism) $q_n$ divides $a_{n+1}(i'/t_{n+1}) - a_n(i'/t_n)$, for $i = t_n i_n, ..., (i' + 1) \leq 1$.
5. (convergence of the diffeomorphism, generation, Kronecker)

$$0 < \left| \frac{p_{n+1}}{q_{n+1}} - \frac{p_n}{q_n} \right| \leq 1/41 \left( n, a_n, \prod_{i=0}^{t_n-1} b_{n+1}(i'/t_{n+1}) \right)$$
then there exists a smooth ergodic measure-preserving diffeomorphism $T$ of $M$ that is a Gaussian transformation. Moreover, if

6. (Kronecker) the translation of $\mathbb{T}^n$ of vector $\frac{b_n(0/t_n)}{q_n}, \ldots, b_n((t_n - 1)/t_n))$ has a fundamental domain of diameter smaller than $1/n$.

then $T$ is a Gaussian-Kronecker.

**Lemma 1.5.** For any $n \geq 1$, there exists increasing sequences of integers

$$
t_n, p_n, q_n, a_0(i'/t_n), b_n(i'/t_n) \in \mathbb{N}^*, \ i' = 0, \ldots, t_n - 1, \text{ and sequences } s_n(i'/t_n) \in \mathbb{Z}^*, \ i' = 0, \ldots, t_n - 1 \text{ satisfying the assumptions of lemma 1.4.}
$$

We divide the proof of lemma 1.4 in three main parts. In the first part of the proof, we construct a sequence of monotonic and generating partitions of $\Omega$, called $\xi_n^\infty$, which is stabilized by the transformation $U_n$. To that end, we use assumptions 1, 2, 3, 4 and 5.

In the second part of the proof, we elaborate sufficient conditions on $B_n$ in $\text{Diff}^{\infty}(M, \mu)$, so that if $T_n = B_n^{-1}S_n^\infty B_n$ weakly converges towards an automorphism $T$, then there exists a metric isomorphism between $(\Omega, U, P)$ and $(M, T, \mu)$. To that end, we apply lemma 1.3: we construct a monotonic and generating sequence of partitions $\xi_n^\infty$ of $M$ and a sequence of isomorphisms $\overline{k}_n : \Omega/\xi_n^\infty \rightarrow M/\xi_n^\infty$, such that $\overline{k}_n U_n = T_n \overline{k}_n$ and $\overline{k}_n \mathcal{P}_{i+n} = \mathcal{P}_n$. In the construction of this isomorphism, assumption 4 is important. Moreover, elements of $\xi_n^\infty$ must be chosen in a way that ensures the monotonicity of the sequence $\overline{k}_n$. This condition of monotonicity induces combinatorial constraints on the elements of the partition $\xi_n^\infty$.

In the third part of the proof, we construct diffeomorphisms $T_n = B_n^{-1}S_n^\infty B_n$ on $M$ stabilizing $\xi_n^\infty$, obtained by successive conjugations from the rotation $S_n^\infty$. In particular, in this part, we use smooth quasi-permutations, introduced in [4].

**1.4 Construction of suitable sequences of integers: proof of lemma 1.5**

**Lemma 1.6.** There exist increasing sequences of integers $t_n, p_n, q_n, a_0(i'/t_n), b_n(i'/t_n) \in \mathbb{N}^*, \ i' = 0, \ldots, t_n - 1, \text{ and sequences } s_n(i'/t_n) \in \mathbb{Z}^*, \ i' = 0, \ldots, t_n - 1, \text{ satisfying the assumptions of lemma 1.4.}

**Proof.** We construct these sequences by induction. Let $t_0 = p_0 = q_0 = 1, b_0(0/t_0) = s_0(0/t_0) = 1, a_0(0/t_0) = 2$. Suppose we have defined $t_k, p_k, q_k, a_k(i'/t_k), b_k(i'/t_k), s_k(i'/t_k)$, satisfying the assumptions of lemma 1.4, up to the rank $k = n$, and let us define $t_{n+1}, p_{n+1}, q_{n+1}, a_{n+1}(i'/t_{n+1}), b_{n+1}(i'/t_{n+1}), s_{n+1}(i'/t_{n+1})$.

We can define $t_{n+1} = 2k\mathcal{B}(n, q_n, a_n) t_n$. Let

$$
b(n) = (b_n(0/t_n), \ldots, b_n((t_n - 1)/t_n))
$$

$$
\tilde{b}(n) = (b_n(0/t_{n+1}), \ldots, b_n((t_{n+1} - 1)/t_{n+1}))
$$

where each $b_n(i/t_n)$ is repeated $t_{n+1}/t_n$ times.

To get conditions 5, 6, as in [1, 3], we seek $b(n + 1)$ of the form:

$$
b(n + 1) = (b_{n+1}(0/t_{n+1}), \ldots, b_{n+1}((t_{n+1} - 1)/t_{n+1}))
$$
\[ b(n + 1) = q_n v(n + 1) + (e_{n+1} q_n + 1) \hat{b}(n) \]

where \( v(n + 1) \in \mathbb{Z}^{n+1} \) and \( e_{n+1} \in \mathbb{N} \).

Let \( b_n = \prod_{i=0}^{n-1} b_n(i'/t_n) \). Since \( \gcd((b_n(0)/t_n), \ldots, b_n((t_n-1)/t_n))) = \gcd((b_n(0)/t_n), \ldots, b_n((t_n-1)/t_n))) = 1 \), then we can apply a result in [3, section 1.3.2]: there exists \( v(n+1) \in \mathbb{Z}^{n+1} \) and \( e_{n+1} \in \mathbb{N} \), there exists \( R_4(n, b(n)) \) such that:

\[ ||v(n + 1)|| \leq R_4(n, b_n) \]

\[ e_{n+1} \leq R_4(n, b_n) \]

and such that the translation flow of \( T^{n+1} \) of vector \( b(n + 1) \) has a fundamental domain \( B(n) \subset T^{n+1} \times \{0\} \) of diameter smaller than \( 1/(2n) \). Therefore, for any \( q_{n+1} \geq R_4(n, b(n)) \) for some \( R_4(n, b(n)) \), and any \( p_{n+1} \) such that \( \gcd(p_{n+1}, q_{n+1}) = 1 \), the translation of \( T^{n+1} \) of vector \( \frac{p_{n+1}}{q_{n+1}} b(n + 1) \) has a fundamental domain of diameter smaller than \( 1/n \). Hence condition 6.

We write:

\[ v(n + 1) = (v_{n+1}(0/t_{n+1}), \ldots, v_{n+1}((t_{n+1} - 1)/t_{n+1})) \]

Let

\[ s_{n+1}(i/t_{n+1}) = s_n(i'/t_n) + a_n(i'/t_n)[v_{n+1}(i/t_{n+1}) + e_{n+1} b_n(i'/t_n)] \]

Let

\[ \mu_{n+1}(i/t_{n+1}) = b_n(i'/t_n) + q_n[v_{n+1}(i/t_{n+1}) + e_{n+1} b_n(i'/t_n)] \]

Let \( d_{n+1} \geq R_1(n, q_n, b_{n+1}) \) be an integer, let

\[ c_{n+1}(i/t_{n+1}) = d_{n+1} s_{n+1}(i/t_{n+1}) \prod_{k=0}^{t_{n+1}-1} \mu_{n+1}(k/t_{n+1}) \]

and let

\[ q_{n+1} = q_n \left( 1 + d_{n+1} \prod_{k=0}^{t_{n+1}-1} \mu_{n+1}(k/t_{n+1}) \right) \]

Notice that \( q_{n+1} \) is independent of \( i \) (it is important to obtain condition 2). Let

\[ a_{n+1}(i/t_{n+1}) = a_n(i'/t_n) + q_n c_{n+1}(i/t_{n+1}) \]

Thus, assumption 4 is also satisfied.

We show assumption 2 at rank \( n + 1 \). We have:

\[ a_{n+1}(i/t_{n+1}) b_{n+1}(i/t_{n+1}) = \]

\[ = 1 + q_n \left[ s_n(i'/t_n) + e_{n+1} (1 + s_n(i'/t_n) q_n) a_n(i'/t_n) v_{n+1}(i/t_{n+1}) + c_{n+1} (i/t_{n+1}) (q_n v_{n+1}(i/t_{n+1}) + (e_{n+1} q_n + 1) b_n(i'/t_n)) \right] \]

\[ = 1 + q_n \left[ s_n(i'/t_n) + a_n(i'/t_n) (e_{n+1} b_n(i'/t_n) + v_{n+1}(i/t_{n+1})) \right] \]
Let Lemma 1.7. First, we show:

1.4.1 Proof that $T$ is Kronecker

First, we show:

**Lemma 1.7.** Let

$$L_n \left( \frac{i}{t_n} \right) = \left[ \frac{p_n}{q_n} b_n(i/t_n), \frac{p_n}{q_n} b_n(i/t_n) + \frac{1}{n q_n} \right]$$

and

$$L = \bigcap_{n=1}^{t_n-1} \bigcup_{r=0}^{t_n-1} L_n \left( \frac{i}{t_n} \right)$$

If the translation $\frac{p_n}{q_n} b(n)$ of the $\mathbb{T}^n$-torus has a fundamental domain of diameter smaller than $1/n$, then $L$ is a Kronecker set.

**Proof.** We adapt the proof of [6, p.6]. We must show that for any $f : L \to \mathbb{T}$ continuous, for any $\epsilon > 0$, there exists $k \in \mathbb{Z}$ such that

$$\sup_{x \in L} |f(x) - kx| \leq \epsilon$$

We fix $n \geq 1$ and first, we suppose that $f$ is constant on each interval $L_n \left( \frac{i}{t_n} \right)$, and we denote $z_n(i/t_n) = f \left( L_n \left( \frac{i}{t_n} \right) \right)$. Let $z_n(i/t_n) = (z_n(0), ..., z_n(t_n - 1)/t_n))$. Since the translation $\frac{p_n}{q_n} b(n)$ of the $\mathbb{T}^n$-torus has a fundamental domain of diameter smaller than $1/n$, then there exists $0 \leq k \leq q_n - 1$ such that

$$|k \frac{p_n}{q_n} b(n) - u| \leq \frac{1}{n}$$

Therefore, for any $0 \leq \tilde{i} \leq q_n - 1$,

$$\left| k \frac{p_n}{q_n} b_n(\tilde{i}/t_n) - z_n(\tilde{i}/t_n) \right| \leq \frac{1}{n}$$

Let $x \in L$ and $0 \leq \tilde{i} \leq t_n - 1$ such that $x \in L_n \left( \frac{i}{t_n} \right)$. We have:

$$\left| x - \frac{p_n}{q_n} b_n(\tilde{i}/t_n) \right| \leq \frac{1}{n q_n}$$

Therefore,

$$|kx - f(x)| = |kx - z_n(i/t_n)| \leq |kx - k \frac{p_n}{q_n} b_n(\tilde{i}/t_n)| + \left| k \frac{p_n}{q_n} b_n(\tilde{i}/t_n) - z_n(\tilde{i}/t_n) \right| \leq \frac{k}{n q_n} + \frac{1}{n}$$
\[ |kx - f(x)| \leq \frac{2}{n} \quad (1) \]

Now, we suppose \( f : L \to T \) is any continuous map. Let \( \varepsilon > 0 \). \( L \) is compact, so by Heine’s theorem, \( f \) is uniformly continuous. There exists \( \eta > 0 \) such that for any \( x, y \in L \), if \( |x - y| \leq \eta \), we have:

\[ |f(x) - f(y)| \leq \frac{\varepsilon}{2} \quad (2) \]

We fix \( n \geq \max(4/\varepsilon, 1/\eta) \). Let \( f_n : L \to T \) such that for any \( i' = 0, \ldots, t_n - 1 \), any \( y \in L_n(i'/t_n) \), \( f_n(y) = f \left( \frac{p_n}{q_n} b_n(i'/t_n) \right) \). By relation (1), there exists \( 0 \leq k \leq q_n \) such that for any \( x \in L_n \),

\[ |kx - f_n(x)| \leq \frac{2}{n} \]

Let \( x \in L \) and let \( i' \) such that \( x \in L_n(i'/t_n) \). Since \( f_n \) is constant on \( L_n(i'/t_n) \), we have:

\[ |kx - f(x)| \leq |kx - f_n(x)| + |f_n(x) - f(x)| = |kx - f_n(x)| + |f_n(x) - f(x)| \]

\[ |kx - f(x)| \leq \frac{2}{n} + \left| f \left( \frac{p_n}{q_n} b_n(i'/t_n) \right) - f(x) \right| \]

Since

\[ |x - \frac{p_n}{q_n} b_n(i'/t_n)| \leq \frac{1}{nq_n} \leq \frac{1}{n} \leq \eta \]

By estimation (2), we conclude:

\[ |kx - f(x)| \leq \frac{2}{n} + \frac{\varepsilon}{2} \leq \varepsilon \]

\[ \square \]

**Corollary 1.8.** For a suitable choice of \( R_1 \) in lemma 1.4, \( T \) is Gaussian-Kronecker.

**Proof.** We must show that the limit \( \sigma \) of \( \sigma_n \) in the weak topology is non-atomic, and that \( \text{supp}(\sigma) \subset L \). Let \( \varepsilon > 0 \). Since \( t_n \to +\infty \), then for \( n \) sufficiently large, for any \( x \in T \), \( \sup_{t \in T} \sigma_n(x) \leq \varepsilon \). Therefore, \( \sigma \) is non-atomic.n To show that the support of \( \sigma \) is included in \( L \), let:

\[ f : \{0, \ldots, t_{n+1} - 1\} \to \{0, \ldots, t_n - 1\} \]

\[ i \quad \mapsto \quad i' \text{ s.t. } \frac{i}{t_{n+1}} < \frac{i'}{t_n} \leq \frac{i'+1}{t_n} \]

Let \( n \in \mathbb{N} \). For any \( i \in \{0, \ldots, t_{n+1} - 1\} \), we have:

\[ \frac{p_{n+1}}{q_{n+1}} b_{n+1}(i/t_{n+1}) - \frac{p_n}{q_n} b_n(f(i)/t_n) = \left( \frac{p_{n+1}}{q_{n+1}} - \frac{p_n}{q_n} \right) b_n(f(i)/t_n) \]

Therefore, for any \( m \geq 0 \), any \( i \in \{0, \ldots, t_{n+m} - 1\} \), and for a suitable choice of \( R_1 \) in lemma 1.4,
\[
p_{n+m}/q_{n+m}(i)/l_{n+m}) = p_n/q_n b_n(f_*^m(i)/l_n) = \sum_{k=0}^{+\infty} \left( \frac{p_{n+k}}{q_{n+k}} - \frac{p_k}{q_k} \right) b_{n+k}(f_*^k(i)/l_{n+k+1}) \\
\leq \sum_{k=0}^{+\infty} \left( \frac{p_{k+1}}{q_{k+1}} - \frac{p_k}{q_k} \right) b_{k+1}(f_*^k(i)/l_{n+k+1}) \leq \frac{1}{nq_n}
\]

Therefore, for any integers \( n, m, \frac{p_{n+m}}{q_{n+m}} b_{n+m}(i)/l_{n+m} \in L_\infty = \bigcup_{p=0}^{q-1} L_\infty(i'/l_n) \).
Therefore, \( \text{supp}(\sigma_{n+m}) \subset L_\infty. \) Since \( L_\infty \) is closed, then \( \text{supp}(\sigma) \subset L_\infty \) for any \( n \), and so \( \text{supp}(\sigma) \subset L. \)

\[\square\]

2 Partitions of \( \Omega = C^0_0 ([0, 1], \mathbb{C}) \)

The aim of this section is to show the following proposition:

**Proposition 2.1.** If assumptions 1, 2, 3, 4, 5, of lemma 1.4 hold, there exists measurable partitions \( (\zeta^m_n)_{n \geq 0, m \in \mathbb{N}} \) of \( \Omega_\infty \), such that \( \zeta^m_n \) is stable by \( U_n \) and such that at \( m \) fixed, for \( n < m, \zeta^m_n \rightarrow \zeta^m_{n+1} \). Moreover, there exists an isomorphism \( \Omega^m_n : \zeta^m_n \rightarrow \zeta^m_n \) commuting with \( U_n \).

Moreover, at \( n \) fixed, \( \zeta^m_n \) converges as \( m \rightarrow +\infty \) towards a partition \( \zeta^m_n \), stable by \( U_n \). Moreover, the sequence \( (\zeta^m_n)_{n \geq 0} \) is monotonous and generates.

A natural partition stabilized by \( U_n \) is given by \( \zeta^m_n = \bigvee_{i=0}^{q-1} \zeta^m_{n,i}, \) where:

\[ \zeta_{n,i} = \{c_{n,i,l}, l = 0, ... , q_n - 1 \} \]

with

\[ c_{n,i,l} = \{ \omega \in \Omega / \arg(B_{n,i}(\omega) - B_n(\omega)) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right] \} \]

In order to apply lemma 1.3, we need a monotonous and generating sequence of partitions. In lemma 2.13, we show that \( \zeta^m_n \) generates. However, \( \zeta^m_n \) is not monotonous, because for any integers \( k, l, l', \)

\[ \left\{ \omega \in \Omega / \arg \left( B_{l,i}^{l'}(\omega) - B_{l,i}^{l}(\omega) \right) \in I_{l,l'} \right\} \subseteq \left\{ \omega \in \Omega / \arg \left( B_{n,i}(\omega) - B_n(\omega) \right) \in I_{l,l'} \right\} \]

Therefore, as in [1, 3], we "monotize" \( \zeta^m_n \). This "monotization" is performed in two steps: in the first step, we construct a partition \( \zeta^m_{n+1} \) stable by \( U_n \) and such that \( \zeta^m_{n+1} \rightarrow \zeta^m_{n+1} \) (lemma 2.2). We also need that most elements of \( \zeta^m_{n+1} \) have a size controlled independently of \( q \), to ensure the smooth convergence of \( T_n \) towards \( T \).

In the second step, we iterate this procedure, so as to obtain a partition \( \zeta^m_n \), such that \( \zeta^m_n \rightarrow \zeta^m_n \). At \( m \) fixed, for \( n < m, \zeta^m_n \rightarrow \zeta^m_{n+1} \). We take the limit \( m \rightarrow +\infty \). This gives a monotonous partition \( \zeta^m_n \) stable by \( U_n \) (corollary 2.12). This procedure is the same as in [1, 3]. Since \( \zeta^m_n \) generates (lemma 2.13), then \( \zeta^m_n \) too (corollary 2.15).

To show proposition 2.1, we need some notations and auxiliary transformations. We slightly modify those introduced by De La Rue [8, p. 395].
Let $\theta = \arg B_1$, and let $G, D$ transformations of $\Omega$ defined by

$$B_n \circ G = \sqrt{2} B_n^*$$

$$B_n \circ D = \sqrt{2} (B_n^* - B_{n-1}^*)$$

Since, by scaling, $B_n \circ G$ and $B_n \circ D$ are Brownian motions, then $G$ and $D$ are $\mathbb{P}$-preserving. Moreover, $G^{-1}(\mathcal{A})$ and $D^{-1}(\mathcal{A})$ are independent.

Let $\Gamma = G, D$, and for any $n \in \mathbb{N}$, $\Gamma^n$ is the set of words of length $n$ on the alphabet $\Gamma$. Let $\theta_n = \theta \circ G, \theta_D = \theta \circ D, B_{G_n} = B_1 \circ G, B_D = B_1 \circ D$, and having defined the random variables $\theta_W$ and $B_W$ for $W \in \Gamma^n$, we let $\theta_{GW} = \theta_W \circ G, \theta_{DW} = \theta_W \circ D, B_{GW} = B_W \circ G, B_{DW} = B_W \circ D$. Thus, we obtain families of random variables $\theta_W$ and $B_W$ defined by induction.

For $n \in \mathbb{N}$, we denote $\mathcal{A}_n = \mathcal{B}(\theta_W, W \in \Gamma^n)$ and $\mathcal{B}_n = \sqrt{n} \mathcal{A}_n$, $\mathcal{B}_\infty = \sqrt{n} \mathcal{A}_n$. For any finite measurable partition $N = \{N_1, ..., N_q\}, q \in \mathbb{N}$, let

$$c_n \left( \frac{i}{2^n}, N_i \right) = \left\{ \omega \in \Omega | \arg \left( B_{\frac{i}{2^n}} (\omega) - B_{\frac{i}{2^n} + 1} (\omega) \right) \in N_i \right\}$$

and let $\mathcal{A}_n(N) = \{c_n \left( \frac{i}{2^n}, N_i \right), i = 0, ..., 2^n - 1, l = 0, ..., q - 1\}$. In particular, if $N_l = [l/q, (l+1)/q)$, let

$$c_n \left( \frac{i}{2^n}, \frac{l}{q} \right) = \left\{ \omega \in \Omega | \arg \left( B_{\frac{i}{2^n}} (\omega) - B_{\frac{i}{2^n} + 1} (\omega) \right) \in \left[ \frac{l}{q}, \frac{l+1}{q} \right] \right\}$$

and let $\mathcal{A}_n(q) = \{c_n \left( \frac{i}{2^n}, \frac{l}{q} \right), i = 0, ..., 2^n - 1, l = 0, ..., q - 1\}$, $\mathcal{B}_n(q) = \sqrt{n} \mathcal{A}_n(q)$. Let $t_n$ such that $t_n = 2^n$. Let also

$$\phi : \Gamma^{2^n} \rightarrow \left\{ \frac{k}{2^n}, k = 0, ..., 2^n - 1 \right\}$$

$$a_{1...q} a_{n'} \mapsto \sum_{i=1}^{q^n} \frac{1}{2^{(n'-1)}}$$

Let

$$\mathcal{A}_{W,p}(q) = \mathcal{B} \left( \begin{array}{c}
\arg \left( B_{\frac{i}{2^n}} (\omega) - B_{\frac{i}{2^n} + 1} (\omega) \right) \\
\left[ \frac{l}{q}, \frac{l+1}{q} \right], \omega \in [l, q-1]
\end{array} \right)$$

In particular, we have:

$$\mathcal{A}_{p+1}(q) = \mathcal{A}_{G,p}(q) \cap \mathcal{A}_{D,p}(q)$$

The main step in the proof is the following proposition:

**Proposition 2.2.** If assumptions 1, 2, 3, 4, 5, of lemma 1.4 hold, then for any $n \geq 0$, there exists a measurable partition $\varepsilon_{n+1}^\eta \leftrightarrow \xi_{n+1}$ of $\Omega$, stable by $U_n$, there exists $Q_{n+1}^\eta$:

$$\xi_n \rightarrow \varepsilon_{n+1}^\eta$$

isomorphism such that:

1. For any $c \in \xi_n$, $P(c \Delta Q_{n+1}^\eta c) \leq \frac{1}{2^n} \varepsilon_{n+1}$
2. $Q_{n+1}^\eta U_n = U_n Q_{n+1}^\eta$.
3. Elements of $\zeta_{n+1}^g$ are given by relation (5).

**Proof of proposition 2.2.** First, we need the lemma:

**Lemma 2.3.** For any $p \geq 0, q > 0$, $\mathbb{P}$-almost surely,

$$E[B_w|\mathcal{A}_{W,p}(q)] = E[B_w|\mathcal{B}_{W,p}(q)]$$

**Proof.** The word $W$ is fixed. For $u \in [0, 1]$, let $B_u = \sqrt{2W}|B_{\phi u} - B_{\phi u}(W)|$. By scaling, $B_u$ is another Brownian motion issued from 0, and we have: $B_u = \sqrt{2W}B_w$. Let $\theta = \arg B_1$, and for $n \in \mathbb{N}$, we denote $\mathcal{A}_n(q) = B\{\theta_n, n \in [l/q, (l+1)/q], l = 0, ..., q-1, W \in \Gamma^u\}$ and $\mathcal{B}_n(q) = \bigvee_{k=0}^{n}\mathcal{A}_k(q)$. We have $\mathcal{A}_{W,p} = \mathcal{A}_p, \mathcal{B}_{W,p} = \mathcal{B}_p$. Therefore, it suffices to show, $\mathbb{P}$-almost surely:

$$E[B_1^2|\mathcal{A}_p(q)] = E[B_1^2|\mathcal{B}_p(q)]$$

We show that $E[B_1|\mathcal{A}_p(q)] = E[B_1|\mathcal{B}_p(q)] \mathbb{P}$-almost surely. Let

$$u_p = E\left[\left|E[B_1|\mathcal{B}_p(q)] - E[B_1|\mathcal{A}_p(q)]\right|^2\right]$$

We show that for any integer $p \geq 0$, $u_p = 0$. Since $\mathcal{A}_0(q) = \mathcal{B}_0(q)$, then $u_0 = 0$. It suffices to show that $u_{p+1} = u_p$. We follow the method of the proof of relation (15) in [8, p.397]. We have:

$$u_{p+1} = E\left[\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)] + E[B_1 - B_1|\mathcal{B}_{p+1}(q)] - E[B_1 - B_1|\mathcal{A}_{p+1}(q)]\right|^2\right]$$

$$u_{p+1} = E\left[\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)] + E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|^2\right]$$

For any complex numbers $a, b, |a + b|^2 = |a|^2 + |b|^2 + ab + \bar{a}b$, where $\bar{z}$ denotes the conjugate of the complex number $z$. Therefore,

$$u_{p+1} = E\left[\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|^2 + \left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|^2\right]$$

$$+ \frac{1}{2} E\left[\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|\right]$$

$$+ \frac{1}{2} E\left[\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|\left|E[B_1|\mathcal{B}_{p+1}(q)] - E[B_1|\mathcal{A}_{p+1}(q)]\right|\right]$$

Now, we apply the claim:

**Claim 2.4.** Let $X$ a random variable on $(\Omega, \mathcal{A}, \mathbb{P})$, and $\mathcal{G}, \mathcal{H}$ sigma-algebras such that $\mathcal{B}(X, \mathcal{H})$ and $\mathcal{G}$ are independent. We have, a.e.:

$$E[X|\mathcal{G} \vee \mathcal{H}] = E[X|\mathcal{H}]$$
Proof. We reproduce the proof of [13]. We need to show that
\[E[X | \mathcal{B}(G \cup H)] = E[X | H],\]
that is, we need to show that \(E[X | H]\) can serve as the conditional expectation of \(X\) given \(\mathcal{B}(G \cup H)\), i.e. show that
- \(E[X | H]\) is \(\mathcal{B}(G \cup H)\)-measurable,
- \(E[X | H]\) is integrable,
- \(\int_A E[X | H] \, d\mathbb{P} = \int_A X \, d\mathbb{P}\) for all \(A \in \mathcal{B}(G \cup H)\).

The first two are obvious. For the third, let us note that (note that by linearity, we can assume that \(X\) is non-negative)
\[\mathcal{B}(G \cup H) \ni A \mapsto \int_A E[X | H] \, d\mathbb{P}\]
and
\[\mathcal{B}(G \cup H) \ni A \mapsto \int_A X \, d\mathbb{P}\]
are two measures defined on \(\mathcal{B}(G \cup H)\) with equal total mass being \(E[X]\). Hence, it is enough to show that the two measures are identical on some \(\cap\)-stable generator of \(\mathcal{B}(G \cup H)\). Here, we use that
\[\{A \cap B | A \in G, B \in H\}\]
is indeed a \(\cap\)-stable generator of \(\mathcal{B}(G \cup H)\). Therefore, it suffices to show that
\[\int_{A \cap B} E[X | H] \, d\mathbb{P} = \int_{A \cap B} X \, d\mathbb{P}, \quad A \in G, B \in H\]
This is true, because since \(G\) and \(H\) are independent,
\[E[1_{A\cap B}E[X | H]] = E[1_A1_BE[X | H]] = E[1_AE[1_BE[X | H]]]\]
By the defining property of conditional expectation, \(E[1_BE[X | H]] = E[1_BX]\).
Moreover, \(1_BX \in \mathcal{B}(X, \mathcal{H})\), which is independent of \(G\) by assumption. Therefore,
\[E[1_{A\cap B}E[X | H]] = E[1_A]E[1_BX] = E[1_A1_BX] = \int_{A \cap B} X \, d\mathbb{P}\]
\[\square\]

We have that \(\mathcal{A}_{p+1}(q) = \mathcal{A}_{G,p}(q) \cup \mathcal{A}_{D,p}(q)\) and \(\mathcal{B}_{p+1}(q) = \mathcal{B}_{G,p}(q) \cup \mathcal{B}_{D,p}(q)\). Moreover, the sigma-algebra \(\mathcal{B}(B_G, \mathcal{B}_{G,p}(q))\) is independent of \(\mathcal{B}_{D,p}(q)\).

Indeed, \(\mathcal{B}(B_G, \mathcal{B}_{G,p}(q)) \subset \mathcal{B}(B_{G,\frac{1}{2}}, i = 0, ..., 2^{p-1} - 1)\) and
\(\mathcal{B}_{D,p}(q) \subset \mathcal{B}(B_{D,\frac{1}{2}}, i = 2^{p-1}, ..., 2^p - 1)\), and these two sigma-algebras are independent, because the Brownian motion has mutually independent increments. Likewise, \(\mathcal{B}(B_D, \mathcal{B}_{D,p}(q))\) is independent of \(\mathcal{B}_{G,p}(q)\). Therefore, by claim 2.4, we get:
\[u_{p+1} = \frac{1}{2} E\left[\left|E\left[B_1 \circ G/\mathcal{B}_{G,p}(q)\right] - E\left[B_1 \circ G/\mathcal{A}_{G,p}(q)\right]\right|^2\]
+ \mathbb{E} \left[ B_1 \circ D | \mathcal{B}_{D,p}(q) \right] - \mathbb{E} \left[ B_1 \circ D | \mathcal{A}_{D,p}(q) \right]^2 \\
+ \frac{1}{2} \mathbb{E} \left( \mathbb{E} \left[ B_1 \circ D | \mathcal{B}_{G,p}(q) \right] - \mathbb{E} \left[ B_1 \circ G | \mathcal{A}_{G,p}(q) \right] \right) \left( \mathbb{E} \left[ B_1 \circ D | \mathcal{B}_{D,p}(q) \right] - \mathbb{E} \left[ B_1 \circ D | \mathcal{A}_{D,p}(q) \right] \right) \\
+ \frac{1}{2} \mathbb{E} \left( \mathbb{E} \left[ B_1 \circ G | \mathcal{B}_{G,p}(q) \right] - \mathbb{E} \left[ B_1 \circ G | \mathcal{A}_{G,p}(q) \right] \right) \left( \mathbb{E} \left[ B_1 \circ D | \mathcal{B}_{G,p}(q) \right] - \mathbb{E} \left[ B_1 \circ D | \mathcal{A}_{D,p}(q) \right] \right)

Since \mathcal{B}_{G,p}(q) and \mathcal{B}_{D,p}(q) are independent, we get:

\[ u_{p+1} = \frac{1}{2} \mathbb{E} \left[ \mathbb{E} \left[ B_1 \circ G | \mathcal{B}_{G,p}(q) \right] - \mathbb{E} \left[ B_1 \circ G | \mathcal{A}_{G,p}(q) \right] \right]^2 + \frac{1}{2} \mathbb{E} \left( \mathbb{E} \left[ B_1 \circ D | \mathcal{B}_{G,p}(q) \right] - \mathbb{E} \left[ B_1 \circ D | \mathcal{A}_{D,p}(q) \right] \right)^2 \]

Since \mathcal{A}_{G,p}(q) = G^{-1}(\mathcal{A}_p(q)) and \mathcal{B}_{G,p} = G^{-1}(\mathcal{B}_p(q)), and since \mathcal{G} is measure-preserving, we obtain:

\[ \mathbb{E} \left[ \mathbb{E} \left[ B_1 \circ G | \mathcal{B}_{G,p}(q) \right] - \mathbb{E} \left[ B_1 \circ G | \mathcal{A}_{G,p}(q) \right] \right]^2 = \mathbb{E} \left[ \mathbb{E} \left[ B_1 | \mathcal{B}_p(q) \right] - \mathbb{E} \left[ B_1 | \mathcal{A}_p(q) \right] \right] \circ G = \mathbb{E} \left[ \mathbb{E} \left[ B_1 | \mathcal{B}_p(q) \right] - \mathbb{E} \left[ B_1 | \mathcal{A}_p(q) \right] \right]^2 = u_p \]

Since \mathcal{G} is also measure-preserving, we can do the same for the right-hand side of the equation and therefore, \( u_{p+1} = u_p \).

\[ \square \]

Lemma 2.5. Let \( j_k \to +\infty \) and \( r_k \to +\infty \) two sequences of positive integers. We have:

\[ \bigvee_{k=0}^{+\infty} \mathcal{B}_{j_k}(r_k) = \mathcal{B}_\infty \]

Proof. Since \( r_k \to +\infty \), then for any \( t \geq 0, u \geq 0, \mathcal{A}_t = \bigvee_{k=u}^{+\infty} \mathcal{A}_k(r_k) \).

Since \( j_k \to +\infty \), there exists \( k_0(t) \) such that for any \( k \geq k_0, j_k \geq t \). Moreover, for any \( t \leq j_k, \mathcal{A}_t(r_k) \subset \mathcal{B}_{j_k}(r_k) \). Therefore,

\[ \mathcal{A}_t = \bigvee_{k=k_0}^{+\infty} \mathcal{A}_k(r_k) \subset \bigvee_{k=k_0}^{+\infty} \mathcal{B}_{j_k}(r_k) \subset \bigvee_{k=0}^{+\infty} \mathcal{B}_{j_k}(r_k) \]

Therefore,

\[ \mathcal{B}_\infty = \bigvee_{t=0}^{+\infty} \mathcal{A}_t \subset \bigvee_{k=0}^{+\infty} \mathcal{B}_{j_k}(r_k) \]

\[ \square \]
Lemma 2.6. Almost surely, we have:

\[ \mathbb{E} \left[ B_{W|}\mathcal{A}_{W}(q_{k}) \right] \to k \to \infty B_{W} \]

Proof. By scaling, as in lemma 2.3, it suffices to show that a.s.,

\[ \mathbb{E} \left[ B_{1|}\mathcal{A}_{k}(q_{k}) \right] \to k \to \infty B_{1} \]

Theorem 3.2 in [8, p.395] implies that \( |B_{1}| \) is \( \bigvee_{k=1}^{\infty} \mathcal{A}_{k} \)-measurable. Therefore, \( B_{1} = |B_{1}| \) is \( \mathcal{B}_{\infty} \)-measurable (indeed, [8] introduces \( \tilde{\theta} = \arg \left( \frac{B_{1} - B_{1}}{B_{1}} \right) \) and \( \mathcal{B}_{\infty} = \bigvee_{k=1}^{\infty} \mathcal{A}_{k} \).

Since \( \tilde{\theta} = \theta_{D} + \pi - \theta_{G} \), then \( \tilde{\theta} \) is \( \mathcal{A}_{1} \)-measurable, and we have \( \tilde{\mathcal{B}}_{n} \subset \bigvee_{k=1}^{\infty} \mathcal{A}_{k} \).

Therefore,

\[ \mathbb{E}[B_{1}|\mathcal{B}_{\infty}] = B_{1} \]

Let \( \tilde{\mathcal{B}}_{k}' = \tilde{\mathcal{B}}_{k}(q_{k}) \). By lemma 2.5, \( \bigcap_{k=1}^{\infty} \tilde{\mathcal{B}}_{k}' = \mathcal{B}_{\infty} \). Moreover, since \( d_{n}^{k+1} \) is divided by \( q_{k} \), then \( \tilde{\mathcal{B}}_{k+1}' \subset \tilde{\mathcal{B}}_{k}' \), and \( \tilde{\mathcal{B}}_{k}' \) is a filtration. Therefore, \( \mathbb{E}[B_{1}|\tilde{\mathcal{B}}_{k}'] \) is a closed martingale, and almost surely,

\[ \mathbb{E}[B_{1}|\tilde{\mathcal{B}}_{k}'] \to k \to \infty \mathbb{E}[B_{1}|\mathcal{B}_{\infty}] \]

Since, by lemma 2.3, \( \mathbb{E}[B_{1}|\tilde{\mathcal{B}}_{k}'] = \mathbb{E} \left[ B_{1|}\mathcal{A}_{k}(q_{k}) \right] \), and since \( \mathbb{E}[B_{1}|\mathcal{B}_{\infty}] = B_{1} \), we conclude that, almost surely

\[ \mathbb{E} \left[ B_{1|}\mathcal{A}_{k}(q_{k}) \right] \to k \to \infty B_{1} \]

□

Let \( Q, N \) be two measurable partitions. The safe zone of \( N \) with respect to \( Q \) is defined by:

\[ S(Q, N) = \{ P \in N/\exists Q \in Q, P \subset Q \} \]

For \( k \geq 0 \) integer, let

\[ q_{k} = ([j/q_{n}^k, (j+1)/q_{n}^k], j = 0, ..., q_{n}^k - 1) \]

Let

\[ S_{k}(q_{k}^N) = \bigcap_{i=0}^{2^k-1} \left\{ \arg \left( \frac{B_{i+1}}{B_{i}} - \frac{B_{i}}{B_{i}} \right) \in S(q_{k}^i, N) \right\} \]

Lemma 2.6 gives the following corollary:

Corollary 2.7. For any \( \epsilon > 0 \), any \( \eta > 0 \), there exists \( k_{0}(\epsilon, \eta) \) such that for any \( k \geq k_{0} \), for any finite measurable partition \( N \) of \( T \) such that \( \text{Leb}(S(q_{k}^N)) \geq 1 - \epsilon/2^k \), we have:

\[ \mathbb{P} \left( |\mathbb{E}[B_{1|}\mathcal{A}_{k}(N)] - B_{1}| \leq \eta \right) \geq 1 - \epsilon \]
Proof. By lemma 2.6, since convergence almost sure implies convergence in probability, then for any $\epsilon > 0$, any $\eta > 0$, there exists $k_0(\epsilon, \eta)$ such that for any $k \geq k_0$,

$$
\mathbb{P}\left(\left|\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] - B_1\right| \leq \eta\right) \geq 1 - \epsilon
$$

Moreover, if

$$
\left|\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] - B_1\right| \leq \eta
$$

then

$$
\left|\mathbb{E}\left[\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] - B_1\right]|\mathcal{A}_k(N)\right| \leq \eta
$$

Moreover, if

$$
\mathbb{E}\left[\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] - B_1\right]|\mathcal{A}_k(N) = \mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right]
$$

then

$$
\left|\mathbb{E}\left[B_1|\mathcal{A}_k(N)\right] - B_1\right| \leq \left|\mathbb{E}\left[B_1|\mathcal{A}_k(N)\right] - \mathbb{E}\left[\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right]\right]|\mathcal{A}_k(N)\right| + \left|\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] - B_1\right| \leq 2\eta
$$

Moreover,

$$
S(q^k, N) \subset \left\{\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] = \mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right]\right\}
$$

Indeed, let

$$
\nu : Q \rightarrow S(q^k, N)
Q \mapsto \{P \in N / P \subset Q\}
$$

The map $\nu$ is surjective. Let $C$ be the partition generating $\mathcal{A}_k(q^k)$. Elements $Q \in C$ are of the form:

$$
Q = \bigcap_{j=0}^{2^{m-1}} \left\{\arg\left(B_\frac{j+1}{2^m} - B_\frac{j}{2^m}\right) \in Q_j\right\}
$$

with $Q_j \in q^k$. We have:

$$
1_{S_i(q^k, N)}\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] = \sum_{Q \in \mathcal{A}_k(q^k)} \frac{\mathbb{E}[B_1|Q]}{\mathbb{P}(Q)} 1_{Q \cap S_i(q^k, N)}
$$

Moreover,

$$
Q \cap S_k(q^k, N) = \bigcap_{j=0}^{2^{m-1}} \left\{\arg\left(B_\frac{j+1}{2^m} - B_\frac{j}{2^m}\right) \in \nu(Q_j)\right\}
$$

which is $\mathcal{A}_k(N)$-measurable. Therefore,

$$
S(q^k, N) \subset \left\{\mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right] = \mathbb{E}\left[B_1|\mathcal{A}_k(q^k)\right]\right\}
$$

Moreover,
\[ P \left( S_k(q^k, N) \right) \geq \epsilon \]

Therefore,
\[
P \left( |E [B_1 | \mathcal{A}_k(N)] - B_1 | \leq 2\eta \right)
\geq P \left( \left\{ \left| E [B_1 | \mathcal{A}_k(q^k)] - B_1 \right| \leq \eta \right\} \cap \left\{ E [E [B_1 | \mathcal{A}_k(q^k)] | \mathcal{A}_k(N)] = E [B_1 | \mathcal{A}_k(q^k)] \right\} \right)
\geq P \left( \left\{ \left| E [B_1 | \mathcal{A}_k(q^k)] - B_1 \right| \leq \eta \right\} \cap S_k(q^k, N) \right)
\]

Therefore,
\[
P \left( |E [B_1 | \mathcal{A}_k(N)] - B_1 | \leq 2\eta \right) \geq 1 - 2\epsilon
\]

\[ \square \]

**Corollary 2.8.** For any \( \epsilon > 0 \), any \( \pi/2 > \eta > 0 \), there exists \( k_0(\epsilon, \eta) \) such that for any \( k \geq k_0 \), any finite partition \( N \) of \( T \) such that \( \text{Leb} \left( S(q^k, N) \right) \geq 1 - \epsilon/2 \),
\[
P \left( |\arg (E [B_1 | \mathcal{A}_k(N)]) - \arg(B_1)| \leq \eta \right) \geq 1 - \epsilon
\]

**Proof.** We need the claim:

**Claim 2.9.** For any \( z \in \mathbb{C} \) such that \( |z - 1| < 1 \), we have:
\[
|z - 1| \geq |\sin(\arg z)| \geq \frac{2}{\pi} |\arg z|
\]

**Proof.** If \( |z - 1| < 1 \) then \( |\arg z| \leq \pi/2 \) and so \( |\sin(\arg z)| \geq \frac{2}{\pi} |\arg z| \). For the other estimate, we write \( z = re^{\theta i} \). Since \( (r - \cos \theta)^2 \geq 0 \), then
\[
r^2 + 1 - \sin^2 \theta - 2r \cos \theta \geq 0
\]
\[
r^2 \cos^2 \theta + 1 - 2r \cos \theta + r^2 \sin^2 \theta \geq \sin^2 \theta
\]
\[
(r \cos \theta - 1)^2 + (r \sin \theta)^2 \geq (\sin \theta)^2
\]
\[
|z - 1| \geq |\sin(\arg z)|
\]

\[ \square \]

Let \( \epsilon > 0 \). There exists \( g(\epsilon) > 0 \) such that
\[
P \left( |B_1| \geq g(\epsilon) \right) \geq 1 - \epsilon
\]

Let \( \pi/2 > \eta > 0 \) and \( k_0 = k_0 \left( \epsilon, \frac{2\pi \epsilon}{\pi} \right) \) in corollary 2.7. If \( |B_1| \geq g(\epsilon) \) and if
\[
|E [B_1 | \mathcal{A}_k(N)] - B_1 | \leq \frac{2g(\epsilon)\eta}{\pi}
\]
then
Corollary 2.10. For any \( 0 < \epsilon < 1/(2q_n), \) there exists \( k(\epsilon, t_n, q_n) \) such that for any \( l = 0, ..., q_n - 1, \) for any \( W \in \Gamma^6, \) for any finite measurable partition \( N \) such that

\[
\text{Leb}(S(q^6, N)) \geq 1 - \frac{\epsilon}{2^7}
\]

\[
P \left( \left| \arg \left\{ \mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] \right\} - \arg(B) \right| \leq \eta \right) \geq P \left( |B| \geq g(\epsilon) \right) \cap \left( |\mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] - B_1 | \leq \frac{2g(\epsilon)\eta}{\pi} \right)
\]

By corollary 2.7, we get:

\[
P \left( \left| \arg \left\{ \mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] \right\} - \arg(B_1) \right| \leq \eta \right) \geq 1 - \epsilon - \epsilon = 1 - 2\epsilon
\]

\( \square \)

**Corollary 2.10.** For any \( 0 < \epsilon < 1/(2q_n), \) there exists \( k(\epsilon, t_n, q_n) \) such that for any \( l = 0, ..., q_n - 1, \) for any \( W \in \Gamma^6, \) for any finite measurable partition \( N \) such that

\[
\text{Leb}(S(q^6, N)) \geq 1 - \frac{\epsilon}{2^7}
\]

\[
P \left( \left| \arg \left\{ \mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] \right\} - \arg(B) \right| \leq \eta \right) \geq P \left( |B| \geq g(\epsilon) \right) \cap \left( |\mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] - B_1 | \leq \frac{2g(\epsilon)\eta}{\pi} \right)
\]

By corollary 2.7, we get:

\[
P \left( \left| \arg \left\{ \mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] \right\} - \arg(B_1) \right| \leq \eta \right) \geq 1 - \epsilon - \epsilon = 1 - 2\epsilon
\]

\( \square \)

**Proof.** More generally, corollary 2.8 holds for any \( B. \) Let \( k(\epsilon, t_n, q_n) = \max_{W \in \Gamma^6} k_0(\epsilon, W). \)

We have:

\[
P \left( \left| \arg \left\{ \mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] \right\} - \arg(B) \right| \leq \eta \right) \geq P \left( |B| \geq g(\epsilon) \right) \cap \left( |\mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] - B_1 | \leq \frac{2g(\epsilon)\eta}{\pi} \right)
\]

By corollary 2.7, we get:

\[
P \left( \left| \arg \left\{ \mathbb{E} \left[ \mathcal{A}_l \mid \mathcal{A}_k (N) \right] \right\} - \arg(B_1) \right| \leq \eta \right) \geq 1 - \epsilon - \epsilon = 1 - 2\epsilon
\]

\( \square \)
Moreover, since $\epsilon < 1/(2q_n)$ then:

$$\left(\arg B_w \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \cap \left(\arg E[B_w|\mathcal{A}_{W_2}(N)] \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \cap \left(\left|\arg B_w - \arg E[B_w|\mathcal{A}_{W_2}(N)]\right| < \epsilon\right)$$

$$\subset \left(\arg B_w \in \left[-\epsilon + \frac{l}{q_n}, \frac{l}{q_n}\right] \cup \left[\frac{l+1}{q_n} - \epsilon, \frac{l+1}{q_n}\right]\right)$$

Therefore,

$$P\left(\left(\arg B_w \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \cap \left(\arg E[B_w|\mathcal{A}_{W_2}(N)] \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \cap \left(\left|\arg B_w - \arg E[B_w|\mathcal{A}_{W_2}(N)]\right| < \epsilon\right)\right) \leq 2\epsilon$$

Likewise,

$$P\left(\left(\arg B_w \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \cap \left(\arg E[B_w|\mathcal{A}_{W_2}(N)] \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right)^c \cap \left(\left|\arg B_w - \arg E[B_w|\mathcal{A}_{W_2}(N)]\right| < \epsilon\right)\right) \leq 2\epsilon$$

Therefore,

$$P\left(\left(\arg B_w \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \Delta \left(\arg E[B_w|\mathcal{A}_{W_2}(N)] \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right)\right) \leq 6\epsilon$$

Let $\epsilon = \frac{1}{2^v + cq_n}$. By corollary 2.10, we can fix $k_0(n, q_n, t_n)$ such that for any $l = 0, \ldots, q_n - 1$, $W \in \Gamma^t$, for any finite measurable partition $N$ such that $\text{Leb}\left(S(q^n, N)\right) \geq 1 - \frac{1}{2^v}$, we have:

$$P\left(\left(\arg B_w \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right) \Delta \left(\arg E[B_w|\mathcal{A}_{W_2}(N)] \in \left[\frac{l}{q_n}, \frac{l+1}{q_n}\right]\right)\right) \leq \frac{1}{2^v t_n q_n^2} \quad (3)$$

Let

$$v_{n+1} = \frac{q_{n+1}}{2^v t_{n+1} q_n^2 q_n^v} q_{n+1}$$

For $q_{n+1}$ sufficiently large, $v_{n+1} \geq 1$. By Euclidean division, we can write:

$$\frac{q_{n+1}}{q_n} = v_{n+1} y_{n+1} + \rho_{n+1}$$

with $0 \leq \rho_{n+1} < v_{n+1}$.

Let

$$N_{n+1}^m = \left\{\gamma \frac{y_{n+1}}{q_n} + \frac{v_{n+1}}{q_{n+1}} + N_j, j = 0, \ldots, y_{n+1}, \gamma = 0, \ldots, q_n - 1\right\}$$

with $N_j = [0, v_{n+1}/q_{n+1}]$ for $j = 0, \ldots, y_{n+1} - 1$, and $N_{n+1} = [0, \rho_{n+1}/q_{n+1}]$.

We have: $\text{Leb}\left(S(q^n, N_{n+1}^m)\right) \geq 1 - \frac{\epsilon}{2^v}$ and therefore, estimate (3) holds for $N_{n+1}^m$.  
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When \( q_{n+1} \) varies, the partition \( N_{n+1}^0 \) varies, but \( k_0 \) must remain fixed independently of \( q_{n+1} \), and this is why we need a uniform estimate on all partitions \( N \) sufficiently refined. If we could take \( q_{n+1}^{k_0} \) dividing \( q_{n+1} \), a non-uniform estimate in corollary 2.10 would be enough.

For any \( l = 0, \ldots, q_n - 1 \), \( W \in \Gamma_n \), let

\[
\begin{align*}
\gamma_n(l) & = \left\{ \omega \in \Omega/ \arg \mathbb{E} \left[ B_W | \mathcal{A}_{W,t_n}(N_{n+1}^0) \right](\omega) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right] \right\} (5)
\end{align*}
\]

Let

\[
\gamma_n(l) = \left\{ \gamma_n(l) \right\}, \quad l = 0, \ldots, q_n - 1
\]

The set \( \gamma_n(l) \) is a partition of \( \Omega \), because it is the pre-image of a partition of \( T \).

For any \( i = 0, \ldots, t_{n+1} - 1 \), \( j = 0, \ldots, y_{n+1} \), \( i = 0, \ldots, q_n - 1 \), let

\[
\gamma(i, j) = \left\{ \omega \in \Omega/ \arg \mathbb{E} \left[ B_W | \mathcal{A}_{W,t_n}(N_{n+1}^0) \right](\omega) \in \left[ \frac{j}{q_n}, \frac{j+1}{q_n} \right] \right\}
\]

The sets \( \gamma(i, j) \), \( i = 0, \ldots, t_{n+1} - 1 \), are mutually independent. For any \( i' = 0, \ldots, t_n - 1 \), \( \gamma = \left( \gamma(i', j_{i'+1}) \right) \), \( j = (j_{i'+1}, j_{i'+2}, \ldots, j_{i'+1} + n_{i'+1}) \), let

\[
\gamma(i', j) = \left\{ \omega \in \Omega/ \arg \mathbb{E} \left[ B_W | \mathcal{A}_{W,t_n}(N_{n+1}^0) \right](\omega) \in \left[ \frac{j}{q_n}, \frac{j+1}{q_n} \right] \right\}
\]

Let

\[
\mathcal{P}(i') = \left\{ \gamma(i', j) \right\}, \quad i' = 0, \ldots, t_n - 1, \quad j = 0, \ldots, y_{n+1}
\]

The partition \( \mathcal{P}(i') \) is finite and \( \mathcal{B}(\mathcal{P}(i')) = \mathcal{A}_{W,t_n}(N) \). Therefore,

\[
\arg \mathbb{E} \left[ B_W | \mathcal{A}_{W,t_n}(N_{n+1}^0) \right] = \arg \left( \sum_{e \in \mathcal{P}(i')} \frac{\mathbb{E}[B_W 1_e]}{\mathbb{P}(e)} \right) \mathbb{1}_e
\]

(we can check that the right-hand term satisfies the characteristic property of conditional expectation)

For \( i' = 0, \ldots, t_n - 1 \), \( l = 0, \ldots, q_n - 1 \), let

\[
\begin{align*}
E \left( \gamma(i', l) \right) & = \left\{ (\gamma, j) \in \left[ 0, \ldots, q_n - 1 \right]^{n_{i'+1}} \times \left[ 0, \ldots, y_{n+1} \right]^{n_{i'+1}} / \gamma \right\}
\end{align*}
\]

\[
\arg \left( E \left[ B_W 1_e \mathbb{P}(e) \right] \mathbb{1}_e \left( \gamma(i', l) \right) \right) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right]
\]

(6)

Therefore,
\[ c_n^{n+1}(\phi(W), \frac{l}{q_n}) = \bigcup_{(\gamma, j) \in E(\phi(W), \frac{\gamma}{q_n})} e\left(\phi(W), \frac{\gamma}{q_n} + j\frac{v_{n+1}}{q_{n+1}}\right) \]  

Moreover, since \( N_{n+1}^{n+1} \mapsto [(k/q_{n+1}, (k+1)/q_{n+1}), k = 0, \ldots, q_{n+1} - 1] \), then \( \mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1}) \subset \mathcal{B}(\zeta_{n+1}) \), and therefore, \( \zeta_{n+1}^{n+1} \) \( \mathcal{A}_{W_{\mathcal{B}}}(W) \mapsto \zeta_{n+1}^{n+1} \).

**Lemma 2.11.** Let

\[ Q_{n,d,W}^{n+1} : \zeta_{n,d,W}^{n+1} \mapsto \zeta_{n,d,W}^{n+1} \]

We have: \( Q_{n,d,W}^{n+1} U_{n,d,W} \) is measure-preserving. Moreover, \( Q_{n,d,W}^{n+1} \) is measure-preserving.

**Proof.** We have:

\[ U_n Q_{n,d,W}^{n+1} \left( c_n(\phi(W), \frac{l}{q_n}) \right) = \left\{ U_n(\omega) / \arg E \left[ B_W | \mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1}) \right] (\omega) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right] \right\} \]

\[ = \left\{ \omega \in \Omega / \arg E \left[ B_W | \mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1}) \right] \circ U_n^{-1}(\omega) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right] \right\} \]

\[ = \left\{ \omega \in \Omega / \arg E \left[ B_W \circ U_n^{-1} | U_n(\mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1})) \right] (\omega) \in \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right] \right\} \]

Moreover, since \( R_{\bar{W}}(N_{n+1}^{n+1}) = N_{n+1}^{n+1} \), then \( U_n(\mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1})) = \mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1}) \). On the other hand,

\[ B_W \circ U_n^{-1} = e^{-i\frac{\pi}{2}} b_{\alpha}(\phi(W)) B_W \]

Therefore,

\[ U_n Q_{n,d,W}^{n+1} \left( c_n(\phi(W), \frac{l}{q_n}) \right) \]

\[ = \left\{ \omega \in \Omega / \arg E \left[ B_W | \mathcal{A}_{W_{\mathcal{B}}}(N_{n+1}^{n+1}) \right] (\omega) \in \left[ \frac{\pi, b_{\alpha}(\phi(W))}{q_n} + \frac{l}{q_n}, \frac{\pi, b_{\alpha}(\phi(W)) + l+1}{q_n} \right] \right\} \]

\[ = c_n(\phi(W), \frac{\pi, b_{\alpha}(\phi(W))}{q_n} + \frac{l}{q_n}) \]

On the other hand,

\[ Q_{n,d,W}^{n+1} U_n \left( c_n(\phi(W), \frac{l}{q_n}) \right) = Q_{n,d,W}^{n+1} \left( c_n(\phi(W), \frac{\pi, b_{\alpha}(\phi(W))}{q_n} + \frac{l}{q_n}) \right) \]

\[ = c_n^{n+1} \left( \phi(W), \frac{\pi, b_{\alpha}(\phi(W))}{q_n} + \frac{l}{q_n} \right) = U_n Q_{n,d,W}^{n+1} \left( c_n(\phi(W), \frac{l}{q_n}) \right) \]

Finally, \( Q_{n,d,W}^{n+1} \) is measure-preserving: indeed, let \( \tilde{U}_n \) be the transformation defined like \( U_n \), but with \( p_n = b_{\alpha}(\phi(W)) = 1 \) (we use \( \tilde{U}_n \) instead of \( U_n \) in order not to use the assumption \( \gcd(p_n, b_{\alpha}(\phi(W)), q_n) = 1 \)). We have:
\[ \zeta_{n+1}^{(m)} = \left\{ U_n^l \left( \zeta_{n}^{(m)}(\phi(W), 0) \right), l = 0, \ldots, q_n - 1 \right\} \]

Since, like \( U_n, \hat{U}_n \) is measure-preserving, then all the elements of \( \zeta_n^{(m)} \) have the same measure. Therefore,

\[ P \left( \zeta_{n+1}^{(m)} \left( \phi(W), \frac{l}{q_n} \right) \right) = \frac{1}{q_n} = P \left( \zeta_n \left( \phi(W), \frac{l}{q_n} \right) \right) \]

Therefore, \( Q_n^{(m+1)} \) is measure-preserving. \( \square \)

To conclude, we let \( \varepsilon_n^{(m+1)} = \frac{1}{2^{m-1}} \varepsilon_n^{(m+1)} \), and

\[ Q_n^{(m+1)} : \zeta_n \ni \varepsilon_n \left( 0, \frac{1}{q_n} \right) \cap \ldots \cap \varepsilon_n \left( \frac{2^{m-1} - 1}{q_n}, \frac{2^m - 1}{q_n} \right) \mapsto \varepsilon_n^{(m+1)} \left( \varepsilon_n \left( 0, \frac{1}{q_n} \right) \right) \cap \ldots \cap \varepsilon_n^{(m+1)} \left( \varepsilon_n \left( \frac{2^{m-1} - 1}{q_n}, \frac{2^m - 1}{q_n} \right) \right) \]

By independence of the \( \varepsilon_n^{(m+1)} \) and by lemma 2.11, \( \varepsilon_n^{(m+1)} \), stable by \( U_n \), and \( Q_n^{(m+1)} : \zeta_n \mapsto \varepsilon_n^{(m+1)} \) is a measure-preserving isomorphism such that \( Q_n^{(m+1)} U_n = U_n Q_n^{(m+1)} \).

Moreover, since, by estimation (3) and definition (5), we have, for any \( i = 0, \ldots, t_n - 1, l = 0, \ldots, q_n - 1 \),

\[ P \left( \varepsilon_n \left( \frac{i}{t_n}, \frac{l}{q_n} \right) \Delta \varepsilon_n^{(m+1)} \left( \frac{i}{t_n}, \frac{l}{q_n} \right) \right) \leq \frac{1}{2^{m-1} q_n^2} \]

and since, for any \( A, A', B, B' \in \Omega \),

\[ P \left( (A \cap A') \Delta (B \cap B') \right) \leq P(AB) + P(A'B') \]

then we have, for any \( c \in \zeta_n \),

\[ P(c \Delta Q_n^{(m+1)} c) \leq \frac{1}{2^{m} q_n^2} \]

\( \square \)

From here, the rest of the proof is analogous to [3, section 2], except lemma 2.13.

**Corollary 2.12.** If assumptions 1, 2, 3, 4 and 5 of lemma 1.4 hold, at \( m \) fixed, there exists measurable partitions \( \zeta_n^{(m)} \) of \( \Omega \), such that \( \zeta_n^{(m)} \) is stable by \( U_n \), and such that at \( m \) fixed, for \( n < m \), \( Q_n^{(m+1)} \mapsto Q_n^{(m)} \). Moreover, at \( m \) fixed, \( \zeta_n^{(m)} \) converges to a partition \( \zeta_\infty^{(m)} \) as \( m \to +\infty \), such that \( \zeta_\infty^{(m)} \) is monotonic and stable by \( U_n \).

**Proof.** For \( m > n \), let

\[ Q_n^{(m)} = Q_{n-1}^{(m)} \ldots Q_n^{(m+1)} \]

and let \( \varepsilon_n^{(m)} = Q_n^{(m)}(\zeta_n) \). For \( n \leq m - 1, \varepsilon_n^{(m)} \mapsto \varepsilon_n^{(m+1)} \). Moreover, \( \varepsilon_n^{(m)} \) is stable by \( U_n \); we recall that \( b(n) = (b_n(0)/t_n), \ldots, b_n((t_n - 1)/t_n) \). Let \( U_n \) be defined as \( U_n \), but by taking \( p_n = 1 \). Since \( b(p + 1)/q_n = b(p)/q_n \mod \mathbb{Z} \), for any \( p \geq n \), and since \( q_n \) divides \( q_p \), then \( \frac{q_n}{q_p} b(p)/q_n = b(p)/q_n = b(n)/q_n \mod \mathbb{Z} \) by assumption 4. Since \( U_n \) commutes with \( Q_n^{(m+1)} \), then \( U_n = U_n^1 U_n^2 \) also commutes with \( Q_n^{(m+1)} \), and therefore, \( U_n \) also commutes with \( Q_n^{(m)} = Q_n^{(m+1)} Q_n^{(m+2)} \ldots Q_n^{(m-1)} \). Therefore, \( U_n = U_n^1 \) commutes with \( Q_n^{(m)} \), and stabilizes \( \varepsilon_n^{(m)} \).
We show that \((\zeta_n^m)_{m \geq n}\) is a Cauchy sequence for the metric on measurable partitions. For any fixed \(n, n < m\), we have:

\[
d(\zeta_n^m, \zeta_n^{m+1}) = \sum_{c \in E_n^m} P(c_n^m \Delta Q_m^{m+1}(c_n^m)) = \sum_{c \in E_n^m} P(Q_n^m(c) \Delta Q_m^{m+1}(c_n^m))
\]

For \(c \in \zeta_n^m\), \(Q_n^m(c) \subset \zeta_m\), so we can write:

\[
Q_n^m(c) = \bigcup_{i \in I(c)} c_i
\]

with \(c_i \in \zeta_m\). By volume conservation of the map \(Q_n^m\), \(|I(c)| = q_n^m / q_m^m\). Therefore, by applying proposition 2.2,

\[
P(Q_n^m(c) \Delta Q_m^{m+1}(c_n^m)) = P \left( \bigcup_{i \in I(c)} c_i \Delta Q_m^{m+1} \left( \bigcup_{i \in I(c)} c_i \right) \right) = P \left( \bigcup_{i \in I(c)} c_i \Delta \left( \bigcup_{i \in I(c)} Q_m^{m+1} c_i \right) \right)
\]

\[
\leq \sum_{i \in I(c)} P(c_i \Delta Q_m^{m+1} c_i) \leq \frac{q_n^m}{q_m^m} \frac{1}{2m q_m^m}
\]

Therefore,

\[
d(\zeta_n^m, \zeta_n^{m+1}) = \sum_{c \in E_n^m} P(Q_n^m(c) \Delta Q_m^{m+1}(c_n^m)) \leq \frac{1}{2n}
\]

\[
\sum_{m \geq n} d(\zeta_n^m, \zeta_n^{m+1}) \leq \frac{1}{2n} \quad (9)
\]

Therefore, \((\zeta_n^m)_{m \geq n}\) is a Cauchy sequence. Let \(\zeta_n^\infty\) its limit. Let \(Q_n^\infty\) the limit of \(Q_n^m\).

Now, we show that \(\zeta_n^\infty\) is monotonic. Let \(n \geq 0\) and \(\epsilon > 0\). Let \(m > n\) such that \(d(\zeta_n^m, \zeta_n^\infty) < \epsilon/2\) and \(d(\zeta_n^{m+1}, \zeta_n^\infty) < \epsilon/2\). Let \(c_n(k) \in \zeta_n^\infty\), and \(c_n^m(k) = Q_n^m(c_n(k)) \in \zeta_n^\infty\), where \(k = (\frac{j}{t}, \frac{l}{q_n^m})\), \(i = 0, ..., t_n - 1\) and \(l = 0, ..., q_n - 1\). Let \(m \geq n\) such that

\[
P(c_n^m(k) \Delta c_n^\infty(k)) \leq \epsilon/2.
\]

Since \(\zeta_n^m \hookrightarrow \zeta_n^{m+1}\), we can write:

\[
c_n^m(k) = \bigcup_{l \in I(k)} c_n^{m+1}(l)
\]

Since \(d(\zeta_n^{m+1}, \zeta_n^\infty) < \epsilon/2\), we have:

\[
P \left( \bigcup_{l \in I(k)} c_n^{m+1}(l) \Delta \bigcup_{l \in I} c_n^\infty(l) \right) \leq \sum_{l \in I} P(c_n^{m+1}(l) \Delta c_n^\infty(l)) \leq \epsilon/2
\]

Therefore,

\[
P \left( c_n^\infty(k) \Delta \bigcup_{l \in I} c_n^{m+1}(l) \right) \leq P(c_n^\infty(k) \Delta c_n^m(k)) + P(c_n^m(k) \Delta \bigcup_{l \in I} c_n^{m+1}(l)) + P \left( \bigcup_{l \in I} c_n^{m+1}(l) \Delta \bigcup_{l \in I} c_n^\infty(l) \right)
\]

\[
P \left( c_n^\infty(k) \Delta \bigcup_{l \in I} c_n^{m+1}(l) \right) \leq \epsilon/2 + \epsilon/2 = \epsilon
\]
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Since this estimate holds for any \( \epsilon > 0 \), we conclude that:

\[
P\left(c_n^\infty(k) \Delta \bigcup_{l \in L} c_{n+1}^\infty(l) \right) = 0
\]

Therefore, \( \zeta_n^\infty \hookrightarrow \zeta_{n+1}^\infty \). The proof that \( U_n \) stabilizes \( \zeta_n^\infty \) is analogous.

Finally, let us show that \((\zeta_n^\infty)_{n \geq 0}\) generates:

**Lemma 2.13.** \((\zeta_n^\infty)_{n \geq 0}\) generates.

**Proof.** We need the lemma:

**Lemma 2.14.** For any \( p \geq 0, k = 0, \ldots, 2^p - 1 \), we have, almost surely:

\[
E[B_k|A_{\sum_{l=0}^{2^p-1}q_n(l)}] \to_{n \to +\infty} B_k
\]

Moreover, \( B(\zeta_n^\infty) = A_{\zeta_n^\infty}(q_n) \), and by applying claim 2.4, \( E[B_W|A_{\zeta_n^\infty}(q_n)] = E[B_W|A_{\sum_{l=0}^{2^p-1}q_n(l)}] \).
Therefore, we get:

\[
E[B_W|\zeta_n] = E[B_W|A_{\zeta_n}(q_n)] = E[B_W|A_{\sum_{l=0}^{2^p-1}q_n(l)}] \to_{n \to +\infty} B_W
\]

Since \( B_W = \sum_{W' \in \Gamma_{\varepsilon}} E_{W'} B_{W'} \), then we get lemma 2.14. \( \square \)

Let \( \omega, \omega' \in \Omega \) such that \( c_n(\omega) = c_n(\omega') \), where \( c_n(\omega) \) is the element of the partition \( \zeta_n \) to which \( \omega \) belongs. Then almost surely, for any \( p \geq 0, k = 0, \ldots, 2^p - 1 \), we have:

\[
E[B_k|\zeta_n](\omega) = E[B_k|\zeta_n](\omega')
\]

By taking \( n \to +\infty \), and applying lemma 2.14, we get:

\[
\omega \left( \frac{k}{2^p} \right) = B_k(\omega) = B_k(\omega') = \omega' \left( \frac{k}{2^p} \right)
\]

By continuity of \( \omega \) and \( \omega' \), we conclude that \( \omega = \omega' \). \( \square \)

**Corollary 2.15.** \((\zeta_n^\infty)_{n \geq 0}\) generates.

**Proof of corollary 2.15.** Let \( G \) be a measurable set and let \( \epsilon > 0 \). There exists \( n_0 \geq 0 \) such that for any \( n \geq n_0 \), there is a \( \zeta_n \)-measurable set \( G_n \) such that \( P(G \Delta G_n) \leq \epsilon \). Let \( I_n \) the (finite) set of indices such that

\[
G_n = \bigcup_{i \in I_n} c_n(i_n)
\]

Let

\[
Q_n^\infty G_n = \bigcup_{i \in I_n} Q_n^\infty c_n(i_n)
\]
By (9), \( \sum_{n=0}^{\infty} d(Q_n^{m}, Q_n^{m+1}) \to n \to \infty 0 \). Therefore, there is an integer \( n_1 > n_0 \) such that for any \( n \geq n_1 \):

\[
\sum_{m \geq n} \sum_{c \in G_n} \mu_n(Q_n^{m+1}c \Delta Q_n^{m}c) \leq \epsilon
\]

Since for any \( c \in \zeta_n \), \( Q_n^{m}c = c \), then

\[
P(Q_n^{m}G_n \Delta G_n) = P(Q_n^{m}G_n \Delta Q_n^{m}G_n) \leq \sum_{m \geq n} P(Q_n^{m+1}G_n \Delta Q_n^{m}G_n) = \sum_{m \geq n} \sum_{i \in \Omega_n} P(Q_n^{m+1}c_i \Delta Q_n^{m}c_i) \leq \sum_{m \geq n} \sum_{i \in \Omega_n} \mu_n(Q_n^{m+1}c_i \Delta Q_n^{m}c_i) \leq \epsilon
\]

Therefore, for any \( n \geq n_1 \), \( \mu_n(Q_n^{m}G_n \Delta G) \leq 2\epsilon \). Hence the generation of \( \zeta_n^m \).

\[\square\]

3 The metric isomorphism

This section is similar to [2, section 2], although the framework is more general. Our aim is to elaborate sufficient conditions on \( B_n \in \text{Diff}^{\infty}(\Omega, \mu) \), so that if \( T_n = B_n^{-1}S_n \overset{\text{w}}{\to} B_n \) weakly converges towards an automorphism \( T \), then there exists a metric isomorphism between \( (\Omega, U, \mathcal{P}) \) and \( (M, T, \mu) \).

To that end, we use lemma 1.3: we construct a monotonous and generating sequence of partitions \( \bar{\zeta}_n^m \) of \( M \) and a sequence of isomorphisms \( \bar{\zeta}_n^m : T/n^{\bar{\zeta}_n^m} \to M/\zeta_n^m \), such that \( \bar{\zeta}_n^m U_m = T_n \bar{\zeta}_n^m \) and \( \bar{\zeta}_n^{m+\epsilon} = \bar{\zeta}_n^m \).

For \( l = 0, ..., q_n - 1 \), let

\[
\begin{align*}
\Delta_n(0, l/q_n) &= \left[ \frac{l}{q_n}, \frac{l+1}{q_n} \right]_0 \\
\eta_{n,0} &= \left\{ \Delta_n(0, l/q_n), l = 0, ..., q_n - 1 \right\}
\end{align*}
\]

For \( i = 1, ..., t_n - 1, l = 0, ..., q_n - 1 \), let

\[
\Delta_n(i/q_n, l/q_n) = \left[ \frac{i}{q_n}, \frac{i+1}{q_n} \right]_0 \times \left[ \frac{j}{q_n}, \frac{j+1}{q_n} \right] \times \left[ \frac{k}{q_k}, \frac{k+1}{q_k} \right]_0
\]

\[
\eta_{n, i} = \left\{ \Delta_n(i/q_n, l/q_n), l = 0, ..., q_n - 1 \right\}
\]

For any \( i = 0, ..., t_n - 1, \eta_{n, i} \) is a partition of \( M \) by \( S_n \). Moreover, the family \( \left( \eta_{n, i} \right)_{i=0, ..., t_n-1} \) is mutually independent. Let \( \eta_n = \vee_{i=0}^{t_n-1} \eta_{n, i} \). For \( n \geq 1, j = 0, ..., t_n - 1 \), \( k = 0, ..., t_n/t_n - 1 \), let

\[
h_n\left( \frac{t_n}{t_n-1}j + k \right) = j + t_n - 1 k
\]
The map $h_n : [0, \ldots, t_0 - 1] \to [0, \ldots, t_n - 1]$ is bijective. It permutes coordinates $x_i$, $i \geq 1$, and "distributes" them in order to make possible the construction of a diffeomorphism $\Lambda_{n+1}$ that simultaneously sends $t_n$ independent partitions $\eta_{n+1}$ to $t_n$ other independent partitions $\eta_{n+1}'$, modulo a set of small measure. See the beginning of section 4.3 for more explanations.

The following lemma gives the isomorphism from which we start:

**Lemma 3.1.** For $i' = 0, \ldots, t_n - 1$, let $a_n(i'/t_n)$ be relatively prime with $q_n$, and let

$$K_{n, i'} : \zeta_{n, i'} : c_n \left( \frac{a_n}{q_n}, \frac{i'}{q_n} \right) \mapsto \eta_n \left( \frac{a_n}{q_n}, \frac{i'}{q_n} \right)$$

$$K_{n, i'} : c_n \left( \frac{a_n}{q_n}, \frac{i'}{q_n} \right) \mapsto K_{n, i'} \left( c_n \left( \frac{a_n}{q_n}, \frac{i'}{q_n} \right) \right)$$

$K_{n, i'}$ is a metric isomorphism such that $K_{n, i'} U_n(q_n) = S_n K_{n, i'}$.

**Corollary 3.2.** Let

$K_n : c_n \left( \frac{a_n}{q_n}, \frac{i'}{q_n} \right) \mapsto \eta_n \left( \frac{a_n}{q_n}, \frac{i'}{q_n} \right)$

$K_n$ is a metric isomorphism such that $K_n U_n = S_n K_n$.

In other words, the following diagram commutes:

$$U_n \bigcap \xi_n \xleftarrow{K_n} \eta_n \bigcap S_n$$

**Proof of corollary 3.2.** Since each $K_{n, i'}$ is surjective, then $K_n$ is also surjective. Because of the mutual independence of partitions, $|\zeta_n| = |\eta_n| = q_n^i$. Therefore, $K_n$ is also injective, and it is an isomorphism.

□

The following lemma combines corollary 3.2 with the facts that $\zeta_n \leftarrow \zeta_{n+1}$ and $\eta_n \leftarrow \eta_{n+1}$:

**Lemma 3.3.** For any integers $0 \leq i' \leq t_n - 1$ and $i't_n + 1/t_n \leq i < (i' + 1)t_n$, let $a_n(i'/t_n), b_n(i'/t_n), q_n, q_{n+1} \in \mathbb{N}$ such that $\gcd(a_n(i'/t_n), q_n) = \gcd(a_{n+1}(i/t_{n+1}), q_{n+1}) = 1$, such that $q_n$ divides $q_{n+1}$ and such that $a_n$ divides $q_{n+1}$ and $a_{n+1}(i/t_{n+1}) - a_n(i'/t_n)$.

There exists a partition $\eta_{n+1} \leftarrow \eta_{n+1}$ of $M$ stable by $S_n$, and there exists a metric isomorphism $K_{n+1} : \xi_{n+1} \rightarrow \xi_{n+1}$ such that $K_{n+1} = K_{n+1} \eta_{n+1}$ and such that $K_{n+1} U_n = S_n K_{n+1}$. There exists also a metric isomorphism $C_{n+1} : \eta_n \rightarrow \eta_{n+1}$ such that $C_{n+1} S_n = S_n C_{n+1} K_{n+1}$ and $K_{n+1} C_{n+1} = C_{n+1} K_{n+1}$. Said otherwise, we have the following commutative diagram:

$$U_n \bigcap \xi_n \xleftarrow{K_n} \eta_n \bigcap S_n$$

$$U_n \bigcap \xi_n \xleftarrow{K_{n+1}} \eta_{n+1} \bigcap S_{n+1}$$

$$U_n \bigcap \xi_{n+1} \xleftarrow{K_{n+1}} \eta_{n+1} \bigcap S_{n+1}$$
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Proof. We still give a proof, because the similarity with the corresponding lemma in [2] may not be obvious (especially the fact that there are multiple coefficients $h_{n+1}(i/t_{n+1})$, and because it allows to introduce some notations and objects that are useful in the next section. Since $\gcd(d_{n+1}(i/t_{n+1}), q_{n+1}) = 1$, then by corollary 3.2, $K_{n+1}$ is an isomorphism. Since $\eta_n^{+1} \hookrightarrow \zeta_{n+1}$, we can define the isomorphism $K_n^{+1} = K_{n+1}|_{\eta_n^{+1}}$. Let $\eta_n^{+1} = K^{+1}_{n+1}(\zeta_n)$. We have $\eta_n^{+1} \hookrightarrow \eta_{n+1}$.

It remains to show that $K_n^{+1}U_n = S \subseteq K_n^{+1}$ (it automatically implies that $\eta_n^{+1}$ is stable by $S$), and that there is $C_n^{+1} : \eta_n \rightarrow \eta_n^{+1}$ such that $C_n^{+1}S \subseteq S \subseteq C_n^{+1}$.

Let $K_n^{+1} = K_{n+1}|_{\eta_n^{+1}}$, and let $0 \leq l \leq q_n - 1$.

Let $k_0(n, q_n, t_n)$ be the integer defined by estimation (3). For $0 \leq i \leq t_{n+1} - 1$, let $j_i = 0, ..., y_{n+1}, \gamma_i = 0, ..., q_n - 1$, let

$$\tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) = \left\{ \begin{array}{ll} \omega \in \Omega & \text{arg} \left( B_{\frac{\gamma_i}{q_n}}(\omega) - B_{\frac{\gamma_i}{q_n}}(\omega) \right) \in j_i \frac{v_{n+1}}{q_{n+1}} + N_i \\ \end{array} \right\}$$

(10)

$$\zeta_n^{+1, \eta} = \left\{ \tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right), 0 \leq i \leq t_{n+1} - 1, j_i = 0, ..., y_{n+1}, \gamma_i = 0, ..., q_n - 1 \right\}$$

The set $\zeta_n^{+1, \eta}$ is not a partition, but by (7), we have:

$$\mathcal{B}(\zeta_n^{+1}) \subset \mathcal{B}(\zeta_n^{+1, \eta}) \subset \mathcal{B}(\zeta_{n+1})$$

(11)

Moreover, for any $W \in \Gamma^\infty$ and $t_{n+1} = 2\omega t_n$, we have:

$$\mathcal{A}_{W_0, N_0^{+1}} = \mathcal{B} \left( \left\{ \tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right), \phi(W) \leq \frac{i}{t_{n+1}} < \phi(W) + \frac{1}{t_n}, 0 \leq \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} < 1 \right\} \right)$$

On the one hand, for $l_{n+1} \leq l \leq \frac{l_{n+1}}{l_n}$, $i = 0, ..., t_n - 1$, we have:

$$U_n \left( \tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \right) = \tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} + p_n b_n \left( \frac{i}{t_n} \right) \right)$$

On the other hand, since

$$\tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) = \bigcup_{\frac{i}{t_{n+1}} \leq \frac{i}{t_{n+1}} + \frac{v_{n+1}}{q_{n+1}} + N_i} c_{n+1} \left( \frac{i}{t_{n+1}}, \frac{j}{t_{n+1}} \right)$$

then

$$K_{n+1} \left( \tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \right) = \bigcup_{\frac{i}{t_{n+1}} \leq \frac{i}{t_{n+1}} + \frac{v_{n+1}}{q_{n+1}} + N_i} \Delta_{n+1} \left( \frac{h_{n+1}(i)}{t_{n+1}}, \frac{j' q_{n+1}}{q_{n+1}} + p_n b_n \left( \frac{i}{t_n} \right) a_{n+1} \left( \frac{i}{t_{n+1}} \right) \right)$$

Therefore,

$$K_{n+1} U_n \left( \tilde{e} \left( \frac{i}{t_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \right) = \bigcup_{\frac{i}{t_{n+1}} \leq \frac{i}{t_{n+1}} + \frac{v_{n+1}}{q_{n+1}} + N_i} \Delta_{n+1} \left( \frac{h_{n+1}(i)}{t_{n+1}}, \frac{j' q_{n+1}}{q_{n+1}} + p_n b_n \left( \frac{i}{t_n} \right) a_{n+1} \left( \frac{i}{t_{n+1}} \right) \right)$$
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Since we assumed that
\[ \frac{1}{q_n} a_{n+1} \left( \frac{i}{l_{n+1}} \right) = \frac{1}{q_n} a_n \left( \frac{i}{l_n} \right) \mod 1 \]
and
\[ \frac{1}{q_n} a_n \left( \frac{i}{l_n} \right) \cdot b_n \left( \frac{i}{l_n} \right) = \frac{1}{q_n} \mod 1 \]
then we have:

\[ K_{n+1} U_n \left( \hat{e} \left( \frac{i}{l_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \right) = \bigcup_{\Delta_n+1} \Delta_n+1 \left( h_{n+1}(i), \frac{j a_{n+1} \left( \frac{i}{l_{n+1}} \right) + p_n}{q_{n+1}} \right) \]
\[ = S_{\frac{p_n}{q_n}} K_{n+1} \left( \hat{e} \left( \frac{i}{l_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \right) \]
Therefore, by (11), we conclude:

\[ K_{n+1} U_n \left( c_n \left( \frac{i}{l_n}, \frac{1}{q_n} \right) \right) = S_{\frac{p_n}{q_n}} K_{n+1} \left( c_n \left( \frac{i}{l_n}, \frac{1}{q_n} \right) \right) \]

□

We also let:

\[ \hat{\Gamma} \left( \frac{i}{l_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) = K_{n+1} \left( \hat{e} \left( \frac{i}{l_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \right) \]
(12)

where \( \hat{e} \left( \frac{i}{l_{n+1}}, \frac{\gamma_i}{q_n} + j_i \frac{v_{n+1}}{q_{n+1}} \right) \) was defined in (10).

By iterating lemma 3.3, we get a corollary that is important for the construction of the isomorphism:

**Corollary 3.4.** For any \( m > n \), there are partitions \( \eta^m_n \hookrightarrow \eta^m_{n+1} \) of \( M \) such that \( \eta^m_n \) is stable by \( S_{\frac{p_n}{q_n}} \) and there exists an isomorphism \( K^m_n : \zeta_n \rightarrow \eta^m_n \) such that \( K^m_n U_n = S_{\frac{p_n}{q_n}} K^m_n \) and \( K^m_n = K^m_{n+1} \).

Said otherwise, the following diagram commutes:

\[ \begin{array}{ccc}
U_n & \xrightarrow{S_{\frac{p_n}{q_n}}} & K^m_n \\
\zeta_{n+1} \xrightarrow{K^m_{n+1}} & & \eta^m_{n+1}
\end{array} \]

\[ \begin{array}{ccc}
\zeta_n & \xrightarrow{K^m_n} & \eta^m_n \\
\zeta_{n+1} \xrightarrow{K^m_{n+1}} & & \eta^m_{n+1}
\end{array} \]

\[ S_{\frac{p_n}{q_n}} \]

**Proof.** The proof is similar to the one found in [3]. □

For any \( n \) fixed, the sequence of partitions \( \left( \eta^m_n \right)_{m \geq n} \) must converge when \( m \rightarrow +\infty \) in order to obtain a full sequence of monotonic partitions. Moreover, the possible limit sequence (i.e. a possible \( \eta^m_n \)) must generate. Indeed, these assumptions are required to apply lemma 1.3. However, none of these assumptions are satisfied, in general. Therefore, to obtain these assumptions, we pull back the partition \( \eta^m_n \) by a suitable smooth measure-preserving diffeomorphism \( B_m \). The following lemma, already proved in [3], gives the conditions that \( B_m \) must satisfy:
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Lemma 3.5. Let $B_m \in \text{Diff}^o(M, \mu)$. Let $A_{m+1} = B_{m+1}^{-1} B_m$.

1. If $A_{m+1} S \frac{1}{m} = S \frac{1}{m} A_{m+1}$ and if

$$\sum_{n \geq m} \sum_{c \in \Gamma_n} \mu \left( A_{m+1}(c) \Delta C_{m+1}^{-1}(c) \right) < +\infty$$

then for any fixed $n$, when $m \to +\infty$, the sequence of partitions $\xi_n^m = B_m^{-1} \eta_n^m$ converges. We denote $\xi_n^\infty$ the limit. The sequence $\xi_n^\infty$ is monotone and $T_n = B_n^{-1} S \frac{1}{m} B_m$ stabilizes each $\xi_n^\infty$.

2. If, moreover, the sequence $\xi_n = B_n^{-1} (\eta_n)$ generates, then so does $\xi_n^\infty$.

By adding to lemma 3.5 the convergence of the sequence $T_n$, we obtain the required isomorphism:

Corollary 3.6. If both conditions 1. and 2. of lemma 3.5 hold, and if $T_n = B_n^{-1} S \frac{1}{m} B_m$ weakly converges towards an automorphism $T$, then $(\Omega, U, \mathbb{P})$ and $(M, T, \mu)$ are metrically isomorphic.

Proof. The proof is the same as in [3].

□

4 The sequence of conjugacies

In order to construct a suitable smooth approximation $A_{n+1}$ of $C_n^{m+1}$, we re-write and approximate the partition $\eta_n^{m+1}$, so that most elements of the approximated partition $\eta_n^{m+1}$ consist of unions of medium-sized "cubes" with suitable properties.

These cubes need to be small enough in order to have a good approximation of $\eta_n^{m+1}$ by $\eta_n^{m+1}$, but they must be large enough to suitably control the norm of $A_{n+1}$. Likewise, elements of $\eta_n$ are mostly decomposed into cubes of the same medium-size.

Thus, transforming $\eta_n$ into $\eta_n^{m+1}$ consists of permuting these cubes. We construct a smooth approximation of this permutation. For the vertical permutation along the $z$ coordinate, we apply a transformation developed in [1], [3], [2], based on fibre rotations of the flow along $z$.

For horizontals permutations, along coordinates $x_i, i \geq 1$, we apply and generalize the method of "quasi-permutations" that we introduced in [4]. There is no rotation flow along $x_i$, so we displace cubes one by one.

The re-writing and approximation of $\eta_n^{m+1}$ has 3 steps: first (lemma 4.1), we re-write elements of $\eta_n^{m+1}$ using the "stacking phenomenon" presented in [2]. A priori, $\Gamma \left( \frac{1}{t_{n+1}}, \frac{1}{q_n} \right)$ consists of $v$ "slices" of width $1/q_{n+1}$, with $v = v_{n+1}$ or $\rho_{n+1}$. However, this fact does not ensure the convergence of $T_n$, because it only implies that $\|B_n^{-1}\| \leq F(q_{n+1})$ for some fixed function $F$. In order to apply the reasoning above successfully, we need a better estimate. Lemma 4.1 shows that "slices" of $\Gamma \left( \frac{1}{t_{n+1}}, 0 \right)$ of width $1/q_{n+1}$ stack on each other, which gives $b_{n+1}(i/t_{n+1})$ connected components to $\Gamma \left( \frac{1}{t_{n+1}}, 0 \right)$, each having a width of order $v/(q_{n+1} b_{n+1}(i/t_{n+1}))$. If we only consider slices for $v = v_{n+1}$, this will allow an estimate of the form $\|B_n^{-1}\| \leq F(q_{n+1}, \max_{v_{n+1}} b_{n+1}(i/t_{n+1}))$, for some fixed function $F$, which will allow the convergence of $T_n$, by taking $b_{n+1}(i/t_{n+1})$ small.

Second (lemma 4.4), we approximate $\eta_n^{m+1}$ horizontally: along the coordinate $x_i$, elements of $\eta_n^{m+1}$ are piecewise constant, with a thickness of $1/q_{n+1}$. This would lead to
a too large conjugacy, of order \( q_{n+1} \). Mostly, we make an approximation of thickness \( w_{n+1}/q_{n+1} \), with \( w_{n+1} \) large.

The construction is carried on the infinite-dimensional Hilbert cube, instead of the finite-dimensional annulus, as in previous constructions [1, 9, 3, 2, 4], because the stacking phenomenon only allows to stack together \( q_{n+1}/f(q_n) \) elements.

Therefore, if elements of the partition \( \eta_{n+1} \) have a length negligible with respect to \( 1/q_{n+1} \), we cannot stack them to get a partition with elements of length negligible with respect to \( q_{n+1} \), which is a necessary condition for the smooth convergence with our method.

In our case, the volume of an element of the intersection of \( t_{n+1} \) mutually independent partitions of size \( q_{n+1} \) each has a volume of \( 1/q_{n+1} \). Therefore, in dimension \( d \), the maximum of the minimal length of an element of this partition is \( 1/q_{n+1}^{d/2} \). Since \( t_n \to +\infty \), then at the limit, the dimension of the ambient space must be infinite. For example, in dimension 2, for \( t \geq 1 \) integer, let \( \eta_{n,t} \) be the partition defined by

\[
\Delta_n(t, l/q_n) = \bigcup_{k=0}^{q_n-1} \bigcup_{j=0}^{q_n-1} \left\{ \left\lfloor \frac{l}{q_n} + \left[ \frac{j}{q_n} + \frac{l}{q_n} \right] \right\rfloor \times \left[ \frac{k}{q_n} + \left[ \frac{j}{q_n} + \frac{l}{q_n} \right] \right] \right\}
\]

The partitions \( \eta_{n,t} \), \( t \geq 1 \) are mutually independent and stable by \( S_{1/q_n} \). However, elements of \( \eta_{n+1,t} \) are \( 1/q_{n+1}^{d/2} \)-periodic along the horizontal coordinate, so for \( t \geq 2 \), we cannot move them into elements of \( \eta_n^{n+1} \) with a diffeomorphism having a norm smaller than \( q_{n+1} \).

However, if, for example, we had to consider \( t \) pairwise-independent partitions of size \( q_{n+1} \), instead of mutually independent partitions, then we would be able to carry the construction on the 2-dimensional annulus.

The broad idea is that the Anosov-Katok method does not allow the manipulation of excessively "complicated" partitions, which have smaller components, because of the constraint of smoothness. To manipulate simpler partitions, we increase the number of dimensions of the partitions. We met the same problem in [4], where we considered two-dimensional partitions, instead of the "one-dimensional" partitions from [1] (i.e. the periodic transformation was metrically isomorphic to a cyclic permutation) in order to avoid elements of the partition to be intertwined.

### 4.1 Re-writing and approximation of the partition \( \eta_n^{n+1} \) by \( \eta_n^{n+1} \)

For \( i = 0, \ldots, t_n - 1 \), let

\[
J_{n+1}(h_0(i)) = \left\{ h_{n+1}\left(\frac{t_{n+1}}{t_n} i + k\right) = h_0(i) + t_n k, k = 0, \ldots, t_{n+1}/t_n - 1 \right\}
\]

The set \( \{ J_{n+1}(h_0(i)), i = 0, \ldots, t_n - 1 \} \) is a partition of \( \{0, \ldots, t_n - 1\} \).

The following lemma, already proved in [2], shows how slices forming \( \eta_n^{n+1} \) stack on each other.

**Lemma 4.1.** For \( v = v_{n+1} \) or \( \rho_{n+1} \), let

\[
f_{n+1}(i/t_{n+1}, v) = \left\lfloor \frac{v - 1}{h_{n+1}(i/t_{n+1})} \right\rfloor
\]

\[
m_{n+1}(i/t_{n+1}, v) = v - 1 - h_{n+1}(i/t_{n+1})f_{n+1}(i/t_{n+1}, v)
\]
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and for $0 \leq l \leq b_{n+1}(i/t_{n+1}) - 1$, let
\[ k_{n+1}(i/t_{n+1}, l, v) = [l_{a_{n+1}(i/t_{n+1})} + v] \]
\[ r_{n+1}(i/t_{n+1}, l, v) = l_{a_{n+1}(i/t_{n+1})} - v_{k_{n+1}(i/t_{n+1}, l, v)} \]

We have:
\[ \tilde{\Gamma}\left( \frac{h_{n+1}(i)}{t_{n+1}}, \frac{\gamma_{a_{n+1}}(i) + j_{h_{a_{n+1}}(i)}}{q_{n+1}} \right) = \bigcup_{l=0}^{k_{n+1}(i/t_{n+1})-1} \left( \frac{\gamma_{a_{n+1}}(i) + j_{h_{a_{n+1}}(i)}}{q_{n+1}} \right) + \tilde{\Gamma}_{h_{a_{n+1}}(i)}(\frac{h_{n+1}(i)}{t_{n+1}}, l) \]

If $j_{h_{a_{n+1}}(i)} = 0, \ldots, y_{n+1} - 1$, then we let $v = v_{n+1}$. If $j_{h_{a_{n+1}}(i)} = y_{n+1}$, we let $v = \rho_{n+1}$. If $0 \leq l \leq m_{n+1}(i/t_{n+1}, v)$, we have:
\[ \tilde{\Gamma}_{h_{a_{n+1}}(i)}(\frac{h_{n+1}(i)}{t_{n+1}}, l) = \left( \frac{k_{n+1}(i/t_{n+1}, l, v)}{q_{n+1}} + \frac{r_{n+1}(i/t_{n+1}, l, v)}{q_{n+1}} \right) \bigcup_{j=0}^{j_{h_{a_{n+1}}(i)}} \Delta_{a_{n+1}}\left( \frac{h_{n+1}(i)}{t_{n+1}}, j' \right) \]

and if $m_{n+1}(i/t_{n+1}, v) + 1 \leq l \leq b_{n+1}(i/t_{n+1}) - 1$:
\[ \tilde{\Gamma}_{h_{a_{n+1}}(i)}(\frac{h_{n+1}(i)}{t_{n+1}}, l) = \left( \frac{k_{n+1}(i/t_{n+1}, l, v)}{q_{n+1}} + \frac{r_{n+1}(i/t_{n+1}, l, v)}{q_{n+1}} \right) \bigcup_{j=0}^{j_{h_{a_{n+1}}(i)}} \Delta_{a_{n+1}}\left( \frac{h_{n+1}(i)}{t_{n+1}}, j' \right) \]

Proof. The proof is the same as the corresponding lemma in [2, section 2].
where \( y_{n+1} \) was defined in relation (4). For \( q_{n+1} \) sufficiently large, by Euclidean division, we can write:

\[
q_{n+1} = w_{n+1}u_{n+1} + \lambda_{n+1}
\]

with \( 0 \leq \lambda_{n+1} < w_{n+1} \) (in our construction, we can even take \( \lambda_{n+1} = q_n \)). Moreover, \( u_{n+1} \leq q_{n+1}/w_{n+1} \). We show the lemma:

**Lemma 4.2.** For any \( \epsilon' > 0 \), there exists an integer \( w'_{n+1} \geq 0 \) such that

\[
\frac{w'_{n+1}}{q_{n+1}} \geq 1/R_0(n,t_{n+1},b_{n+1},q_n,\epsilon',\epsilon_t)
\]

and there exists a family of pairwise disjoint measurable sets \( \tilde{\mathcal{P}}_0 \subset \mathcal{T}, R_{1/q_n} \)

invariant, such that:

\[
\mu(\tilde{\mathcal{P}}_0) \geq 1 - \epsilon' \]

such that each set \( P_x \) of \( \tilde{\mathcal{P}}_0 \) is of the form \( x + [0,w'_{n+1}/q_{n+1}] \), and such that for any \( 0 \leq i \leq t_{n+1} - 1, \) \( 0 \leq j \leq u_{n+1}, \) there exists \( 0 \leq \gamma \leq q_n - 1, \) \( 0 \leq k \leq y_{n+1}, \) \( 0 \leq l \leq b_{n+1}(i/t_{n+1}) - 1, \) such that

\[
x + \left[ 0, \frac{w'_{n+1}}{q_{n+1}} \right] \subset \left( \frac{jw_{n+1}}{q_{n+1}} + \frac{\gamma}{q_n} + \frac{k\gamma + 1}{q_{n+1}} + R^{(n)}(i/t_{n+1},k) \right)
\]

**Corollary 4.3.** Let \( \mathcal{P}_0 = \tilde{\mathcal{P}}_0 \cup \{k/q_n, (k+1)/q_n\} \) \( [k/q_n, (k+1)/q_n] \notin \tilde{\mathcal{P}}_0 \). \( \mathcal{P}_0 \)

is a partition of \( \mathcal{T} \) such that for any \( c \in \mathcal{P}_0, \) for any \( 0 \leq i \leq t_{n+1} - 1, \) \( 0 \leq j \leq u_{n+1}, \) there exists \( 0 \leq \gamma \leq q_n - 1, \) \( 0 \leq k \leq y_{n+1}, \) \( 0 \leq l \leq b_{n+1}(i/t_{n+1}) - 1, \) such that

\[
c \subset \left( \frac{jw_{n+1}}{q_{n+1}} + \frac{\gamma}{q_n} + \frac{k\gamma + 1}{q_{n+1}} + R^{(n)}(i/t_{n+1},k) \right)
\]

Corollary 4.3 is immediate from lemma 4.2.

**Proof of lemma 4.2.** For \( i = 0, ..., t_{n+1} - 1, \) \( j = 0, ..., u_{n+1}, \) let

\[
\mathcal{P} \left( \frac{i}{t_{n+1}}, \frac{jw_{n+1}}{q_{n+1}} \right) = \left\{ \frac{jw_{n+1}}{q_{n+1}} + \frac{\gamma}{q_n} + \frac{k\gamma + 1}{q_{n+1}} + R^{(n)}(i/t_{n+1},k), \right. \\
\left. l = 0, ..., b_{n+1}(i/t_{n+1}) - 1, \gamma = 0, ..., q_n - 1, k = 0, ..., y_{n+1} \right\}
\]

\( \mathcal{P} \left( \frac{i}{t_{n+1}}, \frac{jw_{n+1}}{q_{n+1}} \right) \) is a partition of \( \mathcal{T}. \) In particular,

\[
\text{Leb} \left( \mathcal{P} \left( \frac{i}{t_{n+1}}, \frac{jw_{n+1}}{q_{n+1}} \right) \right) = 1
\]

On the other hand, let

\[
w'_{n+1} = \left\lfloor \frac{q_{n+1}\epsilon'}{3u_{n+1}t_{n+1}q_{n+1}b_{n+1}} \right\rfloor
\]
On the other hand, by Euclidean division, we can write
\[ \frac{q_{n+1}}{q_n} = u_{n+1}' + \lambda_{n+1}' \]
with \( \lambda_{n+1}' \leq u_{n+1}' \), and \( u_{n+1}' \geq \frac{1}{\epsilon'} \). Let
\[ P'(w') = \left\{ \frac{\gamma}{q_n} + \frac{jw_{n+1}'}{q_{n+1}} + G_f, \gamma = 0, \ldots, q_n - 1, j' = 0, \ldots, u_{n+1}' \right\} \]
with \( G_f = [0, w_{n+1}'/q_{n+1}] \) if \( j' = 0, \ldots, u_{n+1}' - 1 \), and \( G_{n+1}' = [0, \lambda_{n+1}'/q_{n+1}] \). For \( i = 0, \ldots, t_{n+1} - 1, j = 0, \ldots, u_{n+1} - 1 \), let
\[ \phi(i, j) : P\left( \frac{i}{t_{n+1}}, \frac{jw_{n+1}'}{q_{n+1}} \right) \rightarrow P'(w') \]
\[ A \mapsto \bigcup \{ c \in P'(w')/c \subset A \} \]
\( \phi(i, j)(A) \) is the "projection" of \( A \) on the partition \( P'(w') \). Note that in general, \( \phi(i, j)(A \cup B) \not\subset \phi(i, j)(A) \cup \phi(i, j)(B) \). Moreover, it is possible to have \( \phi(i, j)(A) = \emptyset \) for some \( A \), if \( w_{n+1}' \) does not divide \( f_{n+1}(i/t_{n+1}, \rho_{n+1}) \). Let
\[ \varphi(i, j) = \bigcup \{ c \in P'(w')/c \subset A \} \]
and let
\[ \varphi'' = \bigcap_{j=0}^{u_{n+1}-1} \varphi(i, j) \]
For \( A \in P\left( \frac{i}{t_{n+1}}, \frac{jw_{n+1}'}{q_{n+1}} \right) \), let
\[ \psi(i, j)(A) = \bigcup \{ c \in P'(w')/c \cap A \neq \emptyset \} \]
We have: \( \psi(i, j)(A) \subset A \subset \psi(i, j)(A) \). At most, \( \psi(i, j)(A) - \phi(i, j)(A) \) correspond to 2 elements of \( P'(w') \), because \( A \) is an interval. Therefore,
\[ \text{Leb}(\psi(i, j)(A) - \phi(i, j)(A)) \leq 2w_{n+1}'/q_{n+1} \]
Therefore,
\[ \text{Leb}(\phi(i, j)(A)) \geq \mu(A) - 2w_{n+1}'/q_{n+1} \]
Note that this lower bound can be negative for some \( A \).
and let $\tilde{\mathcal{P}}_0 = \mathcal{P}' \cap \tilde{\mathcal{P}}(w')$.

Using our definition of $w_{n+1}'$, we have:

$$
\text{Leb} \left( \tilde{\mathcal{P}}_0 \right) \geq 1 - 3u_{n+1}l_{n+1}q_n b_{n+1}y_{n+1}w_{n+1}' / q_{n+1} \geq 1 - \epsilon' \quad \square
$$

Let $u(0) = [0, ..., |\mathcal{P}_0| - 1]$. We write:

$$
\mathcal{P}_0 = \{ P_0(j), j \in u(0) \}
$$

and

$$
\tilde{u}(0) = \{ j \in u(0) / P_0(j) \in \tilde{\mathcal{P}}_0 \}
$$

For $i \geq 1$, let $\tilde{\mathcal{P}}_i = \{ P_i(j), j = 0, ..., u_{n+1} - 1 \}$, where $P_i(j) = \lfloor jw_{n+1}/q_{n+1}, (j + 1)w_{n+1}/q_{n+1} \rfloor$, and $\tilde{\mathcal{P}}_i = \tilde{\mathcal{P}}_{i-1} \cup \{ P_i(u_{n+1}) \}$ where $P_i(u_{n+1}) = \lceil (n+1)w_{n+1}/q_{n+1}, 1 \rceil$. $\tilde{\mathcal{P}}_i$ is a partition of $[0, 1]$. We write:

$$
\mathcal{P}_i = \{ C(0), ..., C(|\mathcal{P}_i| - 1) \}
$$

We define $u(i) = [0, ..., |\mathcal{P}_i| - 1]$ and $\tilde{u}(i) = \{ j \in u(i) / C(j) \in \tilde{\mathcal{P}}_i \}$.

For $J \subset \mathbb{N}$, let

$$
u(J) = \chi_{\mathcal{P}}(\tilde{u}(j))
$$

and for $m \in \nu(J)$, $m = (m_1, ..., m_J)$, let

$$
\nu(m) = \nu(J)
$$

The following proposition gives horizontal approximation:

**Proposition 4.4.** There exists a partition $\eta_n^{n+1} \subset \mathcal{B}(\nu(J), m \in u \{(0, ..., t_{n+1} - 1)\})$ such that $\eta_n^{n+1}$ is stable by $S \frac{1}{2n}$ and

$$
d \left( \eta_n^{n+1}, \eta_n' \right) \leq \frac{1}{2n}
$$

Moreover, $\eta_n^{n+1} = \bigvee_{i=0}^{n-1} \eta_n_{i, l}$, with

$$
\eta_{n, i, l} = \left\{ \left( \frac{i}{l}, \frac{i}{q_n} \right), l = 0, ..., q_n - 1 \right\}
$$

and we have:

$$
\Delta_{l, q_n, q_n} \left( \frac{i}{l}, \frac{i}{q_n} \right) = \bigcup_{m \in \mathcal{B}(0 \cup \nu(J))} \left( \frac{i}{q_n} + R^{(m)} \right) \times \nu(J)
$$

where, for any $m$, $R^{(m)}$ is a fundamental domain of the circle rotation $R_{\frac{1}{m}}$. For $1 \leq i \leq t_n - 1,$

$$
\Delta_{l, q_n, q_n} \left( \frac{i}{l}, \frac{i}{q_n} \right) = \bigcup_{l \in \mathcal{B}(0 \cup \nu(J))} \bigcup_{m \in \mathcal{B}(0 \cup \nu(J))} \mathcal{C}(R_{\frac{1}{m}}(i_0), m)
$$

where $E(i_0, i, l) \subset \nu(i)$ and $|E(i_0, i, l)|$ is independent of $i_0$. 
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Proof. By (12) and lemma 4.1, for any \(0 \leq j_0 \leq y_{n+1}, 0 \leq \gamma_0 \leq q_n - 1\), we have:

\[
\Gamma\left(\frac{i}{t_{n+1}}, \frac{j_0 y_{n+1} + \gamma_0}{q_n}\right) = \left(\frac{j_0 y_{n+1} + \gamma_0 + R(0)(0/t_{n+1}, j_0)}{q_n}\right)
\]

and for \(1 \leq i \leq t_{n+1} - 1, 0 \leq j_i \leq y_{n+1}, 0 \leq \gamma_i \leq q_n - 1\), we have:

\[
\Gamma\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right) = \bigcup_{j' = 0}^{q_n - 1} \left(\frac{j' y_{n+1} + \gamma_i + R(0)(i/t_{n+1}, j_i)}{q_n}\right)
\]

For \(0 \leq j_0 \leq y_{n+1}, 0 \leq \gamma_0 \leq q_n - 1\), let:

\[
\Gamma'\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right) = \Gamma\left(\frac{0}{t_{n+1}}, \frac{j y_{n+1} + \gamma_0}{q_n}\right)
\]

and for \(1 \leq i \leq t_{n+1} - 1, 0 \leq j_i \leq y_{n+1}, 0 \leq \gamma_i \leq q_n - 1\), let:

\[
\Gamma'\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right) = \bigcup_{j' = 0}^{q_n - 1} \left(\frac{j' y_{n+1} + \gamma_i + R(0)(i/t_{n+1}, j_i)}{q_n}\right) \times \left(\frac{j'}{q_n} + \frac{1}{q_n}\right)
\]

\(\Gamma'\) is a horizontal approximation of \(\Gamma\). The sets \(\Gamma\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right)\) and \(\Gamma'\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right)\) coincide, except on elements of the form \(\left(\frac{j}{q_n}, \frac{j}{q_n}\right)\) located on their boundaries. Therefore,

\[
\mu\left(\Gamma\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right)\right) \Delta\Gamma\left(\frac{i}{t_{n+1}}, \frac{j y_{n+1} + \gamma_i}{q_n}\right) \leq \left(\frac{1}{q_{n+1} q_{n+1}}\right) b_{n+1}(i/t_{n+1})
\]

Let

\[
\Gamma\left(\frac{j_0}{t_n}, \frac{y_{n+1} + \gamma}{q_n}\right) = \bigcup_{j = 0}^{q_n - 1} \Gamma\left(\frac{j}{t_n}, \frac{y_{n+1} + \gamma}{q_n}\right)
\]

where \(E\left(\frac{j_0}{t_n}, \frac{y_{n+1} + \gamma}{q_n}\right)\) was defined in (6).

By our choice of \(w_{n+1}\) in (13), we have:

\[
\mu\left(\Delta_n^{n+1}\left(\frac{j_0}{t_n}, \frac{1}{q_n}\right)\right) \Delta\Delta_n^{n+1}\left(\frac{j_0}{t_n}, \frac{1}{q_n}\right) \leq |N_{n+1}^{n+1}|^{-1} \frac{t_{n+1} b_{n+1}}{t_n} \left(\frac{1}{q_{n+1} q_{n+1}} + \frac{w_{n+1}}{q_{n+1}}\right) \leq \left(\frac{1}{2} \frac{q_n}{q_{n+1}}\right)
\]

Moreover, \(\Delta_n^{n+1}\left(\frac{j_0}{t_n}, \frac{1}{q_n}\right)\) is a fundamental domain of \(S_{1/q_n}\), because \(\Delta_n^{n+1}\left(\frac{j_0}{t_n}, \frac{1}{q_n}\right)\) is a fundamental domain of \(S_{1/q_n}\).

By corollary 4.3, \(\Delta_n^{n+1}\left(\frac{j_0}{t_n}, \frac{1}{q_n}\right) \subset B(C(m), m \in u(J_{n+1}))(i')\). Therefore, for any \(m \in u(J_{n+1}(0) - 0)\), there exists \(R(m) \subset B(P_0)\) such that \(R(m)\) is a fundamental domain of the circle rotation \(R_{1/q_n}\) and such that:
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Claim 4.5. If $E$ is a $J$-cylinder and $E'$ is a $J'$-cylinder, then $E \cup E'$ and $E \cap E'$ are $J \cup J'$-cylinders.

The rest of the paper is dedicated to the construction of the sequence of diffeomorphisms $B_n$ satisfying the conditions of lemma 3.5. First, we introduce definitions and basic properties. Second, we define the diffeomorphism $A_{n+1}$ and we show that it satisfies conditions of lemma 3.5.

4.2 Definitions and basic properties

For these definitions, we rely and elaborate on [11, p.155]. Let $J \subset \mathbb{N}$. For any $X \subset M$, we let $X_J = \{ (x, j) : x \in X \}$.

A set $E \subset M$ is a $J$-cylinder if, for any $x, y \in M$ such that for any $j \in J$, $x_j = y_j$, we do not have: $(x \in E$ and $y \notin E$) or $(x \notin E$ and $y \in E)$.

In other words, $E$ is a $J$-cylinder if changing the coordinates of an index not in $J$ of a point $x \in E$ cannot remove $x$ from $E$, nor insert it into $E$. The terminology $(z, (x_j)_{j \in J})$-cylinder is synonymous of $[0, 1)$-cylinder.

For example, $C(m)$ is a $J$-cylinder. $\Delta_n(0/l_n, l/q_n)$ is a $z$-cylinder, and for $i \geq 1$, $\Delta_i(i/t_n, l/q_n)$ is a $(z, x_i)$-cylinder.

For any $A \subset M$, $A_0 \times \ldots \times A_n \times M_{n+1} \times \ldots$ is a $[0, \ldots, n)$-cylinder.

We use the following claims:

Claim 4.5. If $E$ is a $J$-cylinder and $E'$ is a $J'$-cylinder, then $E \cup E'$ and $E \cap E'$ are $J \cup J'$-cylinders.
For example, $\Delta_0(s|0, k|s_0, l|s_0) \cap \Delta_0(s|0, k|s_0, l|s_0) = \Delta_0(s|0, k|s_0, l|s_0)$ is a $(z, x, x_r)$-cylinder.

For example, by proposition 4.4, for any $l = 0, ..., q_n - 1$, $\Delta_n^{\, +} \left( \frac{0}{q_n}, \frac{1}{q_n} \right)$ is a $J(0)$-cylinder, and for $i \geq 1$, $\Delta_n^{\, +} \left( \frac{i}{q_n}, \frac{1}{q_n} \right)$ is a $[0] \cup J(i)$-cylinder.

A transformation $F$ of $M$ is a $J$-transformation if for any $x \notin J$, and any $x \in M$, $(F(x))_j = x_j$. It means that at most, $F$ transforms coordinates in $J$.

**Claim 4.6.** If $F$ is a $J$-transformation and if $c$ is a $J'$-cylinder such that $J \cap J' = \emptyset$, then $F(c) = c$.

**Proof.** First, we show that $F(c) \subset c$. Let $x \in c$ and $y = F(x)$. Since $F$ is a $J$-transformation, then $y_j = (F(x))_j = x_j$ for any $j \in J'$, where $J'$ be the complementary of $J$ in $\mathbb{N}$. Since $J \cap J' = \emptyset$ then $J' \subset J$. Therefore, for any $j \in J'$, $y_j = x_j$. Since $c$ is a $J'$-cylinder, then $y \in c$. Therefore, $F(c) \subset c$.

To show that $c \subset F(c)$, we observe that $F^{-1}$ is also a $J$-transformation: if $y_j = x_j$, then $y_j = (F^{-1}(y))_j$ for any $j \in J'$. Therefore, $F^{-1}(c) \subset c$ and so $c \subset F(c)$.

Let $(J')'$ be the complementary of $J'$ in $\mathbb{N}$. A transformation $F$ is $J'$-dependent if there exists $J \subset J'$ such that $F$ is a $J$-transformation, and such that there exists $\tilde{F} : M_J \rightarrow M_J$ such that for any $x \in M$, $x = (x_j, x_j', x_f)$ with $x_j \in M_J$, $x_j' \in M_{J', J}$, $x_f \in M_{J', J}$. We have:

$$F(x_j, x_j', x_f) = (\tilde{F}(x_j, x_j'), x_j', x_f')$$

**Claim 4.7.** If $c$ is a $J$-cylinder and $F$ is $J'$-dependent, then $F(c)$ is a $J \cup J'$-cylinder.

**Proof.** First, observe that since $F$ is $J'$-dependent, then $F$ is $J \cup J'$-dependent. Let $x \in M$. We write $x = (x_j, x_j', x_f)$ with $x_j \in M_J$, $x_j' \in M_{J', J}$, $x_f \in M_{J', J}$. Since $F$ is $J \cup J'$-dependent, then there exists $\tilde{F} : M_{J', J} \rightarrow M_{J, J}$ such that:

$$F(x_j, x_j', x_f) = (\tilde{F}(x_j, x_j'), x_f')$$

Let $y \in M$ such that $(F(x))_i = (F(y))_i$ for any $i \in J \cup J'$. Then we also have:

$$\tilde{F}(x_j, x_j') = (\tilde{F}(y_j, y_j'))$$

Let $z = (y_j, y_j, x_f)$. We have:

$$F(z) = (\tilde{F}(y_j, y_j), x_f) = (\tilde{F}(x_j, x_j'), x_f') = F(x)$$

Since $F$ is injective ($F$ is a transformation), then $z = x$. In particular, $x_j = y_j$. If, moreover, $F(x) \in F(c)$, then $x \in c$, because $F$ is bijective. Since $c$ is a $J$-cylinder, then $y \in c$. Therefore, $F(y) \in F(c)$.

Likewise, if $F(x) \notin F(c)$, then $F(y) \notin F(c)$. Therefore, $F(c)$ is a $J \cup J'$-cylinder.

### 4.3 Construction of the sequence of conjugacies

In this section, we construct the sequence of diffeomorphisms $A_{n+1}$ of $M$. We write $A_{n+1} = A_{n+1,0} \circ ... \circ A_{n+1,1}$. To simplify notations, we denote $A$ instead of $A_{n+1}$, and for $i = 0, ..., n - 1$, we denote $A_i$ instead of $A_{n+1,0}$, and $J(i)$ instead of $J_{n+1}(i)$. First, we construct $A_0$ (lemma 4.9). Second, we construct $A_i$ for $i \geq 1$ (lemma 4.11). The
construction of $A_0$ is different from the others $A_i$ because the partition $\eta_{n,0}$ is different from the others $\eta_{n,i}$.

The reason why we introduced the permutation of coordinates $h_n(i)$ appears here: for example, if we took $h_n(i) = i$, then for $i \geq 1$, it would be impossible to apply $A_i$ without completely modifying the image of $\eta_{n,0}$ by $A_{n+1,0}$. If we took $h_n(i)$ such that $h_n([1,\ldots,t_n-1]) \cap [1,\ldots,t_n-1] = \emptyset$, then we cannot obtain generation.

On the other hand, with our choice of $h_n(i)$, we can compose the maps $A_i$ with no problems, by using the notions and properties introduced in 4.2.

The aim of this subsection is to show the following proposition:

**Proposition 4.8.** For any \( \frac{w_{n+1}}{2q_n} > \epsilon > 0 \), there exists $A : M \to M$ smooth measure-preserving diffeomorphism such that:

1. $AS = S A$.

2. There is a fixed function $R_1(n,t_{n+1},b_{n+1},q_n,\epsilon) \in \mathbb{N}$ such that
   \[
   \|A\|_{n+1} \leq R_1(n,t_{n+1},b_{n+1},q_n,\epsilon)
   \]

3. There exists $E \subset M$ such that:
   \[
   \mu(M - E) \leq \epsilon
   \]
   and for any $i = 0,\ldots,t_n - 1$,
   \[
   A(E \cap \Delta_n(i/t_n,0/q_n)) = A(E) \cap \Delta_n(i/t_n,0/q_n)
   \]

4. $A$ is a $(z, x_1, \ldots, x_{t_n-1})$-transformation, $(z, x_1, \ldots, x_{t_n-1})$-dependent.

The construction of $A_0$ is given by the following lemma:

**Lemma 4.9.** For any \( \frac{w_{n+1}}{2q_n} > \epsilon_0 > 0 \), there exists $A_0 : M \to M$ smooth measure-preserving diffeomorphism such that:

1. $A_0S = S A_0$.

2. There is a fixed function $R_2(n,t_{n+1},b_{n+1},q_n,\epsilon_0) \in \mathbb{N}$ such that
   \[
   \|A_0\|_{n+1} \leq R_2(n,t_{n+1},b_{n+1},q_n,\epsilon_0)
   \]

3. There exists $E_0 \subset M$ such that:
   \[
   \mu(M - E_0) \leq \epsilon_0
   \]
   and:
   \[
   A_0(E_0 \cap \Delta_n(0/t_n,0/q_n)) = \Delta_n(0/t_n,0/q_n) \cap A_0(E_0)
   \]

4. $A_0$ is a $(z, t_n)$-transformation, $J(0)$-dependent.

To show lemma 4.9, we use the decomposition of $\Delta_n^{t_n+1}(0/t_n, 0/q_n)$ given in proposition 4.4:
Lemma 4.10. Let $\frac{1}{2\omega_{n+1}} > 0$. For any $m \in \bar{u}(J(0)) - \{0\}$, there exists $A_0(m) \in \text{Diff}^\omega(M, \mu)$ such that:

1. We have: $A_0(m)S_{\frac{1}{\omega}} = S_{\frac{1}{\omega}}A_0(m)$.
2. There is a fixed function $R_2(n, t_{n+1}, b_{n+1}, q_n, \epsilon_0) \in \mathbb{N}$ such that
   $$\|A_0(m)\|_{n+1} \leq R_2(n, t_{n+1}, b_{n+1}, q_n, \epsilon_0)$$
3. There exists $E_0(m) \subset [0, 1/q_n[0] \times C(m)$ such that:
   $$\mu ([0, 1/q_n[0] \times C(m) - E_0(m)) \leq \epsilon_0 + \epsilon'$$
   and:
   $$A_0(m)(E_0(m) \cap ([0, 1/q_n[0] \times C(m))) = \big((R^{(m)})_0 \times C(m)\big) \cap A_0(m)(E_0(m))$$
4. $A_0(m)$ is Id on a $\epsilon_0/2$-neighbourhood of $(C(m))^\circ$.
5. $A_0(m)$ is a $(z, t_n)$-transformation, $J(0)$-dependent.

Proof of lemma 4.9. We define $A_0$ by $A_0 = \circ_{m \in \bar{u}(J(0)) - \{0\}} A_0(m)$, with $A_0(m)$ having disjoint supports. $A_0$ has the required properties.

Proof of lemma 4.10. By lemmas 3.3, 3.4 and by remark 3.6 in [2], which elaborates on a construction found in [1] and [3], for any $j \leq u_{n+1} - 1$, $m \in \bar{u}(J(0)) - \{0\}$, there exists $\tilde{A}_0(m) \in \text{Diff}^\omega(T \times [jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}], \text{Leb}_2)$, there exists $\tilde{E}_0(m) \subset \tilde{P}_0 \times [jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}]$ such that

$$\text{Leb}_2\left(T \times [jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}] - \tilde{E}_0(m)\right) \leq \epsilon_0 + \epsilon'$$

and such that

$$\tilde{A}_0(m) \left(([0, 1/q_n]\times[jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}] \cap \tilde{E}_0(m)\right) = \left(R^{(m)}\times[jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}]\right) \cap \tilde{A}_0(m)(\tilde{E}_0(m))$$

such that $\tilde{A}_0(m) = \text{Id}$ on a $\epsilon_0/2$-neighbourhood of the boundary of $T \times [jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}]$, such that $\tilde{S}_1/\tilde{q}_t \tilde{A}_0(m) = \tilde{A}_0(m)\tilde{S}_1/\tilde{q}_t$, where $\tilde{S}_1(z, x) = (z + t, x)$ for $(z, x) \in T \times [jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}]$, and such that

$$\|\tilde{A}_0(m)\|_{n+1} \leq R_4(u_{n+1}, \epsilon_0)$$

Moreover, there exists a permutation $\sigma(m)$ of $\tilde{P}_0$ such that

$$\sigma(m)((0, 1/q_n[0]) = R^{(m)} \quad (15)$$

The permutation $\sigma(m)$ stabilizes $\tilde{P}_0$, and for any $k \in \bar{u}(0)$,

$$\tilde{A}_0(m)\left((P_0(k) \times [jw_{n+1}/q_{n+1}, (j+1)w_{n+1}/q_{n+1}] \cap \tilde{E}_0(m)\right)$$
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Lemma 4.12. There exists a $z$-transformation $C_{n,0}^{\alpha+1}$, $J(0)$-dependent, measure-preserving, $S_{\varphi}$-equivariant, such that:

$$C_{n,0}^{\alpha+1}(\Delta_n(0/\ell_n, l/q_n)) = \Delta_n^{\alpha+1}(0/\ell_n, l/q_n)$$

and

$$C_{n,0}^{\alpha+1}(\Delta_n(i/\ell_n, 0/q_n)) = \Delta_n^{\alpha+1}(i/\ell_n, 0/q_n) \cap A_i(E_i)$$

where $C_{n,0}^{\alpha+1}$ is defined in lemma 4.12 ($A_0$ is a smooth approximation of $C_{n,0}^{\alpha+1}$).

4. $A_i$ is a $J(i)$-transformation, $J(0) \cup J(i)$-dependent.

The proof of lemma 4.11 is based on the following lemma:

Lemma 4.12. There exists a $z$-transformation $C_{n,0}^{\alpha+1}$, $J(0)$-dependent, measure-preserving, $S_{\varphi}$-equivariant, such that:

$$C_{n,0}^{\alpha+1}(\Delta_n(0/\ell_n, l/q_n)) = \Delta_n^{\alpha+1}(0/\ell_n, l/q_n)$$

and

$$C_{n,0}^{\alpha+1}(\Delta_n(i/\ell_n, 0/q_n)) = \Delta_n^{\alpha+1}(i/\ell_n, 0/q_n) \cap A_i(E_i)$$

where $C_{n,0}^{\alpha+1}$ is defined in lemma 4.12 ($A_0$ is a smooth approximation of $C_{n,0}^{\alpha+1}$).

4. $A_i$ is a $J(i)$-transformation, $J(0) \cup J(i)$-dependent.

The proof of lemma 4.11 is based on the following lemma:

Lemma 4.12. There exists a $z$-transformation $C_{n,0}^{\alpha+1}$, $J(0)$-dependent, measure-preserving, $S_{\varphi}$-equivariant, such that:

$$C_{n,0}^{\alpha+1}(\Delta_n(0/\ell_n, l/q_n)) = \Delta_n^{\alpha+1}(0/\ell_n, l/q_n)$$

and

$$C_{n,0}^{\alpha+1}(\Delta_n(i/\ell_n, 0/q_n)) = \Delta_n^{\alpha+1}(i/\ell_n, 0/q_n) \cap A_i(E_i)$$

where $C_{n,0}^{\alpha+1}$ is defined in lemma 4.12 ($A_0$ is a smooth approximation of $C_{n,0}^{\alpha+1}$).

4. $A_i$ is a $J(i)$-transformation, $J(0) \cup J(i)$-dependent.
\textbf{Proof.} Let \( m \in u(J(0) - \{0\}) \) and \( \sigma(m) \) be the permutation of \( \bar{a}(0) \), given in (15) and (16), extended to identity on the rest of \( u(0) \). Let \( C_{n,0}^{s+1} \) be the piecewise-linear, \( S_{1/n_0}^{\perp} \)-equivariant, measure-preserving \( z \)-transformation, \( J(0) \)-dependent, such that for any \( P_0(j) \in \mathcal{P}_0 \):

\[
C_{n,0}^{s+1} : (P_0(j))_0 \times C(m) \mapsto (P_0(\sigma(m)(j)))_0 \times C(m)
\]

We have:

\[
C_{n,0}^{s+1} = A_{0,E_0}
\]

\( \Box \)

\textbf{Lemma 4.13.} For any \( i = 1, \ldots, t_n - 1 \), there exists a \( J(i) \)-transformation \( \tau(i, m) \), \( J(0) \cup J(i) \)-dependent, measure-preserving, \( S_{1/n}^{\perp} \)-equivariant, such that, for any \( l = 0, \ldots, q_n - 1 \):

\[
\Delta_n^{s+1}(i/t_n, l/q_n) = \tau(i, m)(C_{n,0}^{s+1}(\Delta_n(0/t_n, l/q_n)))
\]

Moreover, the \( J(0) \)-dependence of \( \tau(i, m) \) only depends on \( u(J(0)) \), and for any \( (i_0, m) \in u(J(0)) \), \( \tau(i)(i_0, m) \) is a permutation of \( u(J(i)) \).

\textbf{Proof.} By the proof of lemma 4.12, for any \( (i_0, m) \in u(J(0)) \), we have:

\[
C_{n,0}^{s+1}(C(i_0, m)) = C(\sigma(m)(i_0), m)
\]

On the other hand,

\[
\Delta_n(i/t_n, l/q_n) = \bigcup_{i_0 \in u(0)} \bigcup_{m' \in E(i_0, l)} C(i_0, m')
\]

with \( E(i, i_0, l) \subset u((i)) \) and \( |E(i, i_0, l)| \) independent of \( i_0 \).

Since \( C(i_0, m') = \bigcup_{m \in E(i_0, l)} C(i_0, m', m) \) then

\[
\Delta_n(i/t_n, l/q_n) = \bigcup_{i_0 \in u(0)} \bigcup_{m' \in E(i_0, l)} \bigcup_{m \in E(i_0, l)} C(i_0, m', m)
\]

Therefore,

\[
C_{n,0}^{s+1}(\Delta_n(i/t_n, l/q_n)) = \bigcup_{i_0 \in u(0)} \bigcup_{m' \in E(i_0, l)} \bigcup_{m \in E(i_0, l)} C(\sigma(m)(i_0), m', m)
\]

with \( |E(i, l, i_0, m)| \) independent of \( i_0, m \). Let \( \bar{i}_0 = \sigma(m)(i_0) \). We get:

\[
C_{n,0}^{s+1}(\Delta_n(i/t_n, l/q_n)) = \bigcup_{\bar{i}_0 \in u(0)} \bigcup_{m' \in E(i, l, \sigma(m^{-1})^{-1}(\bar{i}_0), m)} C(\bar{i}_0, m', m)
\]

with \( E(i, l, \sigma(m^{-1})^{-1}(\bar{i}_0), m) \subset u((i)) \). Since for any \( m' \in u((i)) \),

\[
C(i_0, m') = \bigcup_{m \in E(i, l, \sigma(m^{-1})^{-1}(\bar{i}_0), m)} C(i_0, m', m)
\]

then

\[41\]
\[ C_{n,0}^{n+1}(\Delta_n(i/t_n,1/q_n)) = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,t_n,m)} C(i_0,m',m) \]

with 
\[ E'(i,l,i_0,m) \subset u(J(i)) \]
and \[ |E'(i,l,i_0,m)| \text{ independent of } i_0,m. \]

On the other hand, by proposition 4.4,
\[ \Delta_n^{n+1}(i/t_n,1/q_n) = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,l_0)} C(i_0,m') \]

where \( F(i,l,i_0) \subset u(J(i)) \) and \[ |F(i,l,i_0)| \text{ is independent of } i_0. \]

Therefore,
\[ \Delta_n^{n+1}(i/t_n,1/q_n) = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,l_0)} C(i_0,m',m) \]
\[ = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,l_0)} C(i_0,m',m) \]

For \( i_0 \in u(0) \) such that \( P_0(i_0) \subset [0,1/q_n] \), let \( \tau(i,l,i_0,m) \) be a permutation of \( u(J(i)) \)

such that
\[ \tau(i,l,i_0,m)(E'(i,l,i_0,m)) = F(i,l,i_0) \]

Since the \( z \)-coordinate is on \( T \), we can consider \( i_0 \mod u_{n+1} \) on the \( z \)-coordinate.

We have:
\[ S \Delta_n^{n+1}(i/t_n,1/q_n) = \Delta_n^{n+1}(i/t_n,1+1/q_n) \]

On the other hand, since \( \mathcal{P}_0 \) is stable by the circle rotation \( R_{1/q_n} \), then:
\[ S \Delta_n^{n+1}(i/t_n,1/q_n) = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,l_0) \text{ met } J(0)} C(R_{1/q_n}(i_0),m',m) \]
\[ = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,l_0) \text{ met } J(0)} C(i_0,m',m) \]

Therefore, \( F(i,l,R_{1/q_n}(i_0)) = F(i,l+1,i_0) \).

Likewise, \( E'(i,l,R_{1/q_n}(i_0),m) = E'(i,l+1,i_0,m) \).

Therefore, we can extend \( \tau(i,l,i_0,m) \) to any \( i_0 \in u(0) \) by \( \tau(i,l,R_{1/q_n}(i_0),m) = \tau(i,l+1,i_0,m) \).

We have:
\[ \Delta_n^{n+1}(i/t_n,1/q_n) = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,t_n,m)} C(i_0,m',m) \]
\[ \Delta_n^{n+1}(i/t_n,1/q_n) = \bigcup_{i \in \mathbb{C}(0) \text{ met } J(0)} \bigcup_{m' \in E'(i,t_n,m)} C(i_0,\tau(i,l,i_0,m)(m'),m) \]

This completes the definition of \( \tau(i,m) \).

We make a smooth approximation of \( \tau \). To that end, we use the following lemma, which generalizes a proposition in [4]:

\[ \text{□} \]
Lemma 4.14. For any $J, J' \subset \mathbb{N}$, $J \cap J' = \emptyset$, $|J'| \geq 2$, for any permutation $\sigma$ of $\mathbb{N}(J)$, for any $0 < \epsilon< 1/(2t_{n+1})$, for any $m \in \mathbb{N}(J)$, there exists $E_{\sigma}(m) \subset C(m)$ such that 
\[ \mu(C(m) - E_{\sigma}(m)) \leq \epsilon, \] 
there exists a $J'$-transformation $A(\sigma)$, $J \cup J'$-dependent, smooth, measure-preserving, such that for any $m' \in u(J)$:
\[ A(\sigma)(C(m, m')) \cap E_{\sigma}(m) = C(m, \sigma(m')) \cap E_{\sigma}(m) \]

and:
\begin{itemize}
  \item There exists $A(\sigma) = \text{Id}$ on a $\epsilon/2$-neighbourhood of $(C(m))'$. 
  \item There exists a fixed function $R_{\epsilon}(u_{n+1}, \epsilon, \epsilon_0) \in \mathbb{N}$ such that 
\end{itemize}
\[ \|A(\sigma)\|_{n+1} \leq R_{\epsilon}(u_{n+1}, \epsilon, |J| + |J'|, \sum \epsilon_i) \]

Proof. By composition, we can suppose $|J'| = 2$, and $\sigma$ is the transposition one one coordinate: $\sigma(i, j) = (i', j)$. By [4], there exists $A(\sigma) : (C(j))_{j'} \rightarrow (C(j))_{j'}$ smooth, measure-preserving diffeomorphism, and there exists $E_{\sigma}(j) \subset (C(j))_{j'}$ such that 
\[ \mu(C(j))_{j'} - \sigma(j) \leq \epsilon, \] 
and for any $(x, y) \in (C(j))_{j'}$,
\[ A(\sigma)(x, y) \cap E_{\sigma}(j) = \sigma(x, y) \]

and here exists a fixed function $R_{\epsilon}(u_{n+1}, \epsilon_0) \in \mathbb{N}$ such that 
\[ \|A(\sigma)\|_{n+1} \leq R_{\epsilon}(u_{n+1}, \epsilon) \]

From there, the rest of the proof is analogous to the proof of lemma 4.10, using a smooth plateau function $\phi$.

\[ \square \]

Proof of lemma 4.11. We let $A_i = \varphi_{\text{med}(J(0))}A(\tau(m))$ with $\tau(i, m)$ coming from lemma 4.13, and $A(\tau(i, m))$ coming from lemma 4.14 with $J = J(0), J' = J(i)$.

\[ \square \]

Proof of proposition 4.8. We let $A = A_{l-1} \circ \cdots \circ A_1 \circ A_0$. Conditions 1,2 hold because they hold for any $A_i$. Condition 4 holds because the $\{J(i), i = 0, ..., t_{n+1} - 1\}$ partition $[0, ..., t_{n+1} - 1]$. To show condition 3, let:
\[ E = E_0 \cap (A_0)^{-1}(E_1) \cap \cdots \cap (A_{t_{n+1}})^{-1}(E_{t_{n+1}}) \]

For any $i$, we take $0 < \epsilon_i = \epsilon/t_{n+1}$. We have: $\mu(M - E) \leq \epsilon$. We also have:
\[ A(E \cap \Delta_n(0/t_{n+1}, 0/q_{n})) = A(\cap_{i \neq 0}E_i) \cap A(E_0 \cap \Delta_n(0/t_{n+1}, 0/q_{n})) \]
\[ = A(\cap_{i \neq 0}E_i) \cap A_{l-1}...A_1A_0(E_0 \cap \Delta_n(0/t_{n+1}, 0/q_{n})) \]

By lemma 4.9, we get:
\[ A(E \cap \Delta_n(0/t_{n+1}, 0/q_{n})) = A(\cap_{i \neq 0}E_i) \cap A_{l-1}...A_1 \left( A_0(E_0) \cap \Delta_n^{n+1}(0/t_{n+1}, 0/q_{n}) \right) \]
\[ = A(E) \cap A_{l-1}...A_1 \left( \Delta_n^{n+1}(0/t_{n+1}, 0/q_{n}) \right) \]
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For any $i = 1,\ldots,t_n-1$, $A_i$ is a $J(i)$-transformation. On the other hand, $\Delta^m_1(0,0,q_n)$ is a $J(0)$-cylinder, and $J(i) \cap J(0) = \emptyset$. By claim 4.6,

$$A_i\left(\Delta^m_1(0,0,q_n)\right) = \Delta^m_1(0,0,q_n)$$

Therefore,

$$A(E \cap \Delta_n(0,0,q_n)) = A(E) \cap \Delta^m_1(0,0,q_n)$$

Hence proposition 4.8 for $i = 0$. Let $t_n - 1 \geq i \geq 1$. Since

$$C_{n,0}^{n+1} = A_{0,E_0}$$

and since $E \subset E_0$, then

$$A_n(E \cap \Delta_n(0,0,q_n)) = A_0(E) \cap C_{n,0}^{n+1}(\Delta_n(0,0,q_n))$$

The map $C_{n,0}^{n+1}$ is $J(0)$-dependent and $\Delta_n(0,0,q_n)$ is a $(z, x_n)$-cylinder. Therefore, by claim 4.7, $C_{n,0}^{n+1}(\Delta_n(0,0,q_n))$ is a $J(0) \cup \{i\}$-cylinder.

Let $j \notin [0,i]$. Since $A(j)$ is a $J(j)$-transformation and $J(j) \cap (J(0) \cup \{i\}) = \emptyset$, then by claim 4.6,

$$A_j\left(C_{n,0}^{n+1}(\Delta_n(0,0,q_n))\right) = C_{n,0}^{n+1}(\Delta_n(0,0,q_n))$$

Therefore,

$$A_1A_{i-1}\ldots A_0(E \cap \Delta_n(0,0,q_n)) = A_i\ldots A_0(E) \cap A_1\left(C_{n,0}^{n+1}(\Delta_n(0,0,q_n))\right)$$

Moreover, $A_1\ldots A_0(E) \subset E_n$. Therefore, by proposition 4.11,

$$A_1A_{i-1}\ldots A_0(E \cap \Delta_n(0,0,q_n)) = A_i\ldots A_0(E) \cap \Delta_n^{n+1}(0,0,q_n)$$

Likewise, $\Delta_n^{n+1}(0,0,q_n)$ is a $\{0\} \cup J(i)$-cylinder and for any $j \notin [0,i], \{\{0\} \cup J(i)\} \cap J(j) = \emptyset$. Therefore, by claim 4.6,

$$A_j\left(\Delta_n^{n+1}(0,0,q_n)\right) = \Delta_n^{n+1}(0,0,q_n)$$

Therefore,

$$A(E \cap \Delta_n(0,0,q_n)) = A_{t_n-1}\ldots A_0(E \cap \Delta_n(0,0,q_n)) = A(E) \cap \Delta_n^{n+1}(0,0,q_n)$$

\[\square\]

4.4 Generation of $\xi_n$ and convergence of the sequence of diffeomorphisms

By combining lemma 3.5, in order to complete the proof of lemma 1.4, it remains to show that $\xi_n$ generates, that $T_n = B_n^{-1}S_nB_n$ converges in the smooth topology. The limit $T$ of $T_n$ is ergodic because it is isomorphic to an ergodic transformation (De La Rue’s transformation is ergodic).
4.4.1 Generation of $\xi_n$

**Lemma 4.15.** $\xi_n$ generates.

**Proof.** Let $p \geq 0$ and for $x, y \in M$, let $d_p(x, y) = \max_{0 \leq \ell \leq p} |x_\ell - y_\ell|$. For any $V \subset M$, let the $p$-diameter of $V$ be $d_p(V) = \sup_{x,y \in V} d_p(x, y)$. We use the lemma:

**Lemma 4.16.** Let $V_n \subset M$ be a sequence of subsets such that there exists $r_n \to +\infty$ such that $d_n(V_n) \to n \to +\infty 0$. For any $k \geq 0$, $\cap_{n \geq k} V_n$ is at most a singleton.

**Proof.** Let $k \geq 0$ and $x, y \in \cap_{n \geq k} V_n$. Let $M \geq 0$ and $n_0$ such that for any $n \geq n_0$, $r_n \geq M$. For $n \geq n_0$, we have: $d_m(x, y) \leq d_n(x, y) \to 0$. Therefore, $x_i = y_i$ for $i = 0, ..., M$ for any $M$ and therefore, $x = y$.  

The diffeomorphism $A_{n+1}|E_{n+1}$ acts as a permutation, and in particular, it is an isometry. On the other hand, elements of $\eta_{n+1}$ are of the form $x_{n+1}^{i_{n+1}}((j_i/q_{n+1}, (j_i + 1)/q_{n+1})$, for $j_i = 0, ..., q_{n+1} - 1$. Therefore, for $q_{n+1} \geq R_0(n, t_{n+1}, b_{n+1}, q_n, \epsilon)$, for any $c \in \eta_{n+1}$,

$$d_{n+1}(A_{n+1}^{-1}(c \cap A_{n+1}(E_{n+1})) \leq \frac{1}{2^n} \|B_n\|_1$$

In particular,

$$d_{n+1}(B_{n+1}^{-1}(c \cap A_{n+1}(E_{n+1})) \leq \frac{1}{2^n}$$

Let $x \in M$ and $c_n(x)$ be the element of $\eta_n$ to which $x$ belongs. Let

$$G(x) = \bigcap_{n \geq 1} B_n^{-1}(c_n(B_n(x)))$$

Let

$$F = \bigcup_{k \geq 1} \bigcap_{n \geq k} B_n^{-1}(E_n)$$

We have $\mu(E_n) \leq 1/2^n$, and $B_n$ is measure-preserving. Therefore, by the Borel-Cantelli lemma, $\mu(F) = 1$. We show that for any $x \in F$, $G(x) \cap F$ is a singleton. For any $x \in F$, $x \in G(x) \cap F$, and therefore, $\#(G(x) \cap F) \geq 1$. On the other hand,

$$G(x) \cap F = \bigcup_{k \geq 1} \bigcap_{n \geq k} B_n^{-1}(E_n) \bigcap_{n \geq 0} B_n^{-1}(c_n(B_n(x))) \subset \bigcup_{k \geq 1} \bigcap_{n \geq k} B_n^{-1}(E_n) \cap B_n^{-1}(c_n(B_n(x)))$$

Let $V_n(c) = B_n^{-1}(c \cap A_n(E_n))$. We have:

$$G(x) \cap F \subset \bigcup_{k \geq 1} \bigcap_{n \geq k} V_n(c_n(B_n(x)))$$

By lemma 4.16, for any integer $k$, $\cap_{n \geq k} V_n(c_n(B_n(x)))$ is at most a singleton. Moreover, $\cap_{n \geq k} V_n(c_n(B_n(x)))$ is an increasing sequence of sets for the inclusion. Therefore,

$$\bigcup_{k \geq 1} \bigcap_{n \geq k} V_n(c_n(B_n(x)))$$

is at most a singleton, and $G(x) \cap F = \{x\}$. It shows that $\xi_n$ generates.
4.4.2 Convergence

To complete the proof of lemma 1.4 for $M = [0, 1]^{d-1} \times T$, we need to show the convergence of $T_n = B_{n+1}^{-1} S_{n+1} B_n$. By the Cauchy criterion, it suffices to show that $\sum_{n=0}^{\infty} d_n(T_{n+1}, T_n)$ converges. We combine the estimation of $B_{n+1}$ and the assumption of closeness between $p_{n+1}/q_{n+1}$ and $p_n/q_n$ of lemma 1.4. We recall the lemma [9, p.1812]:

Lemma 4.17. Let $k \in \mathbb{N}$. There is a constant $C(k, d)$ such that, for any $h \in \text{Diff}(\mathbb{T} \times [0, 1]^{d-1})$, $\alpha_1, \alpha_2 \in \mathbb{R}$, we have:

$$d_n(hS_{\alpha_1}h^{-1}, hS_{\alpha_2}h^{-1}) \leq C(k, d)\|h\|_{C^1}^2|\alpha_1 - \alpha_2|$$

Since $T_n$ and $T_{n+1}$ are $(z, x_1, \ldots, x_{n+1})$-transformations and $(z, x_1, \ldots, x_{n+1})$-dependent, they can be seen as diffeomorphisms of $\mathbb{T} \times [0, 1]^{d-1}$. Moreover, $T_n = B_{n+1}^{-1} S_{n+1} B_n = B_{n+1}^{-1} S_{n+1} B_{n+1}$. Therefore, we obtain, for a fixed sequence $R_1(n, b_{n+1}, q_n, l_{n+1})$ (that depends on $n$ and on the dimension $d$):

$$d_n(T_{n+1}, T_n) = d_n(B_{n+1}^{-1} S_{n+1} B_{n+1}, B_{n+1}^{-1} S_{n+1} B_{n+1}) \leq C(n + 1, l_{n+1})\|B_{n+1}\|_{C^1}^2 |p_{n+1} - p_n| \frac{p_{n+1}}{q_{n+1}} - \frac{p_n}{q_n}$$

For some choice of the sequence $R_1(n, b_{n+1}, q_n, l_{n+1})$ in lemma 1.4, this last estimate guarantees the convergence of $T_n$ in the smooth topology.

References


Erratum: lemma 2.3 page 12 is false, because in page 13, we do not have:

\[ B_{p+1}(q) = B_{G,p}(q) \lor B_{D,p}(q) \]

Instead, we have:

\[ B_{p+1}(q) = B_{G,p}(q) \lor B_{D,p}(q) \lor \text{arg} B_1(q) \]

However, I still think that the main theorem is true, by using the fact that \( B_n(q_n) \) generates, i.e. by applying Corollaire 3.3 page 54 of de la Rue’s PhD thesis, and by considering more general partitions of \( T \times [0, 1]^N \) of this form:

Nevertheless, due to lack of time and suitable job perspectives, I am unable to write the details.

I would like to thank Thierry De la Rue for mentioning this mistake.