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ADAPTIVE MESH REFINEMENT STRATEGY FOR A NONCONSERVATIVE
TRANSPORT PROBLEM

BENJAMIN AYMARD1,2,3, FRÉDÉRIQUE CLÉMENT3, MARIE POSTEL1,2

ABSTRACT. In the framework of transport equations it is usual to need long time simula-
tions, and therefore large physical domains to cover a phenomenon. On the other hand it
can happen that only a small time varying portion of the domain is interesting. This mo-
tivates the use of adaptivity for the spatial discretization. Biological models involving cell
development are often nonconservative to account for cell division. In that case the thresh-
old controlling the spatial adaptivity may have to be time-dependent in order to keep up
with the progression of the solution. In this article we tackle the difficulties arising when
applying a Multiresolution method to a transport equation with discontinuous fluxes mod-
eling localized mitosis. The analysis of the numerical method is performed on a simplified
model and numerical scheme. An original threshold strategy is proposed and validated
thanks to extensive numerical tests. It is then applied to a biological model in both cases
of distributed and localized mitosis.

1. INTRODUCTION

In the framework of transport equations it is usual to need long time simulations, and
therefore large physical domains to cover a phenomenon. On the other hand it can happen
that only a small time varying portion of the domain is interesting. This motivates the use
of adaptivity for the spatial discretization. The Multiresolution (MR) method is specially
interesting for hyperbolic system of PDEs because the underlying wavelet theory enables
one to control the numerical error induced by the adaptivity with a small parameter εwhich
is explicitly used as a threshold in the algorithm. We refer the reader to [4] for a thorough
analysis of the MR method for a scalar hyperbolic equation and to [5, 6] and references
therein for applications to more realistic models and set-ups.

In the current work we deal with nonconservative transport equations frequently arising in
biological models involving cell dynamics. In these models, which are most of the time
1D, the space variable plays the role of age and marks the progression along the cell cycle.
Mitosis is the endpoint of the cell cycle, that gives birth to two daughter cells from one
mother cell. From the modeling viewpoint, mitosis can be distributed over the cell cycle
thanks to a positive linear source term, amounting to doubling the cell density in a time
equivalent to the duration of the cell cycle (see for instance [11]). Another approach treats
the mitosis phenomenon more directly, as a localized event at the end of each cell cycle,
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corresponding to a doubling transmission condition which must be satisfied by the cell
density at the interface between cell cycles (see for instance [12]). Even on a uniform grid,
these discontinuous flux conditions are tricky to handle and require a specific scheme in
order to achieve high order of accuracy. We refer the reader to [2] for a complete study of
a Finite Volume (FV) scheme well suited to this purpose.

The specific application we have in mind is the numerical calibration of terminal follic-
ular development modeled in [9]. Realistic simulations involve solving simultaneously
about twenty coupled PDEs in two space dimensions. The weak structure of the coupling
is suited to an efficient implementation on parallel architecture, already described in [1].
Nevertheless one simulation takes several minutes to run and the extensive simulations
required to calibrate the model therefore motivate our search for additional reduction of
computational costs by using a MR adaptive finite volume strategy. In this paper we ad-
dress the problem arising from coupling the MR strategy with the FV method designed
in [2] in the scalar case and with a single processor architecture, leaving the vector case
with parallel implementation to future works. Actually, the main difficulty arising from
this coupling is already present in the scalar case, where the resulting adaptive scheme
(FVMR) unfortunately exhibits unstable numerical noise, which becomes apparent after
long time simulations - let us say more than ten cell cycles. This corresponds to a prolifer-
ation ratio of 210 which explains how any numerical error, well within any given tolerance
at the beginning of the simulation, can end up having macroscopic consequences on the
solution mesh or even its shape (see Figure 14). It is a quite specific set-up, obviously not
encountered in all PDEs with discontinuous fluxes. Hopefully they do not all require any
particular adaptation of the multiresolution method (see for instance [3] for an example of
multiresolution applied to traffic flows). The main object of this article is therefore double
: first to fully document the unstable noise appearance when using the standard multires-
olution method on such an equation with doubling conditions. This is done in section 2
where we introduce a simple 1D model and detail the elementary numerical steps, showing
how they lead to spurious numerical noise. Secondly, we propose a numerical strategy to
stop the noise appearance, and then validate it by extensive numerical tests. This numeri-
cal validation, exposed in section 3, uses the FVMR method that we also use in the latest
section 4 to solve more realistic biological models. Eventually we show that our method
correctly handles both types of models - localized or distributed mitosis - with CPU and
memory gain between 10 and 20 for an overall relative error remaining below 10−3.

2. INVESTIGATION OF NUMERICAL NOISE APPEARANCE

In this section we investigate the circumstances under which numerical noise can appear.
For this we consider a simplified 1D problem with piecewise constant speeds. We compute
the approximated solution with a simple first order FV scheme. This allows us to perform
one time step of the algorithm by hand and completely describe the interaction of the
doubling condition with a two-level MR algorithm. We illustrate this example by numerical
simulations performed with a method coupling the 2D FV scheme with a mean value MR
adaptive strategy.
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2.1. Description of the simplified set-up. We study the simple case of a 1D transport
model with piecewise constant speeds and discontinuous flux conditions{

∂tφ(t, x) + ∂x (g(x)φ(t, x)) = 0, for x ∈ R, t > 0
φ(0, x) = φ0(x), for x ∈ R,(1)

with N interfaces numbered from 1 to N spaced by xs. The speeds are constant in each
subdomain

g(x) = gp−1 for (p− 1)xs ≤ x ≤ pxs, p = 1, . . . , N + 1.

Transmission conditions are defined by

gpφ(t, px+
s ) = kpgp−1φ(t, (p− 1)x−s )(2)

where kp is equal to 2 to model a doubling flux interface, or to 1 to model a continuous
flux interface.
For the sake of simplicity we first choose gp = 1 and kp = 2 for all p = 0, . . . , N and we
apply a doubling condition on the outer boundary

φ(t, 0+) = 2φ(t,Nx−s ).

This model is a simple prototype for transport equations modeling cell proliferation with
localized mitosis at the end of each cell cycle, which is relevant for the granulosa cells in
ovarian follicles [9]. We will also consider an alternative model frequently encountered in
the literature (see for instance [11] chapter 3), which consists in distributing the mitosis
over the cell cycle duration, with a linear source term{

∂tφ(t, x) + ∂x (g(x)φ(t, x)) = Bφ(t, x), for x ∈ R, t > 0,
φ(0, x) = φ0(x), for x ∈ R.(3)

The coefficient B in the source term must be such that the averaged total mass is doubled
at the end of a cell cycle, which leads to

exp(BT ) = 2,

where T is the duration of the cycle.

2.2. Finite volume discretization on a two-level multiresolution hierarchy. We start
by discretizing the solution on two dyadically embedded levels ∆x0 = 2∆x where we
denote the meshes on the finer level by

D1,k = [k∆x, (k + 1)∆x],

and the meshes on the coarser level by

D0,k = D1,2k ∪ D1,2k+1 = [k∆x0, (k + 1)∆x0].

In our double index notation `, k, the first number ` indicates the level, ` = 0 for the
coarser and ` = 1 for the finer. We further assume that xs = 2K∆x = K∆x0, meaning
that the doubling interfaces are located between meshes D0,P (K−1) and D0,PK on the
coarser level, and between meshes D1,2PK−1 and D1,2PK on the finer level, as illustrated
in Figure 1.

The FV approximation of the solution is defined on the finer level by

φn1,k ≈
1

∆x

∫
D1,k

φ(n∆t, x)dx,
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FIGURE 1. Two level discretization with doubling interface located be-
tween meshes D0,K−1 and D0,K on the coarser level, or D1,2K−1 and
D1,2K on the finer level

and the solution on the coarser level is defined as

φn0,k =
1

2

(
φn1,2k + φn1,2k+1

)
.(4)

Knowing the mean values of the solution on the coarser level, approximated mean values
on the finer level can be obtained by local reconstruction. Arbitrary orders of polyno-
mial approximation can be used but we will consider in the sequel only the zeroth order
reconstruction, also known as Haar reconstruction in the wavelet context

φ̂n1,2k = φ̂n1,2k+1 = φn0,k,(5)

and the second order reconstruction

φ̂n1,2k =
1

8
φn0,k−1 + φn0,k −

1

8
φn0,k+1,

φ̂n1,2k+1 = −1

8
φn0,k−1 + φn0,k +

1

8
φn0,k+1.(6)

We use a FV scheme to compute the numerical solution as

φn+1
j = φnj −

∆t

∆xj

(
Fnj+1/2 − F

n
j−1/2

)
,(7)

where Fnj+1/2 is the numerical flux at time tn through the edge between meshes Dj and
Dj+1, and ∆xj the size of mesh Dj . A simple upwind order scheme on a uniform grid
consists, in this case with unit speed, in taking

Fnj+1/2 =

{
φnj if j 6= 0,K − 1 and 1, 2K − 1,
2φnj otherwise,(8)

where the factor 2 in bold takes into account the doubling flux condition (2) when ki = 2.

We can therefore compute the numerical solution on the finer level as

φn+1
1,k =

{
(1− λ)φn1,k + λφn1,k−1 if k 6= 2PK,

(1− λ)φn1,k + 2λφn1,k−1 if k = 2PK,
(9)

with

λ =
∆t

∆x
,

which must satisfy 0 < λ ≤ 1 in order to ensure the stability of the solution. If the solution
is smooth enough - with a criterion that we will precise below - we can compute it instead
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on the coarser level, using λ/2 instead of λ

φn+1
0,k =

{
(1− λ

2 )φn0,k + λ
2φ

n
0,k−1 if k 6= PK,

(1− λ
2 )φn0,k + λ

22φ
n
0,k−1 if k = PK.

(10)

Note that the numerical solution becomes locally small but nonzero, even when start-
ing from a piecewise constant solution: due to the numerical diffusion of the numerical
scheme, the solution rapidly becomes nonzero upstream of the initial condition. For in-
stance for the simple scheme (9) we have

φn1,k = (1− λ)φn−1
1,k + λφn−1

1,k−1,

= (1− λ)2φn−2
1,k + 2(1− λ)λφn−2

1,k−1 + λ2φn−1
1,k−2,

... =
...

= (1− λ)nφ0
1,k + . . .+ λnφ0

1,k−n.

In the general case with an arbitrary number of levels and arbitrary high dimensions, one
time step of the FVMR scheme consists in a loop over levels starting from the finest. For
each level, a first loop computes the numerical fluxes between meshes active at the current
level using (8), possibly requiring local reconstruction if neighboring meshes entering the
flux estimation are coarser than the current level. Then a second loop updates the solution
on the meshes of the current level using (7).

Having in mind this algorithm is necessary to correctly handle the cases of neighboring
meshes of different sizes

• if the left hand side neighbor of mesh D1,2k is the coarser mesh D0,k−1, then the
solution φ̂n1,2k−1 at time n on mesh D1,2k−1 must be reconstructed, using (5) or
(6), in order to compute Fn(1,2k)−1/2

• if the left hand side neighbor of mesh D0,k is the finer mesh D1,2k−1, then

Fn(0,k)−1/2 = Fn(1,2k−1)+1/2 = φn1,2k−1

has already been computed during the loop on the finer level
• if the right hand side neighbor of meshD1,2k+1 is the coarser meshD0,k+1, no re-

construction is required to compute Fn(1,2k+1)+1/2 for the simple first order scheme

(8). In the case of a higher order scheme, φ̂n1,2k+2 would have to be reconstructed
• if the right hand side neighbor of mesh D0,k is the finer mesh D1,2k+2, then

Fn(0,k)+1/2 = Fn(1,2k+2)−1/2 = φ̂n1,2k+1

has already been computed during the loop on the finer level, using reconstructed
value φ̂n1,2k+1

The choice between the two levels of discretization on a given mesh D0,k in the domain
is made by comparing the solution on its subdivisions D1,2k ∪ D1,2k+1 with the solution
reconstructed on the same mesh using the values on the coarser grid with formulas (5) or
(6). The local smoothness of the solution is indeed measured by the detail, defined by

dn1,k = φn1,2k − φ̂n1,2k(11)
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• In the Haar case, a null detail corresponds to a locally constant function

dn1,k = φn1,2k − φn0,k

=
1

2
(φn1,2k − φn1,2k+1).(12)

• In the quadratic basis, a null detail corresponds to a locally quadratic function

dn1,k = φn1,2k −
(

1

8
φn0,k−1 + φn0,k −

1

8
φn0,k+1

)
= − 1

16
(φn1,2k−2 + φn1,2k−1) +

1

2
(φn1,2k − φn1,2k+1) +

1

16
(φn1,2k+2 + φn1,2k+3).(13)

We refer for instance to [10] for the approximation theory results establishing the link
between dn1,k and the local smoothness of the solution.

In order to monitor the adaptive FV scheme, the absolute value of the details are tested at
each time step against a level dependent threshold ε`

ε` = ε2`−L+1, for ` = 1, . . . , L− 1.(14)

In the numerical simulations, we refer to the MR threshold to indicate the threshold value
on the finest MR level ε = εL−1. Here in the two level case, if |dn1,k| ≥ ε1, then not
only D0,k but also the two neighbors D0,k−1 and D0,k+1 should be subdivided to compute
the solution at the next time step (see Algorithms 1 and 2 for the predictive adaptive grid
refinement in the general case with L multiresolution levels).

2.3. Explication of the numerical noise appearance. In this paragraph we describe the
mechanism for numerical noise appearance due to the coupling of multiresolution with
doubling fluxes

Suppose that |dnK−i| < ε, for i ≥ 0 and |dnK+1| ≥ ε. Due to the preceding rule, the
meshD0,K = D1,2K ∪D1,2K+1 is subdivided, to account for possible displacement of the
singularity (see Algorithm 1). The mesh D0,K−1 is kept at the coarser level, but the value
of the solution on its right subdivision D1,2K−1, which enters the FV scheme to advance
the solution on D1,2K , is available using the prediction operator (6) in the quadratic case.

Let us compute the solution at time n + 1 in the neighborhood of the doubling interface
(see Figure 1)

φn+1
0,K−1 = φn0,K−1 −

λ

2

(
φ̂n1,2K−1 − φn0,K−2

)
,

φn+1
1,2K = (1− λ)φn1,2K + 2λφ̂n1,2K−1,

φn+1
1,2K+1 = (1− λ)φn1,2K+1 + λφn1,2K ,

φn+1
1,2K+2 = (1− λ)φn1,2K+2 + λφn1,2K+1,

φn+1
1,2K+3 = (1− λ)φn1,2K+3 + λφn1,2K+2.
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Algorithm 1 Prediction of the set Γ̃n+1
ε of significant details at time tn+1 from the details

at time tn. General case with LMR levels numbered from the coarsest 0 to the finest L−1

Require: The solution is known by its mean values on the coarsest level and the details
{dn`,k}(`,k)∈Γn

ε

Prediction:
for level ` = L− 1↘ 1 do

for k = 0↗ N02`−1 do
if (`, k) ∈ Γnε and |dn`,k| ≥ ε` then

(`, k + i) ∈ Γ̃n+1
ε for |i| ≤ 1

if ` < L− 1 and |dn`,k| ≥ 2ε` then
(`+ 1, 2k) and (`+ 1, 2k + 1) ∈ Γ̃n+1

ε

end if
end if

end for
end for
Gradualness:
for level ` = L− 1↘ 1 do

for k = 0↗ N02`−1 do
if (`, k) ∈ Γ̃n+1

ε then
for |i| ≤ 1 do

(`− 1, bk/2c+ i) ∈ Γ̃n+1
ε

end for
end if

end for
for k = 0↗ N02`−1 do

if (`, k) ∈ Γ̃n+1
ε \Γnε then

dn`,k = 0
end if

end for
end for

We should now check the smoothness of the solution after this update. Using (13) and (4)
we can compute dn+1

K as

dn+1
1,K = φn+1

1,2K − φ̂
n+1
1,2K

= φn+1
1,2K −

(
1

8
φn+1

0,K−1 + φn+1
0,K −

1

8
φn+1

0,K+1

)
= −1

8
φn+1

0,K−1 +
1

2
(φn+1

1,2K − φ
n+1
1,2K+1) +

1

16
(φn+1

1,2K+2 + φn+1
1,2K+3).

We plug in the expressions of the solution at time n+ 1 and obtain

dn+1
K = − λ

16
φn0,K−2 +

λ

2
(2φ̂n1,2K−1 − φn1,2K) +

λ

16
(φn1,2K+1 + φn1,2K+2)− 1

8
φn0,K−1

+
λ

16
φ̂n1,2K−1 +

1− λ
2

(φn1,2K − φn1,2K+1) +
1− λ

16
(φn1,2K+2 + φn1,2K+3).
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Algorithm 2 Construction of the solution on the adaptive grid S̃n+1 from the set of signif-
icant details Γ̃n+1

ε

Require: The solution is known by its mean values on the coarsest grid, and the details
for (k, `) ∈ Γ̃n+1

ε

for level ` = 1↗ L− 1 do
for k = 0↗ N02`−1 do

if (`, k) ∈ Γ̃n+1
ε then

{D`,2k,D`,2k+1} ∈ S̃n+1 and D`−1,k /∈ S̃n+1

compute φn`,2k = φ̂n`,2k + dn`,k
and φn`,2k+1 = φ̂n`,2k+1 − dn`,k

end if
end for

end for

The effect of the doubling flux on the detail is an additional term

dn+1
1,K = d̂n+1

1,K +
λ

2
φ̂n1,2K−1,(15)

compared to the detail d̂n+1
K if no doubling condition is imposed. This means that if the

solution is smooth at time tn, but the solution is large enough before the doubling interface,
then the detail may become significant due to the doubling.

We now explain what happens next, if the detail dn+1
1,K which was negligible at time tn

becomes larger than the MR threshold ε at time n+ 1. In the quadratic case, as described
in Algorithm 1, the mesh D0,K−1 just upstream of the doubling interface should be pre-
dictively refined using (6){

φ̂n+1
1,2K−2 = 1

8φ
n+1
0,K−2 + φn+1

0,K−1 −
1
8φ

n+1
0,K ,

φ̂n+1
1,2K−1 = − 1

8φ
n+1
0,K−2 + φn+1

0,K−1 + 1
8φ

n+1
0,K ,

where

φn+1
0,K =

1

2
(φn+1

1,2K + φn+1
1,2K+1),

=
1− λ

2
(φn1,2K + φn1,2K+1) +

λ

2
(2φ̂n1,2K−1 + φn1,2K).(16)

Here again the difference between the values of the solution on the subdivisions, which
should be small since the solution is only predictively refined, is enhanced by the value
φ̂n1,2K−1 upstream of the interface which contributes twice instead of once. We see that in a
single time step the doubling condition coupled with the MR, has introduced an oscillation
of the order of φ̂n1,2K−1.

Suppose we start from an initial condition localized in the first slab before the first doubling
interface, for instance φ0

k = δ0,k. After M time steps (M depending on ε and λ), the
solution is nonzero and smooth for k = 0, . . . ,M . The MR scheme will therefore coarsen
the grid in this region.
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As the solution is transported over several slabs, its amplitude is doubled at each interface,
and depending on its local amplitude we can fall in the situation depicted by (15). Further-
more, another factor of noise appearance is the dependence of the MR threshold level on
the discretization level according to the rule (14).

We see from (15) that the decision to refine the mesh after crossing a doubling interface
depends not only on the smoothness but also on the local amplitude. Thanks to (14), the
same (small) amplitude discretized on a coarse level will be more likely to trigger the
refinement, and might even trigger the local refinement on two consecutive levels (see
Algorithm 1). We propose an example for such a situation in Appendix B. We describe a
situation with three levels of discretization, where the solution has sensibly the same small
amplitude but is refined partly on the intermediate level, and partly on the coarsest one. We
show that refinement rules together with rules (15) and (14) lead to coarsen the solution
wherever it was previously on the intermediate level, and to refine it on the finest level on
some locations where it was before on the coarsest one.

a)

b)

c)

d)

e)
FIGURE 2. Solution at t = 20 on the whole computational domain and
color code from 0 to 107. Panels from top to bottom: a) finer grid no MR,
b) Zoom on the support of the solution, finer grid no MR, c) MR with
Haar reconstruction, d) MR with quadratic reconstruction, e) MR with
quadratic reconstruction and doubling threshold strategy (18). Notice
the presence (in panel d)), or absence (in panel e)) of the spurious noise
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a)

b)

c)
FIGURE 3. Zoom on the support of the solution at t = 20 and com-
putational grid with color code from 0 to to 10. From top to bottom
a) MR with Haar reconstruction, b) MR with quadratic reconstruction,
c) MR with quadratic reconstruction and doubling threshold (18). The
thresholding error is more visible in the Haar case (panel a)) than in the
quadratic reconstruction (panels b) and c))

At this point we also stress out that the difference between the two wavelets (12) and (13)
is quite important, specially if we solve the 1D test case presented above with the 2D FV
code. To illustrate this point we perform a simulation on a domain consisting of twelve
subdomains of unit width and height with vertical doubling interfaces. The (horizontal)
speed is equal to 1. The initial condition is piecewise constant

φ(t = 0, x, y) =

{
10 for 0 ≤ x < 1 and 0.2 ≤ y < 0.3
0 elsewhere

We first use a two level MR hierarchy, with five meshes per subdomain in the x direction
on the coarser level. Figure 2 shows the solution computed at time 20 on the uniform finer
grid, which counts ten meshes per subdomain in the x direction, along with the solution
computed with the FVMR algorithm and Haar or quadratic reconstruction. Figure 3 shows
the solution with a color code from 0 to 10 corresponding to the initial condition; the spuri-
ous noise is visible at this scale. Note that in the Haar case, the upstream amplification (16)
does not happen. In the case of the quadratic reconstruction, solving the 1D transport equa-
tion (1) with the 2D MR scheme also generates some nonzero solution in the orthogonal
direction, which gets progressively amplified by the doubling interfaces. The difference
between the panels corresponding to Haar and quadratic prediction highlights the appear-
ance of noise due to the quadratic prediction operator in 2D : the solution becomes nonzero
in the transversal direction above and below the support of the initial condition, and also
upstream of the support of the solution.

2.4. Adaptive doubling strategy. To prevent the formation of this ”numerical noise” sev-
eral strategies can be implemented :

• Forcibly refining the solution on the finest discretization grid in the vicinity of in-
terfaces, without considering its local smoothness. This may become quite greedy
and altogether compensate the benefits of the MR strategy.

• Adapting the MR threshold to the average amplitude of the solution. This should
be done carefully to avoid rapid changes in the threshold and subsequently rapid
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coarsening of the solution. We will document later that the optimal strategy is to
adapt the threshold to the total mass of the solution

εt,` = ε`M(t)(17)

where the level dependent ε` is defined by (14), with ε calibrated for a unit mass
solution at initial time.

• Modifying the transmission condition (2) with an adaptive strategy consisting in
applying the doubling only if the solution is above a given threshold δ

gpφ(t, px+
s ) =

{
2gp−1φ((p− 1)x−s ) if |φ(t, (p− 1)x−s )| ≥ δ,
gp−1φ((p− 1)x−s ) otherwise.(18)

In practice δ should be chosen close to ε, and we will study the relationship more
closely in paragraph 3.3.

We also assume that the support of the initial condition is entirely located in the first slab
before the first doubling interface. We have actually exemplified in Appendix B that a
small and smooth solution lying on both sides of an interface, could right away generate
spurious oscillations. Restricting the initial support ensures that no additional oscillations
will be created by coupling the MR with the doubling condition. The bottom panels of
Figures 2 and 3 display the effect of the adaptive doubling strategy in the case of second
order reconstruction, setting the parameter δ equal to ε = 10−2. The numerical noise has
completely disappeared.

2.5. Formalization in the wavelet framework. The result (15) also applies to the Haar
reconstruction (12). This means that the appearance of the spurious noise is due not only
to the discontinuities in the solution induced by the localized doubling, but also to the
enhancement of the thresholding error. In particular, even if we modified the prediction
scheme in the vicinity of interfaces in order to account for the doubling of the solution, this
would not stop the increase of noise.

To formalize this remark, we use the wavelet framework, as described for instance in [4],
to express the solution on the finest MR level as

φnL−1,k =

N0∑
k=0

φn0,kψ0,k +

L−1∑
`=1

N02`−1∑
k=0

dn`,kψ`,k

where ψ0,k is the discrete scaling function (ψ0,k)j = δk,j and ψ`,k for ` = 1, L− 1 is the
discrete dual wavelet defined as

ψ`,k = PL−2
L−1 . . . P

`−1
` (0, . . . , 0, 1,−1, 0, . . . , 0)

The prediction operator P `−1
` applies formula (6) to the elementary detail vector with 1 at

position 2k and -1 at position 2k+1. The adaptive solution after thresholding with the MR
threshold ε can be expressed as

φn,εL−1,k =

N0∑
k=0

φn0,kψ0,k +

L−1∑
`=1

N02`−1∑
k = 0
|dn`,k| ≥ ε`

dn`,kψ`,k.
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In [7] it is indeed shown that the reconstructed solution on any intermediate level is viti-
ated by an O(ε) perturbation due to MR thresholding and reconstruction, which we can
summarize as

φ̂n,ε`,k = φn`,k + εcn`,k.(19)

We apply the adaptive doubling strategy (18) along with the elementary FV scheme (9)
generalized to an L level MR hierarchy with λ` = 2`−L+1λ

φn+1,ε
`,k =

{
(1− λ`)φn0,k + λ`φ

n
0,k−1 if k 6= PK or |φn0,k−1| ≤ δ

(1− λ`)φn0,k + λ`2φ
n
0,k−1 if k = PK and |φn0,k−1| > δ

and we see that we have a conditional maximum principle in the sense that

if φn,ε`,k ≤ δ and φn,ε`,k−1 ≤ δ then φn+1,ε
`,k ≤ δ.(20)

Relations (19) and (20) together show that parameter δ should be correctly calibrated in
relation with the MR threshold ε, to prevent the MR perturbation in (19) from being am-
plified and becoming the unwanted spurious noise.

3. NUMERICAL VALIDATION OF THE ADAPTIVE THRESHOLDS STRATEGIES

In this paragraph we perform numerical tests to validate the adaptive strategies (17) and
(18). We then study the relationship between the two thresholds δ and ε.

3.1. Effect of the adaptive doubling strategy on the solution. To justify the doubling
strategy designed to tackle the spurious noise introduced by the MR we show the influ-
ence of applying (18) instead of (2), independently of the MR, and even of any numerical
scheme, by computing the exact solution of the 1D problem (1). As shown in [2], the exact
solution for a single interface located at x = xs with condition (2) is

φ1(t, x) =


φ0(x− g0t) for x < xs,

φ̃1(ts) for (xs − g1t) ≤ (x− g1t) < xs,

φ0(x− g1t) for (x− g1t) ≥ xs,

where φ̃1 is the trace of the solution on the right of the interface, defined by

(21) φ̃1(t) =
1

g1
k1(g0φ0(xs − g0t)),

and ts is the delay after which the effect of interface xs is felt at position x and time t
defined by

(22) ts = t− (x− xs)
g1

.

We now show how the exact solution for a sequence of N interfaces can be defined recur-
sively. Let us denote by φp−1(t, x) the solution for a sequence of p − 1 interfaces, with
p > 1 and add a pth interface at pxs with a coefficient kp for the transmission condition
and a speed gp on the right hand side (see Figure 4). For x < pxs the effect of the pth

interface is not felt and the solution is φp−1(t, x). For x ≥ pxs, depending on time t, the
effect of the interface is felt or not. If (x − pxs) < gpt, events crossing the pth interface
are multiplied by the kp coefficient and transported at speed gp. The effects of these events
are felt at position x after a delay (x − pxs)/gp. If (x − pxs) > gpt, the effect of the pth
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p
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p−1

FIGURE 4. Set-up for the pth interface. The characteristic curves in the
right part of the domain transport either the initial condition if they cross
the x-axis or the trace of the solution on the pxs interface, multiplied by
the kp coefficient, if they cross the vertical x = pxs axis

interface is not felt yet and the initial condition defined on x > pxs is transported at speed
gp. We eventually have

φp(x, t) =


φp−1(x, t) for x < pxs,

φ̃p(t
p
s) for (pxs − gpt) ≤ (x− gpt) < pxs,

φ0(x− gpt) for x− gpt ≥ pxs,
(23)

where φ̃p is the trace of the solution on the right of the pth interface, defined by

(24) φ̃p(t) =


1

gp
kpgp−1φp−1(pxs, t) if p > 1

1

gp
kpgp−1φ0(xs − gp−1t) otherwise

and tps is defined by

(25) tps = t− (x− pxs)
gp

.

We mimic setup (1) by solving equation (23) numerically using recursiveness, with gp = 1
for all p and an initial condition φ0 defined by

φ0(x) = exp
(
−5(x− 0.5)2

)
.(26)

We also mimic strategy (18), that we plan to apply to our real problem, and use the doubling
condition in (24) only if the solution is larger than the doubling threshold δ. At each time
step, we compute the total mass by numerically integrating the solution over the whole x
abscissa range [0, 20]. Figure 5 displays the total mass with respect to time, for different
values of the threshold parameter δ

M δ,n = ∆x
∑
j

φδ(n∆t, j∆x)

along with the exact solution

Mn = ∆x
∑
j

φ(n∆t, j∆x).
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FIGURE 5. Mass with respect to time computed with the recursive def-
inition (23), without and with the doubling strategy (18) for different
values of the parameter δ. Full time range on the left and zoom on the
final region on the right

Figure 6 displays the L1 norm over the time interval of the error between the thresholded
and exact masses, normalized by the L1 norm of the mass of the exact solution

Err(δ) =

∑
n

∣∣Mδ,n −Mn
∣∣∑

n |Mn|
,(27)

where φδ (respectively φ) is computed on the discrete time-space grid ∆t×∆x with (23)
and with (respectively without) the adaptive doubling strategy (18). The error is displayed
as a function of the threshold parameter δ, in logarithmic axes, which highlights its linear
dependence onto the threshold. In Figure 6 we also display the error behavior for the same
simulation in the case when the parameter δ changes with time, which would happen if the
MR threshold ε followed the time-dependent rule (17). We choose in fact

δt = δM(t)(28)

where M(t) is the mass of the solution integrated over the whole spatial range, at time t

M(t) =

∫ Nxs

0

φ(t, x)dx

These numerical experiments show that whichever the selected thresholding strategy for
the MR method, the influence of the adaptive doubling strategy (18) is well controlled
by parameter δ. Except for the unreasonably large value of δ = 0.1, the mass behavior
computed with the adaptive doubling strategy is undistinguishable from the exact solution.
Both error curves in Figure 6 exhibit a better behavior than the asymptotic O(δ).

In Figure 7 we check that the numerical scheme FVMR described in the previous section
correctly reproduces this macroscopic mass behavior. We run a 2D simulation of the 1D
simple model (1) and we compare it to case (3) where the doubling is uniformly distributed
over the cycle, with a linear birth term amounting to the same overall doubling.

In Figure 8 snapshots of solutions at t = 7.48 and t = 8 are displayed, allowing one to
compare at the microscopic level the effect of either applying a doubling condition locally
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Localized doubling at t = 7.48 Distributed doubling at t = 7.48

Localized doubling at t = 8 Distributed doubling at t = 8

FIGURE 8. Snapshot of the solution at time t = 7.48 (top panels) and
t = 8 (bottom panels). Left panels: localized doubling, right panels :
distributed gain over the cell cycle

at the end of interface or smoothly distributing proliferation over all the cycle. At both
times the solutions sensibly have the same mass, we have selected the snapshot at times
when the red and dashed green curves intersect in Figure 7. The top panel, at t = 7.48,
corresponds to a time when the support of the solution is equally distributed on one side and
the other of an interface between cell cycles and the induced discontinuity in the solution
is clearly visible on the left panel. The bottom panel, at t = 8 corresponds to a time when
the support of the solution is well within the same cell cycle, and both solutions do not
differ a lot.

3.2. Time adaptation of the MR threshold εt. To study the influence of the time adap-
tation of the MR threshold εt (17), we perform different simulations of simple test case (1)
with smooth initial condition (26), the third order FV scheme and a 4 level MR hierarchy
with the quadratic reconstruction. We test by turns, the time adaptation of the MR thresh-
old (17), and another adaptation of the MR threshold based on the maximum value of the
solution

εt,` = ε` max
x,y
|φ(t, x, y)|.(29)

In each case we perform the simulation with or without the adaptive doubling strategy (18).
The six possible cases are referred in the graphs with the following legends

Unconditional doubling (2) Adaptive doubling (18)
Constant MR threshold δ = 0 × δ = ε +

Adaptive MR threshold (17) δ = 0, εt = εM(t) � δ = εt = εM(t) ∗
Adaptive MR threshold (29) δ = 0, εt = εSup|Φ|(t) • δ = εt = εSup|Φ|(t) �

TABLE 1. Legend codes for Figures 9 and 15



ADAPTIVE MESH REFINEMENT STRATEGY FOR A NONCONSERVATIVE TRANSPORT PROBLEM 17

The L1-norm of the relative error at a given time tn = n∆t is defined as

||E||L1 =

∑
i,j

∣∣∣φε,nL−1;i,j − φnL−1;i,j

∣∣∣∑
i,j

∣∣∣φnL−1;i,j

∣∣∣ ,(30)

where φnL−1;i,j is the FV solution at time tn = n∆t on the finest MR level L − 1 of
discretization, with index i in the x direction and j in the y direction, and φε,nL−1;i,j is the
adaptive scheme solution, reconstructed at time tn on the finest level L − 1. This error
is computed at five different times and displayed in Figure 9 against the MR threshold
level ε on the left panels, the CPU gain on the center panels, and the memory gain on the
right panels. The CPU gain is the ratio of the CPU time for the simulation on the uniform
finest grid to the CPU time for the FVMR simulation. The memory gain is the ratio of
the number of meshes in the uniform finest grid to the maximum number of meshes in the
adaptive grid during the FVMR simulation.

The left panels show that, whichever the thresholding strategy, the asymptotic behavior in
O(ε) is satisfied. Nevertheless, as time increases, the normalization factors in the adaptive
strategies (17) and (29) increase, resulting in more and more distinct curves. The center
and right panels allow one to assess the performance of the thresholding strategies with
respect to computational costs, in terms of CPU time as well as memory requirement. For
early times all strategies seem equivalent, but after ten cycles, the simulations correspond-
ing to constant MR thresholding start having worse performances than those using either
of adaptive strategies (17) and (29), which remain basically undistinguishable. The simu-
lation with constant MR thresholding and no doubling adaptation, displayed with green×,
has the worst performances, because at large times, spurious noise has started to develop,
requiring fine mesh discretization and therefore, more memory and more CPU time.

We now validate the adaptive doubling strategy (18) by extensive numerical tests. We
compare its efficiency when it is coupled with one or another method of MR thresholding.
We also estimate the optimal value for the threshold parameter δ.

3.3. Link between the MR and the doubling thresholds. In this paragraph we study the
relation between the MR threshold parameter ε and the threshold δ in the adaptive doubling
interface (18). Still for 1D test case (1) with the piecewise constant initial condition, we
run extensive tests for different values of both thresholds. We also study the influence of
the number of levels in the MR hierarchy, the precision of the FV algorithm, and the effect
of normalizing the MR threshold by the overall mass of the solution, as it increases with
time (see eq. (17)).

Figure 10 displays the L1 norm of error at final time t = 20, between the adaptive solution
and the solution computed on the uniform finest grid. The adaptive solution is computed
with different values of the MR threshold ε, fixed once for all times, and for values of
the threshold δ varying between ε/100 and 10ε. For two, three and four levels in the MR
hierarchy we display the results in two different fashions : the error as a function of δ and
the error normalized by ε as a function of δ/ε.

For each tested configuration, there is a value of δ which minimizes the error. This best
values lies between 0.2ε and 2ε and increases with ε. We also make the same test for four
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FIGURE 9. L1 norm of relative error (30) at different times, with respect
to the MR threshold ε (left panel), the CPU gain (center panel) and the
memory gain (right panel). Effect of adaptive MR threshold εt and dou-
bling threshold δ in the case of the simple 1D test case, 4 MR levels,
third order FV scheme. The line labelled O(ε) in the left panel graphs
indicates the theoretical asymptotic behavior of the error as a function of
ε, the complete legend code is described in Table 1
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FIGURE 10. Relation between the MR threshold parameter ε and the
threshold δ in the adaptive doubling interface (18). L1 norm of the er-
ror with the solution computed on the uniform finest grid at final time.
Simple 1D test case (1) with first order FV scheme. Left panels: error as
a function of δ. Right panels: error/ε as a function of δ/ε, for different
numbers of MR levels (top panels: L = 2, middle panels: L = 3, bottom
panels: L = 4)

levels and the third order FV scheme. The results are displayed in Figure 11; the value of
δ minimizing the error is shifted from ε in the first order case to 2ε.
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FIGURE 11. Relation between the MR threshold parameter ε and the
threshold δ in the adaptive doubling interface (18). L1 norm of the error
with the solution computed on the uniform finest grid at final time. Sim-
ple 1D test case (1), four MR levels, third order FV scheme. Left panels:
error as a function of δ. Right panels: error/ε as a function of δ/ε. Top
panels: constant MR threshold ε, bottom panels: adaptive MR threshold
εt

We then couple the adaptive doubling strategy (18) with the adaptation of the MR threshold
to the increasing size of the solution. The same error study as previously is performed, for
four MR levels and the third order FV scheme. The results, displayed in the bottom panels
of Figure 11, still exhibit that there is an optimal value for δ. It seems to be roughly around
1.5ε

After these extensive numerical tests, we are confident that coupling both adaptive thresh-
olds (17) and (18) enables the FVMR strategy to robustly handle doubling flux conditions
of type (2).
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4. APPLICATION TO A BIOLOGICAL MODEL

4.1. Model and numerical method. In this section we apply the strategy presented above
to the numerical simulation of a biological model dedicated to the cell dynamics in ovar-
ian follicular development introduced in Echenim et al. [8] and references therein. The
model is multiscale to account for the selection process of ovulatory follicles which in-
volves the cellular, follicular and ovarian levels. At the microscopic level, the granulosa
cell population is structured according to the cell age (position within the cell cycle) and
the cell maturity (level of sensitivity towards hormonal control). In each ovarian follicle,
the granulosa cell population is described by a density function whose changes are ruled by
conservation laws. The multiscale structure arises from the formulation of a hierarchical
control operating on the aging and maturation velocities as well on the source terms of the
conservation law; this control depends on the first moment in the maturity variable of the
density. An important feature of the model is that the functional space in cell age × cell
maturity is subdivided in subdomains corresponding to different cell states: proliferation
or differentiation, and sensitivity to FSH. Mitosis is the endpoint of the cell cycle which
is completed when the two daughter cells are separated from each other. We refer the in-
terested reader to [2] for a detailed exposition of the motivation underlying the choice of
a localized transmission condition of type (2). We also refer the reader to Appendix A for
the description of the model in the single follicle case and to [2] for a more general pre-
sentation, including a description of the third order numerical scheme designed to handle
the discontinuous flux conditions. Here we solely address the coupling of the MR with the
FV scheme in the context of a localized or distributed mitosis. Actually we even neglect
at this stage the macroscopic scale where the different follicles are coupled through the
interaction between the ovaries and the hypothalamus/pituitary complex, former exposed
in [1], and only consider the case of a single follicle.
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FIGURE 12. Computational domain for the biological model of follicu-
lar development. The cell cycles Ωp1 ∪ Ωp2, p = 1, . . . , Nc of unit width
are periodically reproduced. Ωp1 corresponds to phase G1, while Ωp2
aggregates phases S, G2 and M of the pth cell cycle

We use the third order FV scheme designed in [2] and we couple it with the MR strategy
on four levels. The domain consists of eight cell cycles with ten meshes in each cycle at
the coarsest level in the x direction, and ten meshes in the y direction. The CFL number
ensuring the stability of the scheme is set to 0.4. The numerical value of the biological
constants appearing in definitions 33, 34 and 38 are gathered in Table 2. In the following
paragraph we detail a set of numerical experiments which highlight the robustsness of our
numerical method in this biological setup. We show in particular, that for this standard set
of parameters spurious noise will appear at late times of the simulation unless the adaptive
strategies presented earlier are used.
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Parameter Description Value
FSH plasma level (eq. (37))

Umin minimum level 0.075
Umax minimum level 0.15
c slope parameter 2.0
M abscissa of the inflection point 4.5

Apoptosis source term (eq. (35))
Λ̄ intensity factor 1

Λw half width 0.05
γ̄ scaling factor 0.1
ys cellular maturity threshold 0.3

intrafollicular FSH level (eq. (38))
b1 basal level 0.08
b2 exponential rate 2.2482
b3 scaling factor 1450.

Aging function (eq. (33))
γ1 rate 0.2
γ2 origin 1.0
c1

Maturation function (eq. (34))

0.68
c2 0.08
ū 0.02
τh 0.3

TABLE 2. Values of the parameters for the biological model simulations

4.2. Numerical performances. The reference solution is computed on the finest level of
resolution, comprising 51200 meshes and it takes 540 seconds on a mono processor Apple
laptop to reach the final time t = 20. Snapshots of the solution at representative times are
displayed in Figure 13, along with the adaptive mesh corresponding to ε = 0.01.

As in the simple test case, we perform simulations with or without time adaptation of the
MR threshold (17) and (29), and with or without the adaptive doubling strategy (18). Fig-
ure 14 dedicated to snapshots of the solution at t = 20 shows the influence of adaptive
thresholds on the spurious noise removal. A zoom of the density computed with the dif-
ferent methods is displayed in the left panels. Both solutions look very similar although if
we let the simulation run longer the solution in the bottom panel eventually deteriorates.
In the right panels we display the adaptive grid superimposed to the density with a color
code adapted to the amplitude of the spurious noise.

We then compute the L1 norm of the relative error (30) as a function of ε at different times,
corresponding to the snapshots displayed in Figures 13 and 14, with respect to the solution
obtained using the uniform finest grid.

In Figure 15 we display the error curves against the MR threshold ε (left panel), the CPU
gain (center panel) and the memory gain (right panel). The same legend as in Figure 9 is
used, and described in Table 1. As in the simple 1D test case, the asymptotic behavior of
the error in O(ε) is verified, except for extreme values of the threshold parameter ε. In
the left panels, the error curves corresponding to simulations with the adaptive doubling
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FIGURE 13. Snapshots of the density of granulosa cells computed with
the FVMR strategy, adaptive doubling (18) and MR threshold (17), four
MR levels, third order scheme, ε = 10−2, and biological constants from
Table 2. For each time, the adaptive grid is shown below the density,
displayed with a time-dependent color code. The boundaries between
biological cell cycles are marked with white lines
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a) b)

c) d)

FIGURE 14. Snapshots of the density at final time t = 20. a-b) with the
adaptive doubling (18) and MR threshold strategy (17), c-d) : uncondi-
tional doubling and constant MR threshold. b-d) The color code adapted
to the initial condition is used in order to highlight the spurious noise.
Without the adaptive doubling strategy, the spurious noise appears and
triggers additional refinement (bottom part of panel d))

strategy (18) (with red +, blue ∗ and cyan �) lie lower than their counterparts without the
adaptive doubling strategy (with green ×, pink � and black •).

In the center and right panels, the performances of the different algorithms in terms of
CPU time and memory requirements are displayed for a given accuracy measured by the
relative error (30). The differences between the different strategies are not as spectacular
as is the simple test case. Due to the differentiation phenomenon and the associated cell
cycle exit, the overall proliferation rate is around 37 at the final time t = 20, much smaller
-by a factor of 200- than in the 1D test case, so that the spurious noise is less important.
Nonetheless, for late times, the curves corresponding to the simulation without MR nor
doubling threshold adaptation (with green ×) clearly exhibit worse performances than the
others. It is also noticeable that as time increases, the range of memory gain shifts to the
left. Indeed, the size of the adaptive grid increases, because the density spreads out when
it crosses the boundary between the proliferation and differentiation phase. The range of
CPU gain also shifts accordingly to the left, since the computing time is directly and almost
linearly related to the size of the grid.

The relation between the MR threshold ε and the adaptive doubling threshold δ is studied in
Figure 16, where the relative error with the uniform grid solution is displayed against δ for
different values of ε. Here again an optimal value is clearly visible. The curves in the right
panel, where the product εE(δ, ε) is displayed against δ/ε are almost all superimposed,
except for the two extreme values of ε. This corroborates the asymptotic behavior of the
MR error in O(ε), which is always verified except if ε is too large (= 0.1) or too small (in
that case the numerical accuracy of the computer penalizes the asymptotic behavior).
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FIGURE 15. L1 norm of relative error (30) at different times, with re-
spect to the MR threshold ε (left panel), the CPU gain (center panel) and
the memory gain (right panel). Effect of adaptive MR threshold εt and
doubling threshold δ in the case of the biological model. The line labeled
O(ε) in the left panels indicates the theoretical asymptotic behavior of
the error as a function of ε, the complete legend code is described in
Table 1



26 B. AYMARD, F. CLÉMENT, M. POSTEL
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FIGURE 16. Relation between the MR threshold parameter ε and the
threshold δ in the adaptive doubling interface (18). L1 norm of the er-
ror with the solution computed on the uniform finest grid at final time.
Biological model, four MR levels, third order FV scheme. Error as a
function of δ (left), error as a function of δ/ε, error/ε as a function of
δ/ε, for different values of ε. Constant MR threshold ε

4.3. Comparison of the two models of mitosis. We also check the influence of treating
the mitosis either in a localized or a distributed manner on the convergence of the MR
algorithm with ε, this time in the realistic biological context with the 2D dependence of
the cell density on age and maturity variables. To make the comparison meaningful, the
aging velocity is left constant in time and piecewise constant in age and maturity

(31) g(x, y, u) =

{
γ2 = 1.2 for (x, y) ∈ Θ1,
1 for (x, y) ∈ Θ2 ∪ Ω3,

instead of using its general closed-loop model formulation (33). We can compute the
equivalent distributed linear source term B, which results in doubling the cell mass after
one cell cycle has elapsed

B =
2 ln(2)γ2

1 + γ2
.

In order to reach a realistic mass gain before all cells have left the proliferation stage, we
also reduce the time constant of the maturation velocity τh = 0.2. Figure 17 displays the
dependence of the relative error between the adaptive and uniform solutions with respect
to the threshold ε, the CPU and the memory requirement. The left panels in Figure 17
show that the theoretical behavior in O(ε) is observed except for very small values of ε
where the error estimates reaches the numerical accuracy. The reference solution on the
uniform finest grid with 51200 meshes requires 535 seconds of CPU time. The center and
right panels show that an average gain of 10 in CPU can be achieved, for a relative error of
10−3, while reducing the memory by a factor of six.

CONCLUSION

Coupling Multiresolution for adaptive Finite Volume with localized doubling flux condi-
tions results almost systematically in the appearance of spurious numerical noise in long
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FIGURE 17. L1 norm of relative error (30) with respect to the thresh-
old parameter ε (left panels), CPU gain (center panels) and memory gain
(right panels). Top panels: Localized doubling with uncontrolled ag-
ing velocity (31), bottom panels: equivalent distributed doubling. The
complete legend code is described in Table 1

time simulations. In this paper we have explained on a simple but generic model the rea-
sons underlying this artifact and proposed a strategy to avoid it. We show that the doubling
condition should be applied according to an adaptive rule only when the solution is above
some threshold δ, to be taken of the order of the MR threshold ε. This stops the spuri-
ous noise appearance, while preserving all the robust characteristics of the MR method,
namely its O(ε) asymptotic behavior, and interesting gains in CPU time and memory re-
quirements. Accessorily, we have also qualitatively compared the modeling of biological
mitosis by a discontinuous flux condition, to the distributed birth term often encountered
in the literature, and shown that the later is also well handled by our FVMR scheme.
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APPENDIX A. DESCRIPTION OF THE MODEL FOR FOLLICULAR DEVELOPMENT

Since our goal here is the coupling of MR and adaptive doubling strategy the multidimen-
sional aspect of the model is not relevant and we present its scalar version, referring the
reader to [2] for instance for a more general presentation. Let us denote φ(t, x, y) the
density of granulosa cells at time t, age x and cell maturity y. It satisfies the following
equation :

∂φ(x, y, t)

∂t
+
∂(g(x, y, u(t))φ(x, y, t))

∂x
+
∂(h(x, y, u(t))φ(x, y, t))

∂y
=

−Λ(x, y, U(t))φ(x, y, t),(32)

set in the computing domain Ω in the (x, y) plane,

Ω = {(x, y), 0 ≤ x ≤ Nc ×Dc, 0 ≤ y ≤ 1}

where Nc is the number of cell cycles and Dc is the duration of one cycle. The domain
Ω is divided in N = 2Nc + 1 zones: Ωp1, Ωp2, for p = 1, . . . , Nc and Ω3, corresponding
to different cell states illustrated in Figure 12 and hence different definitions of the speeds
and source terms. Phase Ωp2 in the model aggregates the three latest phases (S, G2, M) of
the pth cell cycle

Ωp1 = {(x, y) ∈ Ω, pDc ≤ x ≤ (p+ 1/2)Dc, 0 ≤ y ≤ ys}, p = 0, . . . , Nc − 1,

Θ1 = ∪Nc
p=1Ωp1

Ωp2 = {(x, y) ∈ Ω, (p+ 1/2)Dc ≤ x ≤ (p+ 1)Dc, 0 ≤ y ≤ ys},
p = 0, . . . , Nc − 1, Θ2 = ∪Nc

p=1Ωp2
Ω3 = {(x, y) ∈ Ω, ys ≤ y}.

Each cell cycle consists of the Ωp1 ∪ Ωp2 subdomain and Θi for i = 1, 2 denotes the
disconnected union of the Nc corresponding phases Ωip, for p = 1, . . . , Nc.
The aging function g appearing in (32) is defined by

(33) g(x, y, u) =

{
γ1u+ γ2 for (x, y) ∈ Θ1

1 for (x, y) ∈ Θ2 ∪ Ω3

where γ1, γ2 are real positive constants that may depend on the follicle f .
The maturation function h is defined by

(34) h(x, y, u) =

{
τh(−y2 + (c1y + c2)(1− exp(

−u
ū

))) for (x, y) ∈ Θ1 ∪ Ω3

0 for (x, y) ∈ Θ2



ADAPTIVE MESH REFINEMENT STRATEGY FOR A NONCONSERVATIVE TRANSPORT PROBLEM 29

where τh, c1, c2 and ū are real positive constants that may depend on the follicle f .
The source term, that represents cell loss through apoptosis, is defined by
(35)

Λ(x, y, U) =

 Λ̄ exp(−(
(y − ys)2

γ̄
))(1− U)χ{|y−γs|≤Λw}(y) for (x, y) ∈ Θ1 ∪ Ω3

0 for (x, y) ∈ Θ2

where Λ̄, ys and γ̄ are real positive constants, and χE(y) is the characteristic function of
subset E.
The equations in the PDE system (32) are linked together through the argument u(t) ap-
pearing in the speeds g(x, y, u) and h(x, y, u) and the argument U(t) appearing in the
source term Λ(x, y, U). U(t) and u(t) represent respectively the plasma FSH level and the
locally bioavailable FSH level and depend on the first maturity moment of the density

(36) M(t) =

∫ 1

0

∫ NcDc

0

yφ(x, y, t)dxdy.

The plasma FSH level U(t) showing up in the arguments of the source term in (32) is
defined by

(37) U(t) = Umin +
Umax − Umin

1 + exp(c(M(t)−M))
,

where Umin, c and M are real positive constants. The locally bioavailable FSH level u(t)
showing up in the arguments of the speeds in (32) is defined by

(38) u(t) = min

(
b1 +

exp(b2M(t))

b3
, 1

)
U(t)

where b1, b2 and b3 are real positive constants.
The precise definition of the required transmission conditions along the successive cell
cycles of the domain has been formulated in [12]. For each cycle p = 1, . . . , Nc,

• the flux on the x-axis is continuous on the interface between Ωp1 and Ωp2

(39) φ(t, x+, y) = (γ1u+ γ2)φ(t, x−, y), x = (p− 1/2)Dc, 0 ≤ y ≤ ys.

• The flux is doubling on the interface between Ωp2 and Ωp+1
1 , which accounts for

the birth of two daughter cells from one mother cell at the end of each cell cycle

(40) (γ1u+ γ2)φ(t, x+, y) = 2φ(t, x−, y), x = pDc, 0 ≤ y ≤ ys.

• A homogeneous Dirichlet condition holds to the north of the interface between Ωp2
and Ω3

(41) φ(t, x, y+
s ) = 0, (p− 1/2)Dc ≤ x ≤ pDc.

APPENDIX B. EXAMPLE OF SPURIOUS NUMERICAL NOISE APPEARANCE

We show on a simple example that spurious noise can appear due to doubling transitions
and requires refinement on the finest model, while the real discontinuities get smoothed
out by the numerical scheme diffusion.
Suppose for instance that at time tn the solution is locally almost piecewise constant, with a
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FIGURE 18. Setup for Appendix B. Three level discretization with dou-
bling interface located between meshes D0,K−1 and D0,K on the coars-
est level. At time tn the solution is piecewise constant with a discontinu-
ity of size α located between meshes D1,2K+2 and D1,2K+3, resulting
in a gradually adaptive grid

small discontinuity in the mesh D0,K+1 requiring both this mesh and its immediate neigh-
bors to be subdivided, as in Figure 18. To fix ideas, denote by α = 4ε/3 the size of the
discontinuity

φn0,K−i = a, for i ≥ 1

φn1,2K = φn1,2K+1 = φn1,2K+2 = a

φn1,2K+3 = φn1,2K+4 = φn1,2K+5 = a+ α

φn0,K+i = a+ α, for i ≥ 3

The details at time n can be computed

dn1,K = φn1,2K −
(

1

8
φn0,K−1 + φn0,K −

1

8
φn0,K+1

)
= a−

(
1

8
a+ a− 1

8

a+ a+ α

2

)
=

α

16

dn1,K+1 = φn1,2K+2 −
(

1

8
φn0,K + φn0,K+1 −

1

8
φn0,K+2

)
= a−

(
1

8
a+

a+ a+ α

2
− 1

8
(a+ α)

)
=

3

8
α

dn1,K+2 = φn1,2K+4 −
(

1

8
φn0,K+1 + φn0,K+2 −

1

8
φn0,K+3

)
= a+ α−

(
1

8

a+ a+ α

2
+ a+ α− 1

8
(a+ α)

)
=
−α
16

We have tested these details against the level dependent threshold (14) and we have found

|dn1,K | = |dn1,K+2| < ε1,

ε1 ≤ |dn1,K+1| < ε2,

justifying the discretization on the coarsest and intermediate levels. Let us now update
the solution at the next time step, using λ/2 = ∆t/∆x1 on the intermediate level and
λ/4 = ∆t/∆x0 on the coarsest one (note that to update the solution on mesh (1, 2K)
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FIGURE 19. Discrete solution in example B. Top panel: updated solu-
tion at time tn+1 with formula (42). Bottom panel: solution computed
with detail thresholding (43) according to Algorithms 1 and 2

we will need to reconstruct the solution on its neighbor φ̂n1,2K−1 = a). We obtain the
following values, also sketched out in the top panel of Figure 19

φn+1
0,K−i = φn+1

0,K−1 = φn0,K−1 − λ
4 (φn0,K−1 − φn0,K−2) = a

φn+1
1,2K = φn1,2K − λ

2 (φn1,2K − 2φn1,2K−1) = a+ λa

φn+1
1,2K+1 = φn1,2K+1 − λ

2 (φn1,2K+1 − φn1,2K) = a

φn+1
1,2K+2 = φn1,2K+2 − λ

2 (φn1,2K+2 − φn1,2K+1) = a

φn+1
1,2K+3 = φn1,2K+3 − λ

2 (φn1,2K+3 − φn1,2K+2) = a+ α(1− λ
2 )

φn+1
1,2K+5 = φn+1

1,2K+4 = φn1,2K+4 − λ
2 (φn1,2K+4 − φn1,2K+3) = a+ α

φn+1
0,K+i = φn+1

0,K+3 = φn0,K+3 − λ
4 (φn0,K+3 − φn0,K+2) = a+ α

(42)

From these updated values we compute the averaged values on the coarsest level

φn+1
0,K =

a+ λa+ a

2
= a+ a

λ

2

φn+1
0,K+1 =

a+ a+ α(1− λ
2 )

2
= a+

α

2

λ

2

φn+1
0,K+2 = a+ α

and the details at time n+ 1

dn+1
1,K = φn+1

1,2K −
(

1

8
φn+1

0,K−1 + φn+1
0,K −

1

8
φn+1

0,K+1

)
= a+ λa−

(
1

8
a+ a+ a

λ

2
− 1

8
(a+

α

2

λ

2
)

)
=
λa

2
+
αλ

32

dn+1
1,K+1 = φn+1

1,2K+2 −
(

1

8
φn+1

0,K + φn+1
0,K+1 −

1

8
φn+1

0,K+2

)
= a−

(
1

8
(a+ a

λ

2
) + a+

α

2

λ

2
− 1

8
(a+ α)

)
= −aλ

16
− αλ

4
+
α

8
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dn+1
1,K+2 = φn+1

1,2K+4 −
(

1

8
φn+1

0,K+1 + φn+1
0,K+2 −

1

8
φn+1

0,K+3

)
= a+ α−

(
1

8
(a+

α

2

λ

2
) + a+ α− 1

8
(a+ α)

)
=
−αλ
32

+
α

8

If we use λ = 1/2 and the value α = 4ε/3 we obtain

dn+1
1,K =

−a
32

dn+1
1,K+1 =

a

4
+

ε

48

dn+1
1,K+2 =

7ε

48
we see that as soon as

4
47

48
ε ≤ a < 16ε

for instance say a = 4ε we have
ε2 ≤ |dn+1

1,K |,
|dn+1

1,K+1| < ε1,

|dn+1
1,K+2| < ε1,

(43)

meaning that meshes D1,2K and D1,2K+1 have to be subdivided on the finest level while
subdivisionsD0,K+1 andD0,K+2 have to be aggregated again. The resulting reconstructed
solution, obtained after applying Algorithms 1 and 2, is sketched out in bottom panel of
Figure 19. This is of course a theoretical situation but it shows nevertheless how some
spurious structure requiring fine meshes may appear in an upstream region and be well
detached from the support of the genuine solution.


