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Dynamics of periodic Toda chains with a large

number of particles

D. Bambusi∗, T. Kappeler†, T. Paul‡

September 21, 2013

Abstract

For periodic Toda chains with a large number N of particles we con-
sider states which are N−2−close to the equilibrium and constructed
by discretizing any given C2−functions with mesh size N−1. For
such states we derive asymptotic expansions of the Toda frequencies
(ωNn )0<n<N and the actions (INn )0<n<N , both listed in the standard
way, in powers of N−1 as N → ∞. At the two edges n ∼ 1 and
N − n ∼ 1, the expansions of the frequencies are computed up to
order N−3 with an error term of higher order. Specifically, the coeffi-
cients of the expansions of ωNn and ωNN−n at order N−3 are given by a
constant multiple of the n’th KdV frequencies ω−

n and ω+
n of two peri-

odic potentials, q− respectively q+, constructed in terms of the states
considered. The frequencies ωNn for n away from the edges are shown
to be asymptotically close to the frequencies of the equilibrium. For
the actions (INn )0<n<N , asymptotics of a similar nature are derived.

1 Introduction

In this paper we study the asymptotics of the dynamics of periodic Toda
chains with a large number of particles of equal mass for initial data close
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‡CNRS and CMLS, École Polytechnique, F-91128 Palaiseau

1



to the equilibrium. Toda chains were introduced by Toda [20] as a class of
special Fermi Pasta Ulam (FPU) chains with the main feature that they are
integrable Hamiltonian systems. The Hamiltonian of the Toda chain with N
particles is given by

H =
1

2

N
∑

n=1

p2n +

N
∑

n=1

eqn−qn+1

where qn denotes the displacement of the n’th particle from its equilibrium
position and pn its momentum. It is convenient to define (qn, pn) for any
n ∈ Z by requiring that (qn+N , pn+N) = (qn, pn) ∀n ∈ Z. Note that the total
momentum

∑N
i=1 pi is a conserved quantity of the Toda flow and hence the

Hamiltonian equations of motion imply that the center of mass 1
N

∑N
n=1 qn

moves at constant speed. Hence when considered relative to the motion of
its center of mass, the Toda chain has N − 1 degrees of freedom.
Flaschka [9] introduced the variables b = (bn)1≤n≤N , a = (an)1≤n≤N defined

by bn = −pn ∈ R, an = e
1
2
(qn−qn+1) > 0 and showed that when evolved along

the Toda flow the corresponding equations of motion of b, a can be described
by a Lax pair (L,B),

L̇ = [B,L] (1.1)

where the N ×N matrices L = L(b, a) and B = B(a) are given by


















b1 a1 0 . . . 0 aN
a1 b2 a2 . . . 0 0
0 a2 b3 . . . 0 0
...

...
0 . . . . . . bN−1 aN−1

aN 0
... aN−1 bN



















and



















0 a1 0 . . . 0 −aN
−a1 0 a2 . . . 0 0
0 −a2 0 . . . 0 0
...

...
0 . . . . . . 0 aN−1

aN 0
... −aN−1 0



















respectively. Note that by the periodicity of the qn’s,
∏N

n=1 an = 1 and
hence the position of the center of mass cannot be recovered from the an’s.
However the latter is easily reconstructed from its initial condition and the
total momentum −∑N

n=1 bn. In the sequel, we exclusively concentrate on the
system described by (1.1), viewing it as equivalent to the Toda chain and
referring to it by the same name. Actually, it is convenient to choose a slightly
larger space for the variable a by requiring only that a = (an)1≤n≤N ∈ RN

>0.
First we note that b, a are not canonical variables. In fact, when express-
ing the Hamiltonian equations of motion of the Toda chain in terms of the
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variables b, a, the corresponding Poisson bracket is degenerate. The level
sets

Lc1,c2 := {(b, a) ∈ R
N × R

N
>0 :

N
∑

n=1

bn = c1;

N
∏

n=1

an = c2}

are the corresponding symplectic leaves. As already mentioned, when re-
stricted to such a leaf, the system has N −1 degrees of freedom. Using (1.1),
it can be shown to be an integrable system of N−1 coupled oscillators, mean-
ing that it admits globally defined Birkhoff coordinates – see [13] for details.
In particular, its invariant manifolds are smooth tori. As a consequence, the
dynamics of such chains is quasi-periodic in time. Furthermore, in terms of
the spectrum of L(b, a), which by (1.1) is preserved by the Toda flow, there
is a canonical choice of N −1 globally defined actions I = (In)0<n<N ∈ R

N−1
≥0

– see [13] for details as well as Section 3. They parametrize the invariant tori
TI and allow to read off their dimension, dim TI = |{0 < n < N |In > 0}|.
Furthermore, the Toda Hamiltonian H can be expressed as a function of I
which we again denote by H. In fact, H is a real analytic function of I and
the total momentum. The frequencies corresponding to this canonical choice
of actions are denoted by ωn(I) = ∂InH. We refer to ω(I) = (ωn(I))0<n<N as
the frequency vector corresponding to I. As an aside we mention that actions
are uniquely determined only up to unimodular transformations. Neverthe-
less, the dynamics on such a torus can be described in a coordinate free way
in terms of the frequency map. More precisely, let x = (b, a) be an arbitrary
point on a leaf Lc1,c2 and denote by T (x) the invariant torus containing x.
Let M ≡ M(x) be the frequency module of T (x), consisting of all integer
combinations of ω1, . . . , ωN−1,

M = {k · ω : k ∈ Z
N−1} ⊂ R.

Note that M doesn’t depend on the choice of the actions and thus is invari-
antly defined. It plays an important role when analyzing data of the evolution
of systems such as Toda chains – see e.g. [18]. For any given complex valued
function f defined on Lc1,c2 and any x ∈ Lc1,c2 let fx(t) := f(Φt(x)) where
x 7→ Φt(x) denotes the Toda flow. The support of the Fourier transform of
fx(t) with respect to the real variable t is then contained in the frequency
module M and if f is sufficiently regular, fx(t) takes the form

fx(t) =
∑

k∈ZN−1

ax(k) exp(iϕx(k)t)
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where ϕx : ZN−1 → M is a linear map and ax : ZN−1 → C has appropriate
decay conditions. In the case at hand, ϕx can be chosen to be ϕx(k) = k ·ω(I)
where I is the action of T (x). For more details see e.g. [16], Section 3.
The aim of this paper is to compute the asymptotics as N → ∞ of the
frequencies and actions of states which are N−2-close to the equilibrium 0N =
(0, ..., 0), 1N = (1, ..., 1). As KdV frequencies will play an important role for
describing these asymptotics we first need to review some features of the
KdV equation in the periodic set-up. It turns out that for our purposes, the
period of the space variable is equal to 1

2
. Recall that the (generalized) KdV

equation with parameters d1, d2 ∈ R

∂tq = d1(−∂3xq + 6q∂xq) + d2∂xq , t ∈ R, x ∈ R/(Z/2)

is an integrable Hamiltonian PDE with Hamiltonian

Hd1,d2 = d1

∫ 1
2

0

(1

2
(∂xq)

2 + q3
)

dx+ d2
1

2

∫ 1
2

0

q2dx

Note that given any solution, the average is a conserved quantity. For our
purposes it suffices to consider solutions in Sobolev spaces Hs

0 , s ≥ 2, of
elements in Hs with mean zero. Such solutions exist globally in time and
are almost periodic, evolving on invariant sets which are tori, generically of
infinite dimension. These invariant tori are parametrized by globally defined
actions which have the property that on H1

0 , the KdV Hamiltonian can be
expressed as a real analytic function of them alone. Furthermore, the KdV
frequencies are given by the partial derivatives of the KdV Hamiltonian with
respect to these actions. See [16] for details. Note that Hd1,d2 is a linear
combination of the first two Hamiltonians H1 and H2 of the so called KdV
hierarchy, where

H1(q) =
1

2

∫ 1
2

0

q2dx and H2(q) =

∫ 1
2

0

(1

2
(∂xq)

2 + q3
)

dx.

To state our first result, assume that β, α are in the space C2
0(T) ≡ C2

0 (T,R)
of one periodic, real valued functions of class C2 and mean 0. The space
C2

0(T) is endowed with the standard supremum norm ‖f‖C2.
For any N ≥ 3, we then introduce the periodic Toda chain with N particles,
defined in terms of Flaschka coordinates by

bNn =
1

4N2
β
( n

N

)

and aNn = 1 +
1

4N2
α
( n

N

)

. (1.2)
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Alternatively, one can consider

pNn = − 1

4N2
β
( n

N

)

and qNn = − 2

4N
ξ
( n

N

)

where ξ is the element in C3
0(T), satisfying ξ

′ = α. Using that

exp(
qNn − qNn+1

2
) = 1 +

qNn − qNn+1

2
+O(N−4) = aNn +O(N−3)

one can show that our results stated below hold for either of the two dis-
cretizations. See the remark at the end of Section 2 for details. In this
paper, we concentrate on the case where the data is given in the form (1.2)
Denote by ωNn and INn , 0 < n < N, the frequencies and actions, correspond-
ing to (bN , aN ). To describe their asymptotics as N → ∞ introduce the two
potentials

q±(x) = −2α(2x)∓ β(2x).

Note that they have period 1
2
and are of class C2. Let I±j and ω±

j = ∂I±j H2,

j ≥ 1, be the corresponding KdV actions and frequencies and define the
following sequence of KdV Hamiltonians (N ≥ 2)

HN
KdV :=

1

2N
H1 −

1

24

1

(2N)3
H2

whose frequencies can be computed to be

∂I±n H
N
KdV (q±) =

2πn

N
− 1

24

1

(2N)3
ω±
n .

To describe the asymptotics of the frequencies ωNn for n ∼ 1 and n ∼ N − 1
consider functions F : N → R≥1 satisfying

(F ) lim
N→∞

F (N) = ∞; F increasing; F (N) ≤ Nη with η > 0.

Theorem 1.1 Let F : N → R≥1 satisfy (F) with η ≤ 1/3 and setM = [F (N)].
Then the asymptotics of the frequencies (ωNn )0<n<N of (bN , aN) defined by
(1.2) are as follows:
at the left and right edges: for 1 ≤ n ≤ F (M)

ωNn = ∂I−n H
N
KdV +O

(

1

N3

(n2F (M)

M1/2
+

1

F (M)5/2
)

)

(1.3)

5



ωNN−n = ∂I+n H
N
KdV +O

(

1

N3

(n2F (M)

M1/2
+

1

F (M)5/2
)

)

(1.4)

in the bulk: M < n < N −M

ωNn = 2 sin
πn

N

(

1 +O
( logM

M2

)

)

. (1.5)

Finally, for F (M) < n ≤M

0 < ωNn =
2πn

N
+O

(

n3

N3

)

, 0 < ωNN−n =
2πn

N
+O

(

n3

N3

)

. (1.6)

These estimates hold uniformly in 0 < n < N and uniformly on bounded
subsets of functions α, β in C2

0(T).

We remark that uniformly for 1 ≤ n ≤ F (M), the error terms in the asymp-
totics (1.3) and (1.4) have stronger decay as N → ∞ than the principal terms
∂I±n HN

KdV = 2πn
N

− 1
24

1
(2N)3

ω±
n in view of the asymptotics ω±

n = (4nπ)3 +O(1)

(cf Section 4).

To state the asymptotics of the actions INn , 0 < n < N , we first need to
introduce some additional notation. Recall that the Hill operators H± :=
−∂2x + q±, associated to the potentials q±, come up in the formulation of the
KdV equation in terms of a Lax pair. In particular, the spectrum of H±,
when considered with periodic boundary conditions on the interval [0, 1], is
preserved by the KdV flow. It is pure point and consists of real eigenvalues
which when listed in increasing order and with their multiplicities satisfy

λ±0 < λ±1 ≤ λ±2 < · · · .

For any n ≥ 1, the difference γ±n := λ±2n − λ±2n−1 is referred to as n’th gap
length. It is well know that the decay properties of γ±n as n → ∞ are
related to the smoothness of q±. In particular, as q± are of class C2, one has
∑∞

n=1 n
4(γ±n )

2 <∞ , hence in particular γ±n = O(n−2).

Theorem 1.2 Let F : N → R≥1 satisfy (F) with η < 1/2 and setM = [F (N)].
Then the asymptotics of the actions IN = (INn )0<n<N of the states (bN , aN)
defined by (1.2) are as follows:

at the left and right edges: for 1 ≤ n ≤ F (M)

8N2INn = I−n +O
(M2

N

F (M)

M1/2
+

M3

N3/2
+ γ−n (

F (M)

M1/2
+

M

N1/2
)
)

(1.7)
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8N2INN−n = I+n +O
(M2

N

F (M)

M1/2
+

M3

N3/2
+ γ+n (

F (M)

M1/2
+

M

N1/2
)
)

(1.8)

in the bulk: M < n ≤ N/2

INn , I
N
N−n = O

( 1

nM2

1

N2

)

whereas for F (M) < n ≤M ,

INn = O
(1

n

(

(γ−n )
2 +

M4

N2

) 1

N2

)

, INN−n = O
(1

n

(

(γ+n )
2 +

M4

N2

) 1

N2

)

.

These estimates hold uniformly in 0 < n < N and uniformly on bounded
subsets of functions α, β in C2

0(T).

The following remark comments on the implications of Theorem 1.1 and
Theorem 1.2 on the approximation of the Toda chain with initial data given
by (bN , aN) by KdV type solutions. For simplicity we assume that F (N) =
Nη with 0 < η ≤ 1/3. Then M = [Nη] and F (M) ∼ Nη2 .

Remark 1.3 In Birkhoff coordinates, the n’th component (xNn (t), y
N
n (t)) of

the solution, 0 < n < N, is of the form

(xNn (t), y
N
n (t)) =

√

2INn (cos(θNn + tωNn ), sin(θ
N
n + tωNn )) if INn 6= 0

and zero otherwise where θNn is the n’th angle coordinate, determined by the
initial data. For any given N , it evolves on the torus

T N = {(xNn , yNn )0<n<N | (xNn )2 + (yNn )
2 = 2INn ∀0 < n < N}.

First note that according to Theorem 1.2 the size of the components of the
solution in the bulk is small in the sense that

∑

F (M)<n<N−1−F (M)

INn = O
( 1

N2

( 1

N5η2
+

logN

N2η

)

)

Here we used the fact mentioned above that
∑∞

n=1 n
4(γ±n )

2 < ∞. Hence for
N sufficiently large, the solution of the Toda chain with initial data (bN , aN)
can be viewed as a small perturbation of a long wave obtaind from the solution
by setting the components (xNn (t), y

N
n (t)) with F (M) < n < N − 1 − F (M)

to zero.
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Secondly we note that it follows from Theorem 1.1 that on a time interval
of size larger than N3, these long waves are approximated by two KdV type
solutions. More precisely, in the case where 0 < η < 1

11
, one has for any

1 ≤ n ≤ F (M) by (1.3) and (1.4),

ωNn − ∂I−n H
N
KdV , ω

N
N−n − ∂I+n H

N
KdV = O(

1

N3N5η2/2
).

Hence the approximation of solutions of Toda chains considered above is valid
on a longer time interval than the one obtained in [3] (cf also [21]).
The asymptotics of the Toda frequencies up to order 5 – which in principle
is possible – will incorporate in (1.3)-(1.4) further terms, conjecturely involv-
ing the third Hamiltonian of the KdV hierarchy, and thus will provide an
approximation beyond the one by KdV type solutions.

Outline of the proofs of Theorem 1.1 and Theorem 1.2: A first key ingre-
dient are the asymptotic expansions of the eigenvalues of Jacobi matrices
L(bN , aN) obtained in our paper [2], having the novel feature that they in-
volve the periodic eigenvalues of two independent Hill operators. Secondly,
we rely on the rich structure of periodic Toda chains and the KdV equation
related to their integrability. In particular, we use that their spectral curves
are of a very similar nature. The proof of Theorem 1.2 involves formulas,
representing the Toda and KdV actions as periods of differentials on the cor-
responding spectral curves where the cycles involved are closely related to
the spectrum of the underlying Jacobi matrices respectively Hill operators.
The spectral curve as well as the differentials are expressed in terms of the
discriminants, associated to the Toda chains respectively KdV equation and
the asymptotics of the Toda actions are obtained from the asymptotic expan-
sion of the discriminant ∆N(µ), associated to the sequence of Toda chains
(1.2), derived in [2] – see Section 2 for a precise statement of this result.
The proof of Theorem 1.1 is more involved. Again the Toda and the KdV
frequencies can both be represented as periods of certain differentials on the
corresponding spectral curves. Unlike in the case of the actions there are
however significant structural differences between the differentials involved
in the two cases. To continue we first need to introduce additional notation.
It turns out to be more convenient to double the size of the Jacobi matrix
L(bN , aN) and to consider

Qα,β
N = L

(

(bN , bN), (aN , aN)
)

.
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The eigenvalues of the symmetric 2N × 2N matrix Qα,β
N when listed in in-

creasing order and with their multiplicities then satisfy

λN0 < λN1 ≤ λN2 < · · · < λN2N−3 ≤ λN2N−2 < λN2N−1.

Precise asymptotics as N → ∞ of the spectrum of Qα,β
N were derived in [2]

and are recalled in Section 2. Furthermore, let χN(µ) be the characteristic
polynomial of Qα,β

N

χN(µ) =
∏

0≤k≤2N−1

(µ− λNk ).

By Floquet theory, it equals ∆2
N (µ)− 4 up to a µ−independent factor where

∆N(µ) is the discriminant of the Toda chain (bN , aN) (see Section 2). This
factor has been computed in [2],

∆2
N (µ)− 4 = q−2

N χN(µ) with qN =

N
∏

n=1

aNn . (1.9)

Finally denote by c
√

∆2
N(µ)− 4 the canonical root of ∆2

N(µ)− 4, defined for
µ ∈ C \ ((−∞, λN0 ] ∪ [λN1 , λ

N
2 ] ∪ · · · ∪ [λN2N−1,∞)) by the sign condition

c
√

∆N (µ+ i0)2 − 4 > 0 ∀ µ > λN2N−1 (1.10)

and set c
√

χN (µ) = qN
c
√

∆N(µ)2 − 4. The representation of the Toda fre-
quencies used for deriving their asymptotics is the following one

iNωNn =

∫ λN2n−1

λN0

(µ− pN/N)∆̇N (µ)dµ
c
√

∆2
N(µ− i0)− 4

−
∑

0<k<N
IN
k

6=0

INk ω
N
k

∫ λN2n−1

λN0

ϕNk (µ)dµ
c
√

χN (µ− i0)
.

(1.11)
Here pN is the trace of L(bN , aN), pN = trL(bN , aN), ∆̇N(µ) =

d
dµ
∆N(µ) and

for any 0 < n < N , ϕNn (µ) is a polynomial of degree N − 2,

ϕNn (µ) =
∏

0<k<N
k 6=n

(µ− σN,nk ),

whose N − 2 zeroes (σN,nk )0<k 6=n<N are uniquely determined determined by
the N − 2 normalization conditions

1

2π

∫

ΓN
k

ϕNn (µ)
c
√

χN (µ)
dµ = 0 ∀ 0 < k 6= n < N. (1.12)
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Here (ΓNk )0<k<N , denote pairwise disjoint counterclockwise oriented contours
in C, chosen in such a way that λN2k−1, λ

N
2k are inside of ΓNk whereas all other

eigenvalues of Qα,β
N are outside. (Actually, (

ϕN
k (µ)√
χN (µ)

dµ)0<k<N are differential

forms on the spectral curve defined by χN(µ) – see Section 4 for more details.)
Unlike for the corresponding formula for the KdV frequencies, (1.11) is a
system of equations for the frequencies (ωNn )0<n<N rather than a formula as
the Toda frequencies also appear on the right hand side of the identity (1.11).
Fortunately, the two terms on the right hand side of (1.11) are not of the
same order as N → ∞. It turns out that the first one dominates the second
one, suggesting to use a two step approach to prove the claimed asymptotics.
In a first step (Section 6), we compute the leading order of the asymptotics
of ωNn , using the following alternative representation of the Toda frequencies.

Theorem 1.4 The frequencies ωNn , 0 < n < N, of the states (bN , aN) defined
by (1.2) are strictly positive, ωNn > 0, and given by the expression

ωNn =
( 1

2π

∫

ΓN
n

ϕNn (µ)
c
√

χN (µ)
dµ
)−1

. (1.13)

We use Theorem 1.4 to prove the asymptotics (1.5) of the frequencies in the
bulk in Section 6, Proposition 6.2. In a second step we establish the asymp-
totics (1.3), (1.4), and (1.6) of Theorem 1.1. The proof of these asymptotics
is based on formula (1.11), uses the first order asymptotics mentioned above
and relies on a comparison with corresponding formulas for the KdV frequen-
cies (Section 4) as well as the asymptotics of the zeroes of the functions ϕNn
(Section 5) and the Toda actions INn (Section 3). The formulas (1.11) of the
Toda frequencies are reviewed in Section 4. There we also prove Theorem
1.4. The higher order asymptotics (1.6) are shown in Proposition 7.1. Using
a symmetry of the Toda chain, discussed in Appendix E, the proof of (1.4)
can be reduced to the one of (1.3). The latter asymptotics are proved in
Section 7 using auxilary estimates derived in Appendix D.
Related work: In the fifties, Fermi, Pasta, and Ulam introduced and stud-
ied a model consisting of a chain of particles interacting with their nearest
neighbors through nonlinear strings, referred to as FPU chain. Expecting
that the thermalization of small energy solution of such chains is valid they
wanted to compute in numerical experiments the partition of energy among
the normal modes of the linearized chain to see at what rate equipartition of
energy is achieved. Much to their surprise, instead of equipartition of energy,
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they observed recurrent features of these solutions. Their report [8] had a far
reaching impact. To our days, the questions raised with their experiments
have been intensely studied. However, the question if thermalization occurs
has not been settled so far. It requires to compute delicate asymptotics for
large number of particles. For status reports on the investigations of the
FPU chains at the occasion of the 50th anniversary of the FPU experiments
see the articles/books [4], [6], [11].
Formally, the dynamics of FPU chains of particles corresponding to long
wave initial data can be approximated by solutions of the KdV equation at
least for some interval of time – see e.g. [22], [20], [7]. But only recently this
has been rigorously proved for certain classes of initial data ([21], [3]). More
precisely, in [21] it was proved that for long waves on the real line with initial
date of size ǫ2 and sufficiently strong decay, the corresponding solutions of the
FPU chain can be approximated up to a translation by the superposition of
a right–going and a left–going wave, both evolving according to KdV, over a
time interval of order ǫ−3. Despite the fact that in the periodic set-up, waves
interact much stronger, an analogous result for special type of analytic initial
data could be proved in this set-up as well by [3].
In the case of the Toda chain, Toda himself formally addressed the problem of
approximating solutions of the Toda chain by solutions of KdV with the aim
of explaining the recurrent features of FPU chains at least in this integrable
case – see [20]. Typically, in investigations of this kind, a limit of Toda chains
of the type describe above is obtained by computing the formal limit of the
Jacobi matrices L for a sequence of initial data, obtained by discretizing two
given smooth functions, one for the diagonal and the other for the upper
(and hence also lower) diagonal of L. In such a way one gets formally that
L approaches a Hill operator which via the Lax pair formalism then leads
to a solution of the KdV equation. The fundamental question then arose
how a second Hill operator can be found providing the second solution of
the KdV equation needed to describe the above mentioned approximation of
long waves of periodic Toda chains.
To answer this question, we used as a key ingredient the discovery made in
[5] that the Jacobi matrix describing the Toda chain with N particles can be
viewed as the (geometric) quantization with Planck constant ~ of a Hamil-
tonian system on the torus T2, and the limit of such periodic Toda chains as
the semiclassical limit of this quantization where the number N of particles
of a chain coincides with the inverse of the mesh size of the discretization as
well as with 1

~
. This observation was used in a crucial way in paper [2] (cf

11



also [1]) where among other results we proved an asymptotic expansion in
N−1 of the eigenvalues of the Jacobi matrices in terms of the eigenvalues of
two Hill operators with potentials q+ respectively q−, introduced above.

Acknowledgments: The authors would like to thank the CNRS, the École
polytechnique, the Swiss National Science Foundation, the University of Mi-
lan and the University of Zürich for financial support during the elaboration
of this work.

2 Spectral asymptotics

For the convenience of the reader, we recall in this section results established
in [2] which will be used throughout in the sequel. The first result concerns
the asymptotics of the eigenvalues

λN0 < λN1 ≤ λN2 < · · · < λN2N−3 ≤ λN2N−2 < λN2N−1

of the Jacobi matrices

Qα,β
N ≡ Q(bN , aN) = L

(

(bN , bN), (aN , aN)
)

(2.1)

where (bN , aN) are the states introduced in (1.2),

bNn =
1

4N2
β
( n

N

)

, aNn = 1 +
1

4N2
α
( n

N

)

with β, α ∈ C2
0(T).

Explicitly, the symmetric 2N × 2N matrix Qα,β
N is given by

Qα,β
N =































bN1 aN1 0 . . . . . . . . . . . . . . . 0 aNN
aN1 bN2 aN2 0 . . . . . . . . . . . . . . . 0
0 aN2 bN3 aN3 0 . . . . . . . . . . . . 0
...

...
0 . . . 0 aNN−1 bNN aNN 0 . . . . . . 0
0 . . . . . . 0 aNN bN1 aN1 0 . . . 0
...

...
0 . . . . . . . . . . . . . . . 0 aNN−2 bNN−1 aNN−1

aNN 0 . . . . . . . . . . . . . . . 0 aNN−1 bNN
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Using Floquet theory (cf. e.g. [12]) one sees that the eigenvalues of L
(

bN , aN)
can be identified among the ones of Q(bN , aN) as follows: if N is even they
are

λN0 < λN3 ≤ λN4 < · · · < λN2N−5 ≤ λN2N−4 < λN2N−1 (2.2)

and hence

∆N (µ)− 2 = q−1
N (µ− λN0 )(µ− λN2N−1)

∏

0<k<N/2

(µ− λN4k)(µ− λN4k−1)

whereas if N is odd

λN1 ≤ λN2 < λN5 ≤ λN6 < · · · < λN2N−5 ≤ λN2N−4 < λN2N−1 (2.3)

leading to

∆N(µ)− 2 = q−1
N (µ− λN2N−1)

∏

0<k<N/2

(µ− λN4k−2)(µ− λN4k−3).

To describe the asymptotics of λNn at the edges, n ∼ 1 or n ∼ 2N − 1, we
introduced in [2] two Hill operators H± := −∂2x + q± with potentials

q±(x) = −2α(2x)∓ β(2x). (2.4)

The periodic eigenvalues (λ±n )n≥0 of H± on [0, 1], when listed in increasing
order and with multiplicities are known to satisfy

λ±0 < λ±1 ≤ λ±2 < λ±3 ≤ λ±4 < · · · .
As q± have average zero, one has in addition that λ±0 < 0.

Theorem 2.1 Let F : N → R≥1 satisfy (F) with η < 1/2 and setM = [F (N)].
Then for any α, β in C2

0(T), the asymptotics of the eigenvalues (λNn )0≤n≤2N−1

of Qα,β
N are as follows:

at the left and right edges: for 0 ≤ n ≤ 2M

λNn = −2 +
1

4N2
λ−n +O(

M2

N3
), λN2N−1−n = 2− 1

4N2
λ+n +O(

M2

N3
)

in the bulk: for n = 2ℓ, 2ℓ− 1 with M < ℓ < N −M ,

λNn = −2 cos
ℓπ

N
+O(

1

MN2
).

These estimates hold uniformly in 0 < n < N and uniformly on bounded
subsets of functions α, β in C2

0(T).
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The second result which we recall from [2] concerns the asymptotics of the
discriminant associated to the difference equation

aNk−1y(k − 1) + bNk y(k) + aNk y(k + 1) = µy(k) ∀k ∈ Z. (2.5)

The discriminant is the trace of the Floquet operator of (2.5) and given by

∆N(µ) = y1(N, µ) + y2(N + 1, µ)

where yN1 and yN2 are the fundamental solutions of (2.5) determined by

y1(0, µ) = 1, y1(1, µ) = 0 and y2(0, µ) = 0, y2(1, µ) = 1.

Analogously, the discriminant ∆±(λ) ≡ ∆(λ, q±) of

−y′′(x, λ) + q±(x)y(x, λ) = λy(x, λ), (2.6)

is defined as the trace of the Floquet operator associated to (2.6),

∆±(λ) = y±1 (1/2, λ) + (y±2 )
′(1/2, λ)

where y±1 (x, λ) and (y±2 )
′(x, λ) are the fundamental solutions of (2.6) deter-

mined by

y±1 (0, λ) = 1, (y±1 (0, λ))
′ = 0 and y±2 (0, λ) = 0, (y±2 (0, λ))

′ = 1.

For F : N → R≥1 as in Theorem 2.1 and M = [F (N)] let

Λ±,M
2 := [λ±0 − 2, λ±2[F (M)] + 2] + i[−2, 2]

and choose N0 ∈ Z≥1 so that

λ±2k+1 − λ±2k ≥ 6 ∀ k ≥ F (F (N0)) (2.7)

By the Counting Lemma for eigenvalues of Hill operators, N0 can be chosen
uniformly for subsets of function α, β in C2

0 (T).

Theorem 2.2 Let F : N → R≥1 satisfy (F) with η < 1/2 and setM = [F (N)].
Then for any α, β ∈ C2

0(T) and N ≥ N0, one has uniformly for λ in Λ−,M
2 ,

∆N

(

− 2 +
1

4N2
λ
)

= (−1)N∆−(λ) +O
(F (M)2

M

)

. (2.8)

Similarly, uniformly for λ in Λ+,M
2

∆N (2−
1

4N2
λ) = ∆+(λ) +O

(F (M)2

M

)

. (2.9)

These estimates hold uniformly on bounded subsets of functions α, β in C2
0(T).
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The latter theorem has been applied in [2] to obtain asymptotics for the
derivatives of the descriminant. In this paper we will need such asymptotic
estimates for the first derivative, ∆̇N (µ) :=

d
dµ
∆N (µ). Let

Λ±,M
1 := [λ±0 − 1, λ±2[F (M)] + 1] + i[−1, 1].

Then, under the same assumptions as in Theorem 2.2 the following holds:

Corollary 2.3 Uniformly for λ in Λ−,M
1

1

4N2
∆̇N

(

− 2 +
1

4N2
λ
)

= (−1)N∆̇−(λ) +O
(F (M)2

M

)

and similarly, for λ in Λ+,M
1

− 1

4N2
∆̇N

(

2− 1

4N2
λ
)

= ∆̇+(λ) +O
(F (M)2

M

)

.

These estimates hold uniformly on bounded subsets of functions α, β in C2
0(T).

For later reference we record that in view of (1.9) and (2.2) - (2.3), ∆̇N(µ)
admits the product representation

∆̇N (µ) = Nq−1
N ·

∏

0<k<N

(µ− λ̇Nk ) (2.10)

where the zeros (λ̇Nn )0<n<N of ∆̇N (µ) are listed in increasing order and satisfy

λN2n−1 ≤ λ̇Nn ≤ λN2n ∀ 0 < n < N.

Remark 2.4 As mentioned in the introduction, instead of considering the
states (bN , aN), alternatively, one could consider (dN , cN), obtained by ex-
pressing (pN , qN) in Flaschka variables. Recall that the components of (pN , qN)
were defined in Section 1 by

pNn = − 1

4N2
β
( n

N

)

and qNn = − 2

4N
ξ
( n

N

)

where ξ is the element in C3
0(T), satisfying ξ′ = α. Note that dN = bN

whereas cNn = aNn +O(N−3) for any 1 ≤ n ≤ N . Indeed, as

qNn − qNn+1 =
1

4N

∫ N−1

0

α(
n

N
+ t)dt and α(

n

N
+ t) = α(

n

N
)+

∫ t

0

α′(
n

N
+ s)ds
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one concludes that

cNn = exp(
qNn − qNn+1

2
) = 1 +

qNn − qNn+1

2
+O(N−4) = aNn +O(N−3)

where the error term is uniform for α in a bounded subset of the Banach
space C2

0(T). Let Q(bN , aN) = L((bN , bN ), (aN , aN)) and similarly, define
Q(dN , cN). The operator norm of the difference Q(bN , aN) − Q(dN , cN) can
thus be estimated by

‖Q(bN , aN)−Q(dN , cN)‖ = ‖Q(0N , aN − cN )‖ = O(N−3)

Therefore the spectrum of Q(cN , dN) is N−3-close to the one of Q(bN , aN).
Theorem 2.1 thus remains true if (bN , aN) is replaced by (dN , cN). In view
of Proposition 8.1 in [2], it also follows that Theorem 2.2 and Corollary
2.3 remain true for (dN , cN). We leave it to the reader to go through the
arguments used in the proofs of the results of the paper to verify that they
remain valid if (bN , aN) is replaced by (dN , cN).

3 Asymptotics of the actions

The aim of this section is to prove the asymptotics of the action variables
for the states (bN , aN) stated in Theorem 1.2. Without further reference, we
will use the notation introduced in the previous sections and assume that
the assumptions of Theorem 1.2 hold. To prove it we first derive asymptotic
estimates for INn not involving KdV actions and valid for any 0 < n < N. In
the case where λN2n−1 < λN2n, the action variable INn is given by (cf [10], [12,
Section 3])

INn =
1

π

∫ λN2n

λN2n−1

(µ− λ̇Nn )∆̇N (µ)
c
√

∆2
N(µ− i0)− 4

dµ (3.1)

and is zero otherwise. Recall that λ̇Nn denotes the n’th zero of ∆̇N (µ) (Sec-
tion 2) and that the canoncial root c

√

∆2
N (µ)− 4 was introduced in Section 1.

The above formula for the actions leads to the following estimates.

Proposition 3.1 (i) For any 1 ≤ n ≤ M

INn = O
(1

n

(

(γ−n )
2 +

M4

N2

) 1

N2

)

, INN−n = O
(1

n

(

(γ+n )
2 +

M4

N2

) 1

N2

)

.
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(ii) For any M < n ≤ N
2

INn , I
N
N−n = O

( 1

nM2

1

N2

)

.

The estimates hold uniformly in n and uniformly on bounded subsets of func-
tions α, β in C2

0(T).

Proof of Proposition 3.1: Clearly, we only need to consider 0 < n < N with
λN2n−1 < λN2n, as otherwise, I

N
n = 0. As by (2.10) and (1.9),

∆̇N (µ) = Nq−1
N ·

∏

0<k<N

(µ− λ̇Nk ), ∆2
N (µ)− 4 = q−2

N

∏

0≤k≤2N−1

(µ− λNk )

one then gets by the above formula for the actions

INn =
N

π

∫ λN2n

λN2n−1

(µ− λ̇Nn )
2

+

√

(λN2N−1 − µ)(µ− λN0 )

∏

k 6=n

µ− λ̇Nk
wNk (µ)

· 1

+

√

(λN2n − µ)(µ− λN2n−1)
dµ

where wNk (µ) denotes the standard root, wNk (µ) = s

√

(µ− λN2k)(µ− λN2k−1),

defined on C \ [λN2k−1, λ
N
2k] – see Section 5 for the determination of the sign.

Using the identity
∫ λN2n
λN2n−1

1
+
√

(λN2n−µ)(µ−λN2n−1)
dµ = π and the mean value theo-

rem (cf Lemma C.6) one sees that there exists λN2n−1 ≤ µ∗ ≤ λN2n so that

INn ≤ N(γNn )
2

(λN2N−1 − λN2n)
1/2(λN2n−1 − λN0 )

1/2

∏

k 6=n

µ∗ − λ̇Nk
wNk (µ∗)

.

Using that 1 + x ≤ ex for x ≥ 0 one has, with µ ≡ µ∗,

∏

k<n

(µ− λ̇Nk )
2

wNk (µ)
2

≤
∏

k<n

µ− λN2k−1

µ− λN2k
=
∏

k<n

(

1 +
γNk

µ− λN2k

)

≤ exp

(

∑

k<n

γNk
λN2n−1 − λN2k

)

,

and similarly
∏

k>n
(µ−λ̇Nk )2

wN
k (µ)2

≤ exp
(

∑

k>n
γNk

λN2k−1−λN2n

)

. By Proposition A.1 it

then follows that
∏

k 6=n
µ∗−λ̇Nk
wN

k (µ∗)
= O(1), yielding

INn = O
( N(γNn )

2

(λN2N−1 − λN2n)
1/2(λN2n−1 − λN0 )

1/2

)

. (3.2)
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We now discuss the asymptotics of INn , N → ∞, in the four cases listed in
the statement. To get the claimed estimate for INn with 1 ≤ n ≤ M note
that by Theorem 2.1, (γNn )

2 = O
(

1
N4 ((γ

−
n )

2 + M4

N2 )
)

and

(λN2N−1 − λN2n)
−1/2 = O(1), (λN2n−1 − λN0 )

−1/2 = O

(

N

n

)

(3.3)

yielding the claimed estimate INn = O
(

1
N4

1
n
((γ−n )

2 + M4

N2 )
)

. The one for INN−n
is shown similarly. In the case M < n ≤ N

2
, Theorem 2.1 implies (γNn )

2 =
O
(

1
N4M2

)

as well as (λN2n−1 − λN0 )
−1/2 = O(N

n
). Indeed, as by (C.2), 2(1 −

cos(nπ
N
)) ≥ πn2

N2 one gets

λN2n−1 − λN0 =
πn2

N2
− λ−0

8N2
+O

(

(
M2

N
+

1

M
)
1

N2

)

yielding in view of the inequality λ−0 ≤ 0 (cf Section 2) the stated estimate.
Combining the above estimates leads to INn = O

(

1
nM2

1
N2

)

. In the case N
2
≤

n < N −M one argues in a similar fashion. Going through the arguments
of the proof one verifies that the claimed uniformity statement holds. �

To prove the asymptotic estimates (1.7) and (1.8) of Theorem 1.2, we will
use the following version of the above formulas of the actions (cf [10], [13])

INn =
1

π

∫ λN2n

λN2n−1

arcosh
(

(−1)N−n∆N (µ)

2

)

dµ ∀ 1 ≤ n ≤ N − 1. (3.4)

The action variables of KdV can be expressed in a similar way (cf [10])

I±n =
2

π

∫ λ±2n

λ±2n−1

arcosh
(

(−1)n
∆±(λ)

2

)

dλ ∀n ≥ 1. (3.5)

In [16] one finds a detailed derivation of formula (3.5) for 1-periodic poten-
tials. As indicated in [10], the formula remains valid for potentials of any
given period.

Proof of Theorem 1.2: In view of Proposition 3.1 it remains to prove (1.7)
and (1.8). As both estimates can be proven in a similar way, we concentrate
on (1.7) only. So let 1 ≤ n ≤ M. By the change of variable µ = −2 + 1

4N2λ
in the integral in the above formula for INn one gets

4N2INn =
1

π

∫ νN2n

νN2n−1

arcosh
((−1)N−n

2
∆N (−2 +

λ

4N2
)
)

dλ (3.6)
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where for any 0 ≤ j ≤ 2N − 1 we set νNj = 4N2(λNj + 2). By Theorem 2.1
one has for any 0 ≤ j ≤ 2M ,

νNj = λ−j +O
(M2

N

)

. (3.7)

Let us consider first the case where γ−n = λ−2n − λ−2n−1 > 0. Then with the
change of variable

λ(x) = νN2n−1 +
4N2γNn
γ−n

x, 0 ≤ x ≤ γ−n

one gets in view of the identity (3.4)

8N2INn =
8N2γNn
γ−n

I−n +
8N2γNn
γ−n

1

π

∫ γ−n

0

f(x)dx (3.8)

where

f(x) := arcosh
((−1)N−n

2
∆N(−2 +

λ(x)

4N2
)
)

− arcosh
((−1)n

2
∆−(λ

−
2n−1 + x)

)

.

Note that by Theorem 2.2 one has

(−1)N−n

2
∆N (−2 +

λ(x)

4N2
) =

(−1)n

2
∆−(λ(x)) +O

(F (M)2

M

)

.

By (3.7), the first term on the right hand side of (3.8) can be estimated as

8N2γNn
γ−n

I−n = I−n +O
(I−n
γ−n

M2

N

)

.

As I−n = O( 1
n
(γ−n )

2) (cf [16, Theorem 7.3]) one concludes that

8N2γNn
γ−n

I−n = I−n +O
(

γ−n
M2

nN

)

. (3.9)

The second term on the right hand side of (3.8) is estimated by using that
arcosh is 1

2
−Hölder continuous (cf Lemma C.1). Indeed, together with the

fact that ∆−(λ) is Lipschitz continuous and therefore

∆−(λ(x))−∆−(λ
−
2n−1 + x) = O(λ(x)− λ−2n−1 − x) = O

(M2

N

)
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one gets

f(x) = O
(F (M)

M1/2
+

M

N1/2

)

.

Hence

8N2γNn
γ−n

1

π

∫ γ−n

0

f(x)dx = O
(

(γ−n +
M2

N
)(
F (M)

M1/2
+

M

N1/2
)
)

. (3.10)

Substituting (3.9) - (3.10) into (3.8) leads to

8N2INn = I−n +O
(

(
M2

N
+ γ−n )(

F (M)

M1/2
+

M

N1/2
)
)

as claimed. Since the estimates are uniform with respect to the size of the
gap length γ−n one can use an approximation argument to extend the result
to the case where γ−n = 0. Going through the arguments of the proof one
verifies that the claimed uniformity statement holds. �

To prove the asymptotics of the Toda frequencies stated in Theorem 1.1 we
will need in addition the asymptotics of the quantities JNn , 0 < n < N , given
by

JNn :=

{

INn /γ
N
n if γNn > 0

0 if γNn = 0

in terms of J±
n , n ≥ 1, given by

J±
n :=

{

I±n /(2γ
±
n ) if γ±n > 0

0 if γ±n = 0
.

Theorem 3.2 Uniformly in 1 ≤ n ≤ F (M) and uniformly on bounded sub-
sets of α, β in C2

0(T),

JNn − J−
n , J

N
N−n − J+

n = O
( M√

N
+
F (M)√
M

)

.

Remark 3.3 The proof of Theorem 3.2 will show that both (JNn )1≤n≤M and
(J−
n )1≤n≤M respectively (JNN−n)1≤n≤M , (J

+
n )1≤n≤M are uniformly bounded with

respect to n and with respect to bounded subsets of functions α, β in C2
0 (T).
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Remark 3.4 In [12] and [16] it is established that for any fixed N , INn =
O((γNn )

2) and I±n = O((γ±n )
2) uniformly on closed bounded subsets of vectors

(b, a) in RN × RN
>0 respectively of potentials in L2(T). Theorem 3.2 states

that the estimates for (JNn )1≤n≤M , (J
N
N−n)1≤n≤M are uniform in N .

Proof: The estimates for JNn − J−
n and JNN−n − J+

n are proven in a similar
way and so we concentrate on the first one only. We argue similarly as in
the proof of Theorem 3.2. Let 1 ≤ n ≤ F (M). First consider the case where
γ−n > 0. With the change of variable λ = λ−2n−1 + tγ−n , one gets

I−n =
2

π

∫ λ−2n

λ−2n−1

arcosh
(

(−1)n
∆−(λ)

2

)

dλ

= 2γ−n
1

π

∫ 1

0

arcosh
((−1)n

2
∆−(λ

−
2n−1 + tγ−n )

)

dt.

Note that the assumption γ−n > 0 together with the asymptotics γNn = γ−n
4N2 +

O
(

M2

N3

)

implies that for N sufficiently large one has γNn > 0. Hence with the

change of variable µ = λN2n−1 + tγNn one gets

INn = γNn
1

π

∫ 1

0

arcosh
((−1)N−n

2
∆N (λ

N
2n−1 + tγNn )

)

dt.

We then conclude that

INn
γNn

− I−n
2γ−n

=
1

π

∫ 1

0

(

arcosh
((−1)N+n

2
∆N

(

λN2n−1 + tγNn
) )

− arcosh

(

(−1)n

2
∆−
(

λ−2n−1 + tγ−n
)

)

)

dt

and as arcosh is 1
2
-Hölder continuous (cf Lemma C.1) one then has

INn
γNn

− I−n
2γ−n

= O
(

sup
0≤t≤1



(−1)N∆N(λ
N
2n−1 + tγNn )−∆−(λ

−
2n−1 + tγ−n )





1/2)
.

As λN2n−1 + tγNn = −2 + (λ−2n−1 + tγ−n +O(M
2

N
)) 1

4N2 Theorem 2.2 implies that


(−1)N∆N (λ
N
2n−1 + tγNn )−∆−(λ

−
2n−1 + tγ−n )





=


∆−(λ
−
2n−1 + tγ−n +O(

M2

N
))−∆−(λ

−
2n−1 + tγ−n )



+O
(F (M)2

M
+
M2

N

)
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and by the Lipschitz continuity of ∆− it then follows that







INn
γNn

− I−n
2γ−n






= O

(F (M)√
M

+
M√
N

)

.

Since the estimates are uniform with respect to the size of the gap length
γ−n one can use an approximation argument to extend the result to the case
where γ−n = 0. Going through the arguments of the proof one verifies that
the claimed uniformity holds. �

4 Formulas for the frequencies

In this section we prove Theorem 1.4 and review formulas expressing the
frequencies of the periodic Toda chain and the KdV equation as periods of
certain differentials of cycles on the corrsponding spectral curves.

Spectral curves. The Toda curve CN ≡ C(α,β)
N corrsponding to the state

(bN , aN ) is defined as the affine curve

CN = {(µ, z) ∈ C
2 : z2 = ∆2

N(µ)− 4}.

In case the spectrum of Qα,β
N is simple, it is a two sheeted open Riemann

surface whose ramification points are the eigenvalues (λNn )0≤n≤2N−1 of Qα,β
N .

If λN2n is a double eigenvalue of Qα,β
N , then (λN2n, 0) is a singular point of CN .

On CN we define a set of one forms ψN
n (µ)√

∆2
N (µ)−4

dµ where ψNn (µ) are polynomials

of degree N − 2, uniquely determined by the normalisation conditions

1

2π

∫

ΓN
k

ψNn (µ)
c
√

∆2
N (µ)− 4

dµ = δnk ∀1 ≤ k ≤ N − 1.

Here c
√

∆N(µ)2 − 4 denotes the canonical root of

∆2
N(µ)− 4 = q−2

N χN(µ), qN :=

N
∏

i=1

aNi , (4.1)

and (ΓNk )1≤k≤N−1 the counterclockwise oriented contours introduced at the
end of Section 1. In view of (4.1) it is convenient to write ψNn in the form

ψNn (µ) =MN
n q

−1
N ϕNn (µ), ϕNn (µ) =

∏

0<k<N
k 6=n

(µ−σN,nk ) = (−1)N
∏

0<k<N
k 6=n

(σN,nk −µ).
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Note that if the spectrum of Qα,β
N is simple ( ψN

n (µ)√
∆2

N (µ)−4
dµ)0<n<N are linearly

independent holomorphic differentials on the Riemann surface CN . If λN2n is

a double eigenvalue, ψN
n (µ)√

∆2
N (µ)−4

dµ has a pole of order 1 at (λN2n, 0).

For the KdV equation, similar objects have been introduced. Denote by C±
the curve corresponding to q±,

C± = {(λ, w) ∈ C
2 : w2 = ∆2

±(λ)− 4}.
If the spectrum of the Hill operator H± is simple, C± is a two sheeted open
Riemann surface of infinite genus whose ramification points are the eigenval-

ues (λ±n )n≥0 of H±. On C± we define a set of one forms ψ±
n (λ)√

∆2
±(λ)−4

dλ. Note

that ∆±(λ)
2 − 4 admits the product representation (cf [2, Appendix A])

∆2
±(λ)− 4 = (λ±0 − λ)

∏

n≥1

(λ±2n − λ)(λ±2n−1 − λ)

(4π2n2)2
, (4.2)

whereas ψ±
n (λ), n ≥ 1, are entire functions of λ of the form

ψ±
n (λ) =

1

2πn

∏

k≥1,k 6=n

σ±,n
k − λ

4π2k2

constructed in [16, Proposition D.10] for potentials of period 1 - see [2, Ap-
pendix A] for the adjustments needed in the case of potentials of period 1/2.
Its zeros σ±,n

k are determined by the conditions
∫

Γ±
k

ψ±
n (λ)

c
√

∆2
±(λ)− 4

dλ = 0 ∀ k ≥ 1, k 6= n (4.3)

and the normalisation factor 1
2πn

by the requirement that
∫

Γ±
n

ψ±
n (λ)

c
√

∆2
±(λ)− 4

dλ = 1. (4.4)

Here (Γ±
k )k≥1 denote pairwise disjoint counterclockwise oriented contours cho-

sen in such a way that λ±2k−1, λ
±
2k are inside of Γ

±
k whereas all other eigenvalues

are outside and c
√

∆2
±(λ)− 4 is the canonical root of ∆±(λ)

2− 4 determined

by the sign condition i c
√

∆2
±(λ)− 4 > 0 for λ±0 < λ < λ±1 or

c

√

∆2
±(λ+ i0)− 4 > 0 ∀ λ < λ±0 .
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Toda frequencies. As a first step we prove Theorem 1.4.

Proof of Theorem 1.4. Let 0 < n < N. Using a continuity argument, it
suffices to prove the claimed identity in the case where λN2n−1 < λN2n. By the
definitions of ψNn and ϕNn one has

ψNn (µ)
√

∆2
N (µ)− 4

=MN
n

ϕNn (µ)
√

χN(µ)
, (4.5)

implying that the normalisation factor MN
n is given by

MN
n · 1

π

∫ λN2n

λN2n−1

ϕNn (µ)
c
√

χN(µ− i0)
dµ = 1. (4.6)

To see that MN
n > 0 note that λN2k−1 ≤ σN,nk ≤ λN2k, 0 < k < N, and thus

(−1)N−1−nϕNn (µ) =
∏

k<n

(µ− σN,nk ) ·
∏

k>n

(σN,nk − µ) > 0 ∀ λN2n−1 ≤ µ ≤ λN2n.

On the other hand, if λN2n−1 < λN2n one has by the definition of the c-root

c
√

χN(µ− i0) = (−1)N+1−n +
√

χN(µ) ∀ λN2n−1 < µ < λN2n .

Altogether it follows thatMN
n > 0. Going through the arguments of [15], but

without assuming that the trace of L(bN , aN) vanishes, one concludes from
[15, Lemma 4.4, formulas (28), (33), (38)] that |ωNn | =MN

n . In particular, it
follows that ωNn 6= 0. Taking into account that at the equilibrium (0N , 1N),
ωNn = 2 sin(nπ

N
) > 0, a deformation arguments yields the claimed identity

ωNn =MN
n and positivity ωNn > 0. �

Remark 4.1 Assume that λN2n−1 < λN2n. Applying the mean value theorem
(cf Lemma C.6) to (4.6) it follows that there is λN2n−1 ≤ µ∗ ≤ λN2n such that

ωNn = +

√

(λN2N−1 − µ∗)(µ∗ − λN0 )
∏

k 6=n
1≤k<N

+

√

(λN2k − µ∗)(λN2k−1 − µ∗)

|σN,nk − µ∗|
. (4.7)

By a continuity argument, (4.7) continues to hold in the case λN2n−1 = λN2n
with µ∗ = τNn where

τNn = (λN2n + λN2n−1)/2. (4.8)

24



Remark 4.2 Actually, formula (4.7) is valid for any state (b, a) ∈ RN×RN
>0.

It allows to compute the frequencies corresponding to the equilibrium states

b = r1N , a = s1N with 1N = (1, . . . , 1), r ∈ R, s > 0.

By [12, Lemma 2.6] one has λN0 = −2s + r, λN2N−1 = 2s+ r and

λN2n = λN2n−1 = −2s cos
nπ

N
+ r ∀ 0 < n < N.

Hence σN,nk = −2s cos kπ
N

+ r for any 1 ≤ n, k ≤ N − 1 and thus in this case,
for any 0 < n < N ,

ωNn = 2s +

√

(1 + cos
nπ

N
)(− cos

nπ

N
+ 1) = 2s · sin nπ

N
.

Formula (4.7) is suited for deriving asymptotic estimates of ωNn as N → ∞ for
n in the rangeM < n < N−M . However to get asymptotic estimates for the
remaining frequencies we need alternative formulas, obtained with the help
of Riemann bilinear relations. Such formulas were derived in [15], Section 4,
for trace free Jacobi matrices. In addition it is proved there that they are
independent of the trace. Hence these formulas hold in general modulo a
spectral shift. It is however more convenient for us to have formulas which
do not involve such a shift.

Proposition 4.3 The frequencies (ωNn ) 0<n<N of the state (bN , aN) satisfy

iNωNn =
n
∑

j=1

∫ λN2j−1

λN2j−2

(µ− 1
N
pN)∆̇N(µ)dµ

c
√

∆2
N(µ)− 4

−
∑

k∈JN

INk ω
N
k

n
∑

j=1

∫ λN2j−1

λN2j−2

ϕNk (µ)dµ
c
√

χN (µ)

(4.9)
where JN := {1 ≤ k ≤ N − 1|INk 6= 0} and pN =

∑N
i=1 b

N
i .

Remark 4.4 In the formula (4.9), the quotients, ∆̇N (µ)
c
√

∆2
N (µ)−4

and
ϕN
k (µ)

c
√
χN (µ)

, k ∈
JN , are desingularized in the sense that factors which appear both in the nom-
inator and in the denominator are canceled. Both denominators then consist
of the square root of a polynomial with simple roots.
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Proof. In the case where all the eigenvalues (λNj )0≤j≤2N−1 are simple such
formulas have been computed in [15, Theorem 4.5]. Here we will use a slightly
modified version, not involving a translation of the vector bN . Going through
the arguments [15, Section 4] – in particular Theorem 4.5 and Lemma 4.2 –
one sees that if (λNj )0≤j≤2N−1 are simple, one has for any 1 < n < N

iNωNn =

∫ λN2n−1

λN0

(µ− 1
N
pN)∆̇N (µ)dµ

c
√

∆2
N (µ− i0)− 4

−
N−1
∑

k=1

INk ω
N
k

∫ λN2n−1

λN0

ϕNk (µ)dµ
c
√

χN (µ− i0)
.

(4.10)
Here we used Theorem 1.4 and formula (4.5) together with the fact that the
one form

(µ− 1
N
pN)∆̇N(µ)

√

∆2
N (µ)− 4

dµ

has an expansion in µ = 1
z
at ∞± of the form (ǫ±

N
z2

+ O(1))dz with ǫ± ∈
{+,−} – see [15, Lemma 4.1 and Appendix A]. The integrals in (4.10) are
split up into integrals over bands and gaps,

∫ λN2n−1

λN0

=
n
∑

j=1

∫ λN2j−1

λN2j−2

+
n−1
∑

j=1

∫ λN2j

λN2j−1

. (4.11)

Recall that
∫ λN2j
λN2j−1

ωN
k ϕ

N
k (µ)

c
√
χN (µ−i0)

dµ = πδjk and, as
∫ λN2j
λN2j−1

∆̇N (µ)√
∆2

N (µ)−4
dµ = 0,

∫ λN2j

λN2j−1

(µ− 1
N
pN)∆̇N (µ)

c
√

∆2
N(µ− i0)− 4

dµ = πINj .

Hence the integrals in (4.11) over the gaps cancel and iNωNn equals

n
∑

j=1

∫ λN2j−1

λN2j−2

(µ− 1
N
pN)∆̇N (µ)

c
√

∆2
N(µ)− 4

dµ−
N−1
∑

k=1

INk ω
N
k

n
∑

j=1

∫ λN2j−1

λN2j−2

ϕNk (µ)
c
√

χN(µ)
dµ.

In case some of the eigenvalues (λNj )0≤j≤2N−1 are double a continuity argu-
ment shows that [15, Theorem 4.5] continues to hold. Going through the
arguments above and using that INk = O((γNk )

2) by [12, Proposition 3.6], a
limiting argument shows that the claimed formula for the frequencies holds
also in this case. �

KdV Frequencies. It turns out that there are formulas for the KdV frequen-
cies which are of a very similar form as the ones of the Toda chains.
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Lemma 4.5 The KdV frequencies of a periodic potential of period T and
mean 0 are ωT,n = −24

T
Wn, n ≥ 1, where

Wn =

∫ λ2n−1

λ0

λ∆̇(λ)dλ

i c
√

∆2(λ− i0)− 4
−

∑

k≥1,Ik 6=0

Ik
2

∫ λ2n−1

λ0

ψn(λ)dλ

i c
√

∆2(λ− i0)− 4

(4.12)
where (λn)n≥0 denote the periodic eigenvalues of −∂2x + q on [0, 2T ], ∆ the
discriminant of −∂2x + q on [0, T ], and Ik the action variables.

Proof: In the case T = 1, formula (4.12) has been proven in [16, Lemma 2.5].
For an arbitrary period we argue similarly, using that ωT,n = KTWn, n ≥ 1
for some constant KT > 0 which can be computed by following the arguments
in [16] for the case T = 1: according to the computations at the end of
[2, Appendix A], the zero potential, viewed as potential of period T has
discriminant ∆(λ) = 2 cos(

√
λT ). By the definition of the c-root one has for

λ ≥ 0, c
√

∆2(λ)− 4 = −2i sin(
+
√
λT ) and the periodic eigenvalues are

λ0 = 0, λ2n = λ2n−1 =
n2π2

T 2
∀ n ≥ 1

and, for λ ≥ 0, ∆̇(λ) = − T
+√
λ
sin +

√
λT . As Ik = 0 for any k ≥ 1 it then

follows that

Wn =

∫ λ2n−1

λ0

λ∆̇(λ)dλ

i c
√

∆2(λ− i0)− 4
= −T

3
λ

3
2 |(

nπ
T

)2

0 = −T
3
(
nπ

T
)3.

Arguing as in [16], the frequencies of the zero potential on [0, T ] can be
computed as ωT,n = (2nπ

T
)3. Hence ωT,n = −24

T
Wn as claimed. �

Applying Lemma 4.5 in the case T = 1
2
and q = q± and arguing as in the

proof of Proposition 4.3 leads to the following formulas.

Proposition 4.6 The KdV frequencies ω±
n , n ≥ 1, of the potentials q± of

period 1/2 and mean 0 are

−48

n
∑

j=1

∫ λ±2j−1

λ±2j−2

λ∆̇±(λ)dλ

i c
√

∆2
±(λ)− 4

+ 24

∞
∑

k=1,I±k 6=0

I±k

n
∑

j=1

∫ λ±2j−1

λ±2j−2

ψ±
n (λ)dλ

i c
√

∆2
±(λ)− 4

(4.13)
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5 Asymptotics of the zeroes of ϕNk

In this section we compute the asymptotics of the zeroes σN,kℓ of the polyno-

mials ϕNℓ , introduced in Section 1, in terms of the zeroes σ±,k
ℓ of the entire

functions ψ±
k (cf Section 4). To define the edges of the spectrum of Qα,β

N ,
we use an arbitrary function F : N → R≥1, satisfying (F ) with η ≤ 1/3.
For the remainder of the paper we set M = [F (N)] and L = [F (M)]. Then
L3 ≤ F (M)3 ≤ M and M ≤ N

M2 . Furthermore, as L ≥ 1, M3 ≤ NL2 or
M
L2 ≤ N

M2 . We record for reference the following inequalities

M2

N
≤ L−3 ≤ L−2,

M2

N
≤ L2

M
,

M

N1/2
≤ L

M1/2
(5.1)

Theorem 5.1 Let F : N → R≥1 satisfy (F) with η ≤ 1/3. For 1 ≤ k, ℓ ≤
L = [F (M)] with ℓ 6= k

(i) σN,kℓ = −2+
σ−,k
ℓ

4N2
+O
( 1

N2L5/2

)

(ii) σN,kN−ℓ = 2−σ
+,k
ℓ

4N2
+O
( 1

N2L5/2

)

.

The error estimate is uniform in k, ℓ and uniform on bounded subsets of
functions α, β in C2

0(T).

To prove Theorem 5.1 we first need to introduce additional notation and
derive auxilary results. It turns out to be convenient to define the following
roots: for 0 < ℓ < N denote by wNℓ (µ) the standard root

wNℓ (µ) =
c

√

(λN2ℓ − µ)(λN2ℓ−1 − µ), µ ∈ C \ [λN2ℓ−1, λ
N
2ℓ], (5.2)

determined by the sign condition wNℓ (µ) < 0 for any µ > λN2ℓ. The standard
root is related to the canoncial root, introduced in (1.10) as follows

c

√

∆2
N(µ− i0)− 4 = q−1

N
+

√

µ− λN0
+

√

λN2N−1 − µ (−1)N
∏

0<ℓ<N

wNℓ (λ) ∀ µ > λN2N−1,

leading to the formula
ψN
k (µ)

c
√

∆2
N (µ−i0)−4

= ωNk
ϕN
k (µ)

c
√
χN (µ−i0)

where

ϕNk (µ)
c
√

χN (µ− i0)
=

1

+
√

µ− λN0
+

√

λN2N−1 − µ

1

wNk (µ)

∏

ℓ 6=k

σN,kℓ − µ

wNℓ (µ)
. (5.3)
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For later reference we record that

(−1)N i c
√

χN(µ) > 0 ∀µ ∈ (λN0 , λ
N
1 ). (5.4)

Similarly, introduce the standard root

w±
ℓ (λ) :=

s

√

(λ±2ℓ − λ)(λ±2ℓ−1 − λ), λ ∈ C \ [λ±2ℓ−1, λ
±
2ℓ], (5.5)

with the sign condition w±
ℓ (λ) < 0 for any λ > λN2ℓ. The canonical root

c
√

∆2
±(λ)− 4 is related to the standard roots by

c

√

∆2
±(λ+ i0)− 4 = +

√

λ±0 − λ
∏

ℓ≥1

w±
ℓ (λ)

4π2
ℓ

∀ λ < λ±0 (5.6)

where πℓ = ℓπ for ℓ 6= 0 and π0 = 1, yielding for λ < λ±0

ψ±
k (λ)

c
√

∆2
±(λ)− 4

=
2kπ

+
√

λ±0 − λ

1

w±
k (λ)

∏

ℓ 6=k

σ±,k
ℓ − λ

w±
ℓ (λ)

. (5.7)

Again for later reference we record that

i c

√

∆2
−(λ)− 4 > 0 ∀λ ∈ (λ−0 , λ

−
1 ). (5.8)

As items (i) and (ii) are proved in the same way we concentrate on (i) only.
For the sequel it turns out to be convenient to choose the contours Γ−

n in
(4.3) as follows. Choose ρ > 0 in such a way that

λ−2ℓ + 3ρ < λ−2ℓ+1 − 3ρ ∀ℓ ≥ 0

and define Γ−
n to be the rectangle with top and bottom side given by [λ−2n−1−

2ρ, λ−2n + 2ρ] ± iρ. (Recall from [16, Proposition B.11] that the periodic
eigenvalues of Hill operators are compact functions of the potential on L2(T).
It then follows from the Counting Lemma that for any k ≥ 0, the k’th band
length λ−2k+1 − λ−2k can be estimated from below – and hence ρ > 0 chosen –
uniformly on bounded subsets of functions α, β ∈ C2

0(T).) Furthermore, let

τ−ℓ =
λ−2ℓ−1 + λ−2ℓ

2
(5.9)
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and denote by V the set of all sequences s = (sℓ)ℓ≥1 in ℓ2 such that for any
ℓ ≥ 1, the sequence σℓ = τ−ℓ + sℓ satisfies λ−2ℓ−1 − ρ ≤ σℓ ≤ λ−2ℓ + ρ. In
particular the sequence σℓ is strictly increasing. Note that V is a closed,
connected subset of ℓ2. Furthermore, for any k ≥ 1, let Fk ≡ (Fkn)n≥1 denote
the map from ℓ2 to ℓ2 whose n’th component is given by

Fkn : s = (sℓ)ℓ≥1 7→







∫

Γ−
n

(

∏

ℓ 6=k
σℓ−λ
w−

ℓ (λ)

)

· π
2
k−π2

n

w−
k (λ)

· 2nπ
+
√
λ−λ−0

dλ if n 6= k

sk if n = k

In [16, Appendix D] it is shown that this map is real analytic and its dif-
ferential at any point s ∈ V a linear isomorphism (cf [16, Lemma D.6]).
Furthermore, s−,k = (s−,kℓ )ℓ≥1, given by

s−,kℓ =

{

σ−,k
ℓ − τ−ℓ = 0 ℓ 6= k

0 ℓ = k
(5.10)

is the unique solution of Fk(s) = 0 in V . Let V k :=
⋃

N≥3 V
k,N where

(V k,N)N≥3 is a sequence of subsets of V with V k,N given by

{s ∈ V : sℓ = σ−,k
ℓ − τ−ℓ ∀ℓ > L; −γ

−
ℓ

2
− C

M2

N
≤ sℓ ≤

γ−ℓ
2

+ C
M2

N
∀ℓ ≤ L}

where C > 0 denotes the constant in the error estimate of Theorem 2.1 for
the asymptotics of λNℓ , ℓ ≤ M . Next we want to show that for any k ≥ 1,
the restriction of Fk to V k is 1 − 1. To this end we first verify that V k is
relatively compact in ℓ2. To see it note that as F (N) ≤ Nη with η ≤ 1

3

one has
∑

ℓ≤F (M)(
M2

N
)2 ≤ Nη2 ·N4η−2 = O(N−5/9) and hence V k is bounded

in ℓ2. To see that the sequences in V k are uniformly summable, choose a
strictly increasing sequence (ℓj)j≥1 in N so that

∑

ℓ>ℓj
(γ−ℓ )

2 ≤ 1
j
. By the first

part of assumption (F), there then exists another strictly increasing sequence
(Nj)j≥1 in N so that F [F (Nj)] ≤ ℓj < F [F (Nj + 1)]. Then, for any sequence
s = (sℓ)ℓ≥1 ∈ V k,N with N ≤ Nj one has

∑

ℓ>ℓj
s2ℓ ≤

∑

ℓ>ℓj
(γ−ℓ )

2 ≤ 1
j
whereas

for sequences in V k,N with N > Nj one has

∑

ℓ>ℓj

s2ℓ ≤
∑

ℓ>ℓj

(γ−ℓ )
2 + 2C2

∑

ℓ≤F (M)

M4

N2
≤ 1

j
+ 2C2Nη2

j ·N4η−2
j ≤ 1

j
+ 2C2N

−5/9
j .

Altogether, we thus have proved that V k is a relatively compact subset of V
and hence, as V is closed, V k ⊂ V is compact. Further note that V k and
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hence V k is star shaped and thus connected. The following Lemma is the
key ingredient of the proof of Theorem 5.1.

Lemma 5.2 For any k ≥ 1, the map Fk




V k : V k → Fk(V k) is one-to-one
and together with its inverse uniformly Lipschitz.

Proof. Let Ṽ k := {s ∈ V k : ♯
(

(Fk)−1(Fk(s)) ∩ V k
)

= 1}. By the observation

above, (s−,kℓ )ℓ≥1 is in Ṽ
k and hence Ṽ k 6= ∅. As Fk is a local diffeomorphism,

Ṽ k is closed. Furthermore by the compactness of V k and the local diffeo-
morphism property of Fk one concludes that the complement of Ṽ k in V k,
V k\Ṽ k, is also closed. As V k is connected we thus have proved that V k = Ṽ k,
i.e. Fk





V k is 1 − 1. As V k is compact one can argue as in the proof of [16,

Proposition D.8] that dsF
k is uniformly boundedly invertible for any s ∈ V k

and any k ≥ 1, implying that Fk




V k and its inverse are uniformly Lipschitz
for any k ≥ 1. �

For any 1 ≤ k ≤ L introduce

σ̃N,kℓ =











4N2(σN,kℓ + 2) 1 ≤ ℓ ≤ L, ℓ 6= k

τ−k ℓ = k

σ−,k
ℓ ℓ > L

,

and the corresponding shifted sequence s̃N,k =
(

s̃N,kℓ = σ̃N,kℓ − τ−ℓ
)

ℓ≥1
∈ ℓ2 .

Lemma 5.3 There exists N0 ≥ 3 so that s̃N,k ∈ V k,N for any 1 ≤ k ≤ L
and N ≥ N0.

Proof. By Theorem 2.1 that there exist N0 ≥ 3 and C > 0 so that for any
N ≥ N0 and 1 ≤ ℓ ≤M

λ−2ℓ−1 − C
M2

N
≤ νN2ℓ−1, ν

N
2ℓ ≤ λ−2ℓ + C

M2

N
and C

M2

N
< ρ

where νNj = 4N2(λN,kj + 2). As λN2ℓ−1 ≤ σN,kℓ ≤ λN2ℓ for 0 < k, ℓ < N the

definition of σ̃N,kℓ implies that for any 1 ≤ k ≤ L, N ≥ N0 one has for
1 ≤ ℓ ≤ L

λ−2ℓ−1 − C
M2

N
≤ σ̃N,kℓ ≤ λ−2ℓ + C

M2

N
(5.11)
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or, by subtracting τ−ℓ

−γ−ℓ /2− C
M2

N
≤ s̃N,kℓ ≤ γ−ℓ /2 + C

M2

N

and for any ℓ ≥ 1, λ−2ℓ−1−ρ ≤ σ̃N,kℓ ≤ λ−2ℓ+ρ. Altogether we thus have shown
that s̃N,k ∈ V k,N for any N ≥ N0 and 1 ≤ ℓ ≤ L. �

Lemma 5.4 The first L elements of the sequence Fk(s̃N,k) satisfy

(

L
∑

n=1



Fkn(s̃
N,k)





2)1/2
= O

( 1

L5/2

)

(5.12)

uniformly for 1 ≤ k ≤ L and on bounded sets of potentials α, β in C2
0(T).

Proof. Recall that the N −1 zeroes (σN,kℓ )0<ℓ<N of ϕNk are determined by the
N − 1 equations ( 0 < n < N, n 6= k)

0 =

∫

ΓN
n

(

∏

0<ℓ<N
ℓ 6=k

σN,kℓ − µ

wNℓ (µ)

) π2
k − π2

n

4N2wNk (µ)

2nπ

2N +
√

µ− λN0
· 2

+

√

λN2N−1 − µ
dµ. (5.13)

Introduce the products

QN,L
k (µ) =

2

+

√

λN2N−1 − µ
·
∏

L<ℓ<N

σN,kℓ − µ

wNℓ (µ)
(5.14)

Q−,L
k (λ) =

∏

ℓ>L

σ−,k
ℓ − λ

w−
ℓ (λ)

(5.15)

G
N,L
k (λ) =

Q−,L
k (λ)

QN,L
k (µ)

· 2N
+
√

µ− λN0
+
√

λ− λ−0
· 4N

2wNk (µ)

w−
k (λ)

(5.16)

where µ ≡ µ(λ) = −2 + λ
4N2 . Then

Fkn(s̃
N,k) =

∫

Γ−
n

(

∏

1≤ℓ≤L
ℓ 6=k

σ̃N,kℓ − λ

4N2wNℓ (µ)

)

·QN,L
k (µ)

π2
k − π2

n

4N2wNk (µ)

2nπ

2N +
√

µ− λN0

· 2

+

√

λN2N−1 − µ
G
N,L
k (λ)

∏

1≤ℓ≤L
ℓ 6=k

4N2wNℓ (µ)

w−
ℓ (λ)

dλ.
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The terms in the latter integral are estimated separately. By Theorem 2.1
(cf also Proposition A.1), one has for any λ ∈ Γ−

n ,

∏

1≤ℓ≤L
ℓ 6=k

4N2wNℓ (µ)

w−
ℓ (λ)

=
4N2wNn (µ)

w−
n (λ)

·
∏

1≤ℓ≤L
ℓ 6=k,n

4N2wNℓ (µ)

w−
ℓ (λ)

(5.17)

=
(

1 +O
(M2

N

))

exp
(

∑

1≤ℓ≤L
ℓ 6=k,n

log
(

1 +O
(M2

N

1

|ℓ2 − n2|
))

)

= 1 +O
(M2

N

)

.

By Lemma B.7 one then hasGN,L
k (λ)·∏1≤ℓ≤L

ℓ 6=k

4N2wN
ℓ (µ)

w−
ℓ (λ)

= 1+O
(

1
L3

)

uniformly

for 1 ≤ n, k ≤ L, n 6= k and λ ∈ Γ−
n . By (5.13) it then follows that

FkN(s̃
N,k) =

∫

Γ−
n

(

∏

1≤ℓ≤L
ℓ 6=k

σ̃N,kℓ − λ

4N2wNℓ (µ)

)

·QN,L
k (µ)

· π2
k − π2

n

4N2wNk (µ)
· 2nπ

2N +
√

µ− λN0
· 2

+

√

λN2N−1 − µ
· O
(

1

L3

)

dλ.

Furthermore, again by Theorem 2.1 one has uniformly for 1 ≤ n, k ≤ L and
λ ∈ Γ−

n

2nπ

2N +
√

µ− λN0
,

2

+

√

λN2N−1 − µ
,

σ̃N,kn − λ

4N2wNn (µ)
= O(1).

It remains to estimate the term
∏

1≤ℓ≤L
ℓ 6=k

σ̃N,k
ℓ −λ

4N2wN
ℓ (µ)

. By Theorem 2.1 (cf also

Proposition A.1), σ̃N,kℓ − νNj = O
(

γ−ℓ + M2

N

)

for j ∈ {2ℓ, 2ℓ − 1} and 1 ≤
ℓ ≤ L where νNj = 4N2(λN,kj + 2). Hence, for λ ∈ Γ−

n and 1 ≤ ℓ ≤ L with
ℓ 6= k, n

σ̃N,kℓ − λ

4N2wNℓ (µ)
=
((σ̃N,kℓ − λ)(σ̃N,kℓ − λ)

(νN2ℓ − λ)(νN2ℓ−1 − λ)

)1/2

= 1 +O
(

(γ−ℓ +
M2

N
)

1

|ℓ2 − n2|
)

and thus

∏

1≤ℓ≤L
ℓ 6=k,n

λ− σ̃N,kℓ

4N2wNℓ (µ)
= exp

(

∑

1≤ℓ≤L
ℓ 6=k,n

log
(

1 +O
(

((γ−ℓ +
M2

N
))

1

|ℓ2 − n2|
)))

= O
(

1
)

.
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In view of (5.1) we thus proved that for any 1 ≤ n ≤ L, n 6= k, Fkn(s̃
N,k) =

O
(

1
L3

)

. Going through the arguments of the proof one verifies the claimed

uniformity statement. �

Lemma 5.5 The tail (Fkn(s̃
N,k))n>L of Fk(s̃N,k) satisfies the estimate

(

∑

n>L

|Fkn(s̃N,k)|2
)1/2

= O
( 1

L4

)

(5.18)

uniformly in 1 ≤ k ≤ L and on bounded sets of potentials α, β in C2
0(T).

Proof. By the definition of s̃N,k and Fkn one has

Fkn(s̃
N,k) =

∫

Γ−
n

(

∏

1≤ℓ≤L
ℓ 6=k

σ̃N,kℓ − λ

σ−,k
ℓ − λ

)

ζ−,kn (λ)
σ−,k
n − λ

w−
n (λ)

dλ

where

ζ−,kn (λ) :=
(

∏

ℓ≥1
ℓ 6=k,n

σ−,k
ℓ − λ

w−
n (λ)

)π2
k − π2

n

w−
k (λ)

2nπ
√

λ− λ−0
.

We argue as in (5.17) and write for λ ∈ Γ−
n with n > L

∏

1≤ℓ≤L
ℓ 6=k

σ̃N,kℓ − λ

σ−,k
ℓ − λ

= exp
(

∑

1≤ℓ≤L
ℓ 6=k

log
(

1 +
σ̃N,kℓ − σ−,k

ℓ

σ−,k
ℓ − λ

))

.

Note that by (5.11),


σN,kℓ − τ−ℓ


 ≤ γ−ℓ /2 + CM2

N
. Taking into account that

|σ−,k
ℓ − τ−ℓ | ≤ γ−ℓ /2 it then follows that



σ̃N,kℓ − σ−,k
ℓ



 ≤ γ−ℓ + C
M2

N
= O

(

1

ℓ2
+
M2

N

)

.

As (σ−,k
ℓ − λ)−1 = O

(

1
L2

)

for ℓ ≤ L/2 and n > L, one concludes from (5.1)

∑

1≤ℓ≤L/2
ℓ 6=k





σ̃N,kℓ − σ−,k
ℓ

σ−,k
ℓ − λ



 = O
( 1

L2
(
∑

ℓ≥1

1

ℓ2
+
M2

N
L)
)

= O(
1

L2
).
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Furthermore
∑

L/2<ℓ≤L
ℓ 6=k





σ̃N,kℓ − σ−,k
ℓ

σ−,k
ℓ − λ



 = O
( logL

L3

)

.

Altogether we thus have proved that for n > L

∏

1≤ℓ≤L
ℓ 6=k

σ̃N,k − λ

σ−,k
ℓ − λ

− 1 = O
( 1

L2

)

.

Actually, these asymptotic estimates hold not only for λ ∈ Γ−
n , but also for

any λ in the interior of Γ−
n , uniformly in 1 ≤ k ≤ L and n > L. Fur-

thermore, one verifies in a straightforward way that ζ−,kn (λ) = O(1) for
λ ∈ Γ−

n and in the interior of Γ−
n . To prove the claimed estimate note that

∫

Γ−
n
ζ−,kn (λ)σ

−,k
n −λ
w−

n (λ)
dλ = 0 by the definition of

(

σ−,k
ℓ

)

ℓ 6=k, implying that

Fkn(s̃
N,k) =

∫

Γ−
n

ζ−,kn (λ)
(

∏

1≤ℓ≤L
ℓ 6=k

σ̃N,k − λ

σ−,k
ℓ − λ

− 1)
σ−,k
n − λ

w−
n (λ)

dλ.

In the case γ−n = 0, one has σ−,k
n −λ
w−

n (λ)
= 1 and as the integrand is analytic in

λ the latter integral vanishes by Cauchy’s theorem. In the case γ−n > 0 we
deform the contour Γ−

n to the interval [λ−2n−1, λ
−
2n] to conclude by the mean

value theorem that

Fkn(s̃
N,k) = O

( 1

L2
γ−n
)

= O
( 1

L4
n2γ−n

)

.

The claimed estimate then follows from the assumption that α, β ∈ C2
0(T).

Going through the arguments of the proof one verifies the claimed uniformity
statement. �

Proof of Theorem 5.1. Combining (5.12) and (5.18) yields

‖Fk(s̃N,k)‖ℓ2 = O
( 1

L5/2

)

uniformly for 1 ≤ k ≤ L. As for any 1 ≤ k ≤ L, Fk(s̃−,k) = 0 (cf (5.10)),
s̃N,k ∈ V k (Lemma 5.3), Fk is 1 − 1 and together with its inverse uniformly
Lipschitz on V k (Lemma 5.2) we then get the claimed estimate

‖σ̃N,k − σ−,k‖ℓ2 = ‖s̃N,k − s−,k‖ℓ2 = O
( 1

L5/2

)

.
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Going through the arguments of the proof one verifies the claimed uniformity
statement. �

6 Leading order asymptotics

In this section we compute the leading order asymptotics of the Toda fre-
quencies ωNn . In particular we prove the asymptotics (1.5) in the bulk. In
addition we identify the principal contributions in the formulas (4.9) to the
asymptotics of ωNn at the two edges.

Remark 6.1 We recall that for the remainder of the paper we set M =
[F (N)] and L = [F (M)] where F : N → R≥1 satisfies (F ) with η ≤ 1/3.
Then (5.1) holds and the asymptotics of Theorem 1.2 and Theorem 3.2 at
the right and left edges read as follows: for any 1 ≤ n ≤ L

8N2INn = I−n +O((
M2

N
+ γ−n )

L

M1/2
) 8N2INN−n = I+n +O((

M2

N
+ γ+n )

L

M1/2
)

JNn − J−
n , J

N
N−n − J+

n = O(
L

M1/2
)

Proposition 6.2 Uniformly for M < n < N −M and on bounded subsets
of functions α, β in C2

0 (T)

ωNn = 2
(

sin
nπ

N

)(

1 +O
( logM

M2

))

.

Proof: By (4.7) there exists µ∗ ∈ [λN2n−1, λ
N
2n] so that

ωNn = +

√

(λN2N−1 − µ∗)(µ∗ − λN0 )
∏

k 6=n
1≤k<N

+

√

(λN2k − µ∗)(λ
N
2k−1 − µ∗)

|σN,nk − µ∗|

By Theorem 2.1, µ∗ = −2 cos nπ
N
+O

(

1
N2M

)

, λN0 = −2+O(N−2), and λN2N−1 =
2 +O(N−2). Hence

(λN2N−1 − µ∗)(µ∗ − λN0 ) = 4 sin2 nπ

N
+O

( 1

N2

)

.
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As sin nπ
N

≥ sin Mπ
N

= O
(

M
N

)

for M < n < N −M ,

+

√

(λN2N−1 − µ∗)(µ∗ − λN0 ) = (2 sin
nπ

N
)
(

1 +O
( 1

M2

))

. (6.1)

Next we write

∏

k 6=n
0<k<N

√

(λN2k − µ∗)(λN2k−1 − µ∗)

|σN,nk − µ∗|
=
(

∏

k 6=n
0<k<N

|λN2k − µ∗|
|σN,nk − µ∗|

∏

k 6=n
0<k<N

|λN2k−1 − µ∗|
|σN,nk − µ∗|

)1/2

.

The two products are estimated in the same way, so we concentrate on the

first one. Note that 0 <
λN2k−µ∗
σN,n
k −µ∗

= 1 +
λN2k−σ

N,n
k

σN,n
k −µ∗

for any k 6= n. It will turn

out that
λN2k−σ

N,n
k

σN,n
k −µ∗

is very small so that we can write

∏

k 6=n
0<k<N

λN2k − µ∗

σN,nk − µ∗
= exp

(

∑

k 6=n
0<k<N

log
(

1 +
λN2k − σN,nk

σN,nk − µ∗

)

)

(6.2)

and get the estimate

exp
(

∑

k 6=n
0<k<N

log
(

1 +
λN2k − σN,nk

σN,nk − µ∗

)

)

− 1 = O(
∑

k 6=n
0<k<N

|λN2k − σN,nk |
|σN,nk − µ∗|

).

The latter sum is split up and as λN2k−1 ≤ σN,nk ≤ λN2k can be estimated as
follows

∑

k 6=n
0<k<N

|λN2k − σN,nk |
|σN,nk − µ∗|

≤
∑

0<k<n

γNk
λN2n−1 − λN2k

+
∑

n<k<N

γNk
λN2k−1 − λN2n

.

Taking into account that η ≤ 1/3 and hence M3

N
= o(1), the right hand side

of the latter inequality is O( logM
M2 ) by Proposition A.1 (ii). Altogether we

thus have proved that

∏

k 6=n
0<k<N

√

(λN2k − µ∗)(λN2k−1 − µ∗)

|σN,nk − µ∗|
= 1 +O(

logM

M2
).

Combined with (6.1), we then obtain the stated estimate. Going through the
arguments of the proof, one verifies the claimed uniformity statement. �
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Proposition 6.3 Uniformly for 1 ≤ n ≤ M and on bounded subsets of
functions α, β in C2

0(T) one has (i) ωNn = O
(

n
N

)

and (ii) ωNN−n = O
(

n
N

)

.

Proof: The estimates (i) and (ii) are proved in the same way and so we
concentrate on (i) only. We use again formula (4.7). As by Theorem 2.1

λN2N−1−µ∗ ≤ 4− λ+0 + λ−2n−1

4N2
+O

(

M2

N3

)

, µ∗−λN0 ≤ λ−2n − λ−0
4N2

+O

(

M2

N3

)

one gets

+

√

(λN2N−1 − µ∗)(µ∗ − λN0 ) = O
(

√

λ−2n − λ−0
N

)

= O
( n

N

)

. (6.3)

Next we need to estimate the product

∏

k 6=n

+

√

(λN2k − µ∗)(λN2k−1 − µ∗)

|σN,nk − µ∗|
=
(

∏

k 6=n
1≤k<N

|λN2k − µ∗|
|σN,nk − µ∗|

)1/2( ∏

k 6=n
1≤k<N

|λN2k−1 − µ∗|
|σN,nk − µ∗|

)1/2

.

The two products in the latter expression are estimated in the same way
and thus we concentrate again on the first one. Argue as in the proof of
Proposition 6.2 and use that by Proposition A.1(i)

∑

k 6=n
0<k<N

|λN2k − σN,nk |
|σN,nk − µ∗|

≤
∑

0<k<n

γNk
λN2n−1 − λN2k

+
∑

n<k<N

γNk
λN2k−1 − λN2n

= O(1)

to conclude that
(
∏

k 6=n
1≤k<N

|λN2k−µ∗|
|σN,n

k −µ∗|

)1/2
= O(1). Substituting the obtained

estimates into formula (4.7) yields (i). Going through the arguments of the
proof one verifies the claimed uniformity. �

We now use the rough estimates of the Toda frequencies ωNn obtained above
to identify the principal contributions in the formulas (4.9),

iNωNn =

n
∑

j=1

∫ λN2j−1

λN2j−2

(µ− 1
N
pN)∆̇N (µ)dµ

c
√

∆N (µ)2 − 4
−
∑

k∈JN

INk ω
N
k

n
∑

j=1

∫ λN2j−1

λN2j−2

ϕNk (µ)dµ
c
√

χN(µ)
,

to their asymptotics at the two edges. Recall that pN =
∑N

i=1 b
N
i and χN is

the characteristic polynomial, defined by (4.1).
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Proposition 6.4 Uniformly for 1 ≤ n ≤M , n ≤M0 ≤ M, and on bounded
subsets of functions α, β in C2

0(T)

ωNn =
2πn

N
− π

4N3

n
∑

j=1

λ−2j−2 − (P1)− (P2)− (P3) + Error (6.4)

where

(P1) :=
1

4N3

n
∑

j=1

∫ νN2j−1

νN2j−2

arccos
((−1)N+j

2
∆N

(

− 2 +
λ

4N2

))

dλ

(P2) :=
1

N

∑

1≤k≤M0

IN
k

6=0

INk ω
N
k

∫

IN
n

ϕNk (µ)

i c
√

χN (µ)
dµ, (P3) :=

1

N

∑

M0<k≤M
INk ω

N
k

∫

IN
n

ϕNk (µ)

i c
√

χN(µ)
dµ

with νNj = 4N2(2 + λNj ), INn := [λN0 , λ
N
2n−1]\

(

∪n−1
j=1 [λN2j−1, λ

N
2j]
)

, and

Error = O
( 1

N3

(nM2

N
+

n

M3

)

)

(6.5)

Furthermore,

(P3) = O
( log(n + 1)

N3
(
1

M5
0

+
M4 logM

N2
)
)

. (6.6)

Remark 6.5 The integer M0 in the statement of Proposition 6.4 is a free
parameter for which different choices will be made in the course of the proof of
Theorem 1.1: in the proof of Proposition 7.1, Proposition 6.4 will be applied
for 1 ≤ n ≤ M with M0 = M whereas in the proof of Theorem 7.4 we apply
it for 1 ≤ n ≤ L with M0 = L.

Proof. For any 1 ≤ n ≤ M, write the formula (4.9) for the nth frequency,
recalled above, as a sum ωNn = (T1) + (T2)− (T3)− (T4) where

(T1) := − 2

N

n
∑

j=1

∫ λN2j−1

λN2j−2

∆̇N (µ)dµ

i c
√

∆2
N (µ)− 4

− pN

N2

n
∑

j=1

∫ λN2j−1

λN2j−2

∆̇N (µ)dµ

i c
√

∆2
N (µ)− 4

(6.7)

(T2) :=
1

N

n
∑

j=1

∫ λN2j−1

λN2j−2

(µ+ 2)∆̇N(µ)dµ

i c
√

∆2
N (µ)− 4

(6.8)
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(T3) :=
1

N

∑

1≤k≤M0

IN
k

6=0

INk ω
N
k

n
∑

j=1

∫ λN2j−1

λN2j−2

ϕNk (µ)dµ

i c
√

χN(µ)
. (6.9)

(T4) :=
1

N

∑

M0<k<N
IN
k

6=0

INk ω
N
k

n
∑

j=1

∫ λN2j−1

λN2j−2

ϕNk (µ)dµ

i c
√

χN (µ)
(6.10)

The various terms are treated individually. We begin with the term (T1).
Notice that |∆N (µ)| < 2 ∀µ ∈ (λN2j−2, λ

N
2j−1) and

∆N (λ
N
2j−1) = 2(−1)N+j, ∆N (λ

N
2j−2) = 2(−1)N+j+1

and denote by arccos(x) the principal branch of the inverse of cosine, defined
on [−1, 1] with arccos(−1) = π and arccos(1) = 0. Then for s ∈ {±1}

d

dµ
arccos

(

(−1)s∆N(µ)

2

)

= − ∆̇N (µ)(−1)s

+
√

4−∆N(µ)2
∀ µ ∈ (λ2j−2, λ2j−1).

As by the definition of the c-root, +
√

4−∆N(µ)2 = (−1)N+1+ji c
√

∆N(µ)2 − 4

one concludes that ∆̇N (µ)

i c
√

∆N (µ)2−4
= d

dµ
arccos

(

(−1)N+j∆N (µ)
2

)

and hence

∫ λN2j−1

λN2j−2

∆̇N(µ)

i c
√

∆2
N(µ)− 4

dµ = −π.

Finally, as pN = O(N−3) by [2, Proposition 8.1],

(T1) =
2πn

N
+O

( n

N5

)

. (6.11)

To estimate the term (T2) integrate by parts to get for (T2)

n
∑

j=1

µ+ 2

N
arccos((−1)N+j∆N(µ)

2
)






λN2j−1

λN2j−2

− 1

N

n
∑

j=1

∫ λN2j−1

λN2j−2

arccos((−1)N+j∆N(µ)

2
)dµ

= − π

4N3

n
∑

j=1

νN2j−2 −
1

4N3

n
∑

j=1

∫ νN2j−1

νN2j−2

arccos
((−1)N+j

2
∆N

(

− 2 +
λ

4N2

))

dλ
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where we made the change of variable of integration µ = −2 + λ/4N2. As
by Theorem 2.1 νNj = λ−j +O(M2/N)

(T2) = − π

4N3

n
∑

j=1

λN2j−2 +O
(nM2

N4

)

− (P1). (6.12)

Next observe that (T3) = (P2). Concerning (T4) note that the summation
indices k, j in the definition of (T4) satisfy n < k and j ≤ n, implying that

the improper Riemann integral
∫ λN2j−1

λN2j−2

ϕN
k (µ)dµ

i c
√
χN (µ)

exists even if INk = 0. Hence

splitting up (T4) we get (T4) = (P3) + (E1) + (E2) + (E3) where

(E1) :=
∑

M<k≤N
2

. . . (E2) :=
∑

N
2
<k<N−M

. . . (E3) :=
∑

N−M≤k<N
. . .

In fact,
∫ λN2j−1

λN2j−2

ϕN
k (µ)

c
√
χN (µ)

dµ = O
(

1
τNk −τNj

1
N

)

for such k, j by Lemma B.1 yielding

(T4) = O
(

∑

n<k<N

INk ω
N
k

n
∑

j=1

1

τNk − τNj

1

N2

)

.

Concerning the estimate (6.6), note that for 1 ≤ j ≤ n and n < k ≤ M ,
1

τNk −τNj
= O

(

N2

k2−j2
)

(cf Theorem 2.1), INk = O
(

1
kN2 ((γ

−
k )

2+ M4

N2 )
)

(Proposition

3.1), and ωNk = O( k
N
) (Proposition 6.3). As ((k2γ−k )

2)k≥1 is summable and
∑n

j=1
1

k2−j2 = O( log(n+1)
k

) (Lemma C.7) one has for any n ≤M0 ≤ M ,

(P3) =O
(

∑

M0<k≤M
1≤j≤n

1

N3

((k2γ−k )
2

k4
1

k2 − j2
+
M4

N2

1

k2 − j2
)

)

=O
( log(n+ 1)

N3
(
1

M5
0

+
M4 logM

N2
)
)

.

To estimate (E1) note that for M < k ≤ N/2, ωNk = O
(

sin kπ
N

)

(Proposi-
tion 6.2), INk = O

(

1
M2N2

1
k

)

(Proposition 3.1), and 1
τNk −τNj

= O
(

1
cos kπ

N
−cos Mπ

N

)

(Theorem 2.1, Lemma A.2). By Lemma C.5 one then concludes that

(E1) =
∑

M<k≤N
2

∑

1≤j≤n
O
( 1

M2N2

1

k

sin kπ
N

cos kπ
N

− cos Mπ
N

1

N2

)

= O
( n

M3N3

)

. (6.13)
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To estimate (E2), observe that ωNk = O(sin kπ
N
) (Proposition 6.3), INk =

O
(

1
M2N2

1
N−k

)

(Proposition 3.1), and 1
τNk −τNj

= O(1) (Theorem 2.1, cf Lemma

A.2)) and hence

(E2) = O
(

∑

N
2
≤k<N−M

∑

1≤j≤n

1

M2N2

sin kπ
N

N − k

1

N2

)

= O
( n

M2N4

)

(6.14)

where we used that
∑

N
2
≤k<N−M

1
N−k sin

kπ
N

=
∑

M<ℓ≤N
2

1
ℓ
sin (N−ℓ)π

N
is bounded

as sin (N−ℓ)π
N

= sin ℓπ
N

≤ ℓπ
N
. Finally we consider (E3). Changing the index

of summation, ℓ = N − k and using that ωNN−ℓ = O( ℓ
N
) (Proposition 6.3),

INN−ℓ = O
(

1
ℓN2 ((γ

+
ℓ )

2 + M4

N2 )
))

(Proposition 3.1), and 1
τNN−ℓ−τNj

= O(1) (Theo-

rem 2.1, cf Lemma A.2))

(E3) = O
(

∑

1≤ℓ≤M

∑

1≤j≤n
INN−ℓω

N
N−ℓ

1

N2

)

= O
( n

N5

)

. (6.15)

Combining the estimates obtained for (E1), (E2), and (E3) yields the claimed
bound (6.5). Going through the arguments of the proof one verifies that the
claimed uniformity statement holds. �

7 End of proof of Theorem 1.1

In this section we complete the proof of Theorem 1.1 using the results ob-
tained so far together with auxilary estimates obtained in Appendix D. First
we prove the asymptotics (1.6) for the frequencies near the edges.

Proposition 7.1 Uniformly for 1 ≤ n ≤ M and on bounded subsets of
functions α, β in C2

0(T) one has ωNn , ω
N
N−n = 2πn

N
+O

(

n3

N3

)

.

Proof. The asymptotics of ωNn and ωNN−n are shown in a similar way so we
concentrate on ωNn . Starting point is formula (6.4) with the choice M0 =M,

ωNn − 2πn

N
= − π

4N3

n
∑

j=1

λ−2j−2 − (P1)− (P2) + Error.

Note that
∑n

j=1 λ
−
2j−2 = O

(

n3
)

(asymptotics of (λ−j )j≥1) and (P1) = O
(

n2

N3

)

(Theorem 2.1) where (P1) = 1
4N3

∑n
j=1

∫ νN2j−1

νN2j−2
arccos

( (−1)N+j

2
∆N

(

−2+ λ
4N2

))

dλ.
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Concerning (P2) = 1
N

∑

INk 6=0,1≤k≤M INk ω
N
k

∫

IN
n

ϕN
k (µ)

i c
√
χN (µ)

dµ note that N2INk =

O
(

1
k
((γ−k )

2 + M4

N2 )
)

(Proposition 3.1),
∑∞

k=1 k
4(γ−k )

2 < ∞ (q− ∈ C2
0(T)),

INk
γNk

= O(1) (Remark 3.3, Theorem 3.2), and ωNk = O
(

k
N

)

(Proposition 6.4).

It then follows from Corollary D.2, D.4, D.6, D.8, D.10, and Corollary D.12

that (P2) = O( 1
N3 ). As Error = O

(

1
N3

(

nM2

N
+ n

M3

)

)

(Proposition 6.4) and

thus Error = O
(

1
N3

)

, the stated asymptotics follow. Going through the
arguments of the proof one verifies that the claimed uniformity statement
holds. �

To prove the asymptotics (1.3) for the frequencies at the left edge. the
starting point is formula (6.4) with the choice M0 = L,

ωNn − 2πn

N
= − π

4N3

n
∑

j=1

λ−2j−2 − (P1)− (P2)− (P3) + Error. (7.1)

First consider (P1) = 1
4N3

∑n
j=1

∫ νN2j−1

νN2j−2
arccos

( (−1)N+j

2
∆N

(

− 2 + λ
4N2

))

dλ.

Lemma 7.2 Uniformly for 1 ≤ n ≤ L and on bounded subsets of functions
α, β in C2

0 (T)

−π
n
∑

j=1

λ−2j−2− 4N3(P1) =
∑

1≤j≤n

∫ λ−2j−1

λ−2j−2

λ∆̇−(λ)

i c
√

∆2
−(λ)− 4

dλ+O
( n2L

M1/2

)

. (7.2)

Proof. Integrating by parts, one gets for any 1 ≤ j ≤ n

∫ λ−2j−1

λ−2j−2

λ∆̇−(λ)

i c
√

∆−(λ)2 − 4
dλ = −πλ−2j−2 −

∫ λ−2j−1

λ−2j−2

arccos

(

(−1)j

2
∆(λ)

)

dλ.

To estimate the difference of (QN
j ) =

∫ νN2j−1

νN2j−2
arccos

(

(−1)N+j

2
∆N

(

−2 + λ
4N2

)

)

dλ

with the corresponding KdV integral, (Q−
j ) =

∫ λ−2j−1

λ−2j−2

arccos
(

(−1)j

2
∆− (λ)

)

dλ,

we use that arccos is 1
2
−Hölder continuous. Indeed, making in the integral

(QN
j ) the change of variable [0, δ−j ] → [λ−2j−1, λ

−
2j−2], x 7→ λ(x) = νN2j−2 + hNj x

with δ−j = λ−2j−1 − λ−2j−2 and hNj =
νN2j−1−νN2j−2

λ−2j−1−λ
−
2j−2

, the difference (QN
j ) − (Q−

j )

takes the form

hNj

∫ δ−j

0

f(x)dx + (hNj − 1)

∫ δ−j

0

arccos
((−1)j

2
∆−(λ

−
2j−2 + x)

)

dx (7.3)
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where f(x) := arccos
( (−1)j

2
∆N(λ(x))

)

− arccos
( (−1)j

2
∆−(λ

−
2j−2+x)

)

satisfies
by Theorem 2.2

f(x) = arccos
((−1)j

2
∆−(λ(x)) +O

(L2

M

))

− arccos
((−1)j

2
∆−(λ

−
2j−2 + x)

)

.

Let us first consider the second term on the right hand side of (7.3). As
the length δ−j of the j’th band satisfies 1/δ−j = O(1/j), one concludes from

Theorem 2.1 that hNj = 1 +O
(

M2

jN

)

. Hence

(hNj − 1)

∫ δ−j

0

arccos
((−1)j

2
∆−(λ

−
2j−2 + x)

)

dx = O
(M2

N

)

.

Towards the first term on the right hand side of (7.3), note that by the
Lipschitz continuity of ∆−, ∆−(λ(x))−∆−(λ

−
2j−2+x) = O

(

λ(x)−λ−2j−2−x
)

.
As λ(x)− (λ−2j−2 + x) = νN2j−2 − λ−2j−2 + (hNj − 1)x it follows that

∆−(λ(x))−∆−(λ
−
2j−2 + x) = O

(

j
M2

N

)

,

and hence, by the 1
2
−Hölder continuity of arccos, f(x) = O( L

M1/2 ) (use that

by (5.1), jM
2

N
≤ L2

M
), implying that

hNj

∫ δ−j

0

f(x)dx = O
(

j
L

M1/2

)

.

Combining the obtained estimates, the stated asymptotics follow. Going
through the arguments of the proof one verifies that the claimed uniformity
statement holds. �

Next we consider the term (P2) = 1
N

∑

1≤k≤L
IN
k

6=0

INk ω
N
k

∫

IN
n

ϕN
k (µ)

i c
√
χN (µ)

dµ in (7.1).

In Appendix D we show that the analogous expression for KdV plays an im-
portant role in describing the asymptotics of (P2). The asymptotics proved

in the lemmas of Appendix D show that γNk
∫

IN
n

ϕN
k (µ)

i c
√
χN (µ)

dµ stays bounded if

INk approaches 0. By Theorem 3.2, (P2) can thus be written alternatively as

(P2) = 1
N

∑

1≤k≤L J
N
k ω

N
k · γNk

∫

IN
n

ϕN
k (µ)

i c
√
χN (µ)

dµ.
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Lemma 7.3 Uniformly for 1 ≤ n ≤ L and on bounded subsets of functions
α, β in C2

0 (T)

(P2) =
1

8N3

∑

1≤k≤L
I−
k

6=0

I−k

∫

I−
n

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
( 1

N3
(
L

M1/2
+

1

L5/2
)
)

. (7.4)

Proof. Using the terminology of Appendix D, decompose (P2) into three
parts,

(P2) =
1

N

∑

1≤k≤L
IN
k

6=0,k 6=n

INk ω
N
k

∫

IN
n

ϕNk (µ)

i c
√

χN(µ)
dµ

+
1

N
INn ω

N
n

∫

IN
n \CN

n

ϕNn (µ)

i c
√

χN(µ)
dµ +

1

4N3
JNn ω

N
n γ̃

N
n

∫

CN
n

ϕNn (µ)

i c
√

χN(µ)
dµ

where we used that INn = JNn γ̃
N
n and γ̃Nn = 4N2γNn . The three parts are

treated separately, but in a similar way, using the asymptotics of INk (Ap-
pendix 3), ωNk (Proposition 7.1), and the integrals (Section D). Each of them
yields O

(

1
N3 (

L
M1/2 +

1
L5/2 )

)

as an error term. Let us compute the asymptotics
for the third part in more detail. Write it as

JNn ω
N
n γ̃

N
n

∫

CN
n

ϕNn (µ)

i c
√

χN (µ)
dµ = J−

n γ
−
n

∫

C−
n

ψ−
n (λ)

i c
√

∆2
−(λ)− 4

dλ+(T1)+(T2)+(T3)

where (T1) := (JNn −J−
n )ω

N
n γ̃

N
n

∫

CN
n

ϕN
n (µ)dµ

i c
√
χN (µ)

, (T2) := J−
n (ω

N
n −2πn

N
)γ̃Nn

∫

CN
n

ϕN
n (µ)dµ

i c
√
χN (µ)

,

(T3) := J−
n

(2πn

N
γ̃Nn

∫

CN
n

ϕNn (µ)

i c
√

χN (µ)
dµ− γ−n

∫

C−
n

ψ−
n (λ)

i c
√

∆2
−(λ)− 4

dλ
)

.

For any 1 ≤ k ≤ L, one has JNk −J−
k = O( L

M1/2 ) (Theorem 3.2, Remark 6.1),

ωNn = 2πn
N

+O
(

n3

N3

)

(Proposition 7.1) and by Lemma D.9,

2πn

N
γ̃Nn

∫

CN
n

ϕNn (µ)

i c
√

χN(µ)
dµ = γ−n

∫

C−
n

ψ−
n (λ)

i c
√

∆−(λ)2 − 4
dλ+O(

L

M1/2
+

1

L5/2
).

Furthermore, J−
n = O(n−5) ([16]), ωNn = O( n

N
) (Proposition 7.1), and finally

γ̃Nn
∫

CN
n

ϕN
n (µ)

i c
√
χN (µ)

dµ = O(N
n
) (Corollary D.10). Combining all these estimates

45



and using that J−
n γ

−
n = I−n /2 one then concludes that

JNn ω
N
n γ̃

N
n

∫

CN
n

ϕNn (µ)

i c
√

χN(µ)
dµ =

1

2
I−n

∫

C−
n

ψ−
n (λ)

i c
√

∆−(λ)2 − 4
dλ+O(

L

M1/2
+

1

L5/2
).

As already mentioned above, the first second part in the decomposition of
(P2) are estimated in a similar way. Going through the arguments of the
proof one verifies that the claimed uniformity statement holds. �

Combining the results obtained so far we get the following asymtptotics for
the frequencies at the left edge.

Theorem 7.4 Uniformly for 1 ≤ n ≤ L and on bounded subsets of functions
α, β in C2

0 (T),

ωNn =
2πn

N
− 1

24

1

(2N)3
ω−
n +O

( 1

N3
(
n2L

M1/2
+

1

L5/2
)
)

(7.5)

Remark 7.5 Correspondingly, the asymptotics of ωNN−n are given by ωNN−n =
2πn
N

− 1
24

1
(2N)3

ω+
n +O

(

1
N3 (

n2L
M1/2 +

1
L5/2 )

)

.

Proof. By (7.1), Lemma 7.2 and Lemma 7.3, one has for any 1 ≤ n ≤ L,

ωNn =
2πn

N
+

1

4N3

∑

1≤j≤n

∫ λ−2j−1

λ−2j−2

λ∆̇−(λ)

i c
√

∆2
−(λ)− 4

dλ+O
( 1

4N3

n2L

M1/2

)

− 1

8N3

∑

1≤k≤L
I−
k

6=0

I−k

∫

I−
n

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
( 1

N3
(
L

M1/2
+

1

L5/2
)
)

−(P3)+Error.

By the formula for the KdV frequencies of Proposition 4.6, we thus get

ωNn =
2πn

N
− 1

8N3

1

24
ω−
n +

1

8N3

1

24

∑

k>L
I−
k

6=0

I−k

∫

I−
n

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ

+O
( 1

N3
(
n2L

M1/2
+

1

L5/2
)
)

− (P3) + Error.

By Proposition 6.4, Error = O
(

1
N3 (

nM2

N
+ n

M3 )
)

. As by (5.1), nM2

N
≤ n2L

M1/2

and n
M3 ≤ 1

L5/2 , one concludes that Error = O
(

1
N3 (

n2L
M1/2 +

1
L5/2 )

)

. Taking into
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account in addition that M0 = L, Proposition 6.4 also implies that (P3) =
O
(

1
N3 (

n2L
M1/2 +

1
L5/2 )

)

. Arguing as in Appendix B one sees that for any k > L,
∫

I−
n

ψ−
k (λ)

i c
√

∆2
−(λ)−4

dλ = O
( log(n+1)

k2

)

. As α, β ∈ C2
0 (T), one has

∑∞
k=1 k

5I−k <

∞ ([17]), implying that
∑

k>L
I−
k

6=0

I−k
∫

I−
n

ψ−
k (λ)

i c
√

∆2
−(λ)−4

dλ = O
(

logL
L5

)

. Hence the

stated asymptotics are proved. Going through the arguments of the proof
one verifies that the claimed uniformity statement holds. �

Proof of Theorem 1.1 By Theorem 7.4 and the definitions of HN
KdV and ω−

n ,
the claimed asymtotics (1.3) of the frequencies at the left edge hold. The
asymptotics (1.4) of the frequencies at the right edge are proved using the
symmetry of Toda chains, discussed in Appendix E. Indeed, let

β̃(x) := −β(−x); α̃(x) := α(−x); q̃−(x) = −2α̃(2x) + β̃(2x)

and note that q̃−(−x) = q+(x). Furthermore, one verifies in a straightforward
way that the periodic eigenvalues of −∂2x + q̃−(−x) coincide with the ones
of −∂2x + q̃−(x). Hence q+ and q̃− have the same actions and the same KdV
frequencies. In view of Appendix E one has b̃Nn = −bNN−n = 1

4N2 β̃(
n
N
) and

ãNn = aNN−n−1 = 1 +
1

4N2
α̃(
n+ 1

N
) = 1 +

1

4N2
α̃(
n

N
) +O

( 1

N3

)

.

By (E.1), the claimed asymptotics (1.4) then follow from (1.3), applied to β̃
and α̃. Alternatively, one can derive the asymptotics (1.4) from (1.3) using
Corollary E.2. The asymptotics (1.6) of the frequencies near the left and
right edges are established in Proposition 7.1. Finally the asymptotics (1.5)
of the frequencies in the bulk are given in 6.2. �

A Spectral estimates

In this appendix we apply Theorem 2.1 to prove formulas involving, the
eigenvalues of the Jacobi matrices Qα,β

N , used at various places of the paper.

Proposition A.1 Under the same assumptions as in Theorem 2.1 the fol-
lowing estimates hold uniformly in 1 ≤ n ≤ N/2 and on bounded subsets of
functions α, β ∈ C2

0(T):
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(i) If 1 ≤ n ≤M, then

∑

0<k<n

γNk
λN2n−1 − λN2k

,
∑

n<k≤M

γNk
λN2k−1 − λN2n

= O(
1

n
),

∑

M<k≤N/2

γNk
λN2k−1 − λN2n

= O(
logM

M2
),

∑

N/2<k<N−M

γNk
λN2k−1 − λN2n

= O(
1

NM
),

∑

N−M≤k<N

γNk
λN2k−1 − λN2n

= O(
1

N2
+
M3

N3
).

(ii) If M < n ≤ N/2, then

∑

0<k≤M

γNk
λN2n−1 − λN2k

= O(
1

M2
+
M logM

N
)

∑

M<k<n

γNk
λN2n−1 − λN2k

,
∑

n<k≤N
2

γNk
λN2k−1 − λN2n

= O(
logM

M2
),

∑

N
2
<k<N−M

γNk
λN2k−1 − λN2n

= O(
logM

M2
),

∑

N−M≤k<N

γNk
λN2k−1 − λN2n

= O(
1

N2
+
M3

N3
).

Analogous results hold for N/2 < n < N .

To prove Proposition A.1 we first establish the following auxilary result.

Lemma A.2 Under the same assumptions as in Theorem 2.1 there exist
N0 ≥ 3 and C ≥ 1 so that

λN2n−1 − λN2k ≥
1

C

n2 − k2

N2
∀ 0 ≤ k < n ≤ N

2

λN2k−1 − λN2n ≥ 1

C

k2 − n2

N2
∀ 0 ≤ n < k ≤ N

2

where C and N0 can be chosen uniformly for k, n and on bounded subsets
of α, β ∈ C2

0 (T). Similar estimates hold for N
2

≤ k < n ≤ N respectively
N
2
≤ n < k ≤ N .

Proof of Lemma A.2. Recall from [16, Proposition B.11] that the periodic
eigenvalues of Hill operators are compact functions of the potential on L2(T).
It then follows from the Counting Lemma that for any k ≥ 0, the k’th band
length λ−2k+1−λ−2k can be estimated from below uniformly on bounded subsets
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of functions α, β ∈ C2
0 (T). Furthermore, λ−2ℓ, λ

−
2ℓ−1 =

ℓ2π2

N2 + O( 1
ℓ2
) as ℓ → ∞

where the error term is uniform on bounded subsets of functions α, β ∈ C2
0(T)

(cf e.g. [17] ). After these preparations we can prove the claimed estimates.
For the following we choose N ≥ N0 with N0 ≥ 3 sufficienly large. Let us first
consider the case where 0 < n ≤ M. If 0 ≤ k < n, it follows from the above
lower bound of the spectral bands and Theorem 2.1 that λN2n−1−λN2k ≥ 1

C
n2−k2
N2

for some C ≥ 1. The case where n < k ≤M can be treated in the same way.
If M < k ≤ N

2
, write

λN2k−1 − λN2n = (λN2k−1 + 2 cos
Mπ

N
) + (−2 cos

Mπ

N
− λN2M) + (λN2M − λN2n)

and estimate each expression in a bracket separately. We have already seen
that λN2M −λN2n ≥ 1

C
M2−n2

N2 . As by Theorem 2.1, λN2k−1 = −2 cos kπ
N
+O( 1

N2M
)

it follows from (C.1) that

λN2k−1 + 2 cos
Mπ

N
= (2 cos

Mπ

N
− 2 cos

kπ

N
)(1 +O(

1

M2
)).

Hence by (C.2) there exists C ≥ 1 so that λN2k−1 + 2 cos Mπ
N

≥ 1
C
k2−M2

N2 .
Finally, by Theorem 2.1 and the asymptotics of the eigenvalues λ−ℓ reviewed

above, λN2M = −2 + M2π2

N2 + O( 1
N2M2 ) whereas by a straightforward Taylor

expansion, 2 cos Mπ
N

= 2− M2π2

N2 +O(M
4

N4 ). Hence we get −2 cos Mπ
N

− λN2M =

O( 1
N2 (

1
M2 +

M4

N2 )). In view of the assumption η < 1/2 in (F ), we then conclude

that for C ≥ 1 sufficiently large, λN2k−1 − λN2n ≥ 1
C
k2−n2

N2 . The case where
M < n ≤ N

2
is treated in a similar fashion. Going through the arguments of

the proof one verifies that C ≥ 1 and N0 ≥ 3 can be chosen uniformly for
k, n and for bounded subsets of functions α, β ∈ C2

0(T). The estimates for
N
2
≤ k < n ≤ N respectively N

2
≤ n < k ≤ N are proven in the same way. �

Proof of Proposition A.1. (i) By Lemma A.2 and Theorem 2.1

∑

0<k<n

γNk
λN2n−1 − λN2k

= O(
∑

0<k<n

γ−k
n2 − k2

+
M2

N

∑

0<k<n

1

n2 − k2
) = O(

1

n
)

Similarly,
∑

n<k≤M
γNk

λN2k−1−λN2n
= O( 1

n
) and in view of Lemma C.7 one gets

∑

M<k≤N/2

γNk
λN2k−1 − λN2n

≤ O(
1

M

∑

M<k≤N/2

1

k2 − n2
) = O(

logM

M2
).
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As for any N
2
< k < N −M and N sufficiently large, λN2k−1 − λN2n ≥ 1

C
and

γNk = O( 1
N2M

) one concludes

∑

N/2<k<N−M

γNk
λN2k−1 − λN2n

= O(
1

NM
)

Finally, by similar arguments and taking into account that γNk = O(
γ+N−k

N2 +
M2

N3 ) for N −M ≤ k < N one gets

∑

N−M≤k<N

γNk
λN2k−1 − λN2n

= O(
1

N2

∑

1≤ℓ≤M
γ+ℓ +

M3

N3
) = O(

1

N2
+
M3

N3
).

(ii) The claimed estimates are proved in a similar way as the ones of item (i).

We only mention that to prove
∑

0<k≤M
γNk

λN2n−1−λN2k
= O( 1

M2 +
M logM

N
) we split

the sum
∑

0<k≤M =
∑

0<k≤M
2
+
∑

M
2
<k≤M and use that

∑

ℓ>0(ℓ
2γ−ℓ )

2 < ∞
and for the estimate

∑

N
2
<k<N−M

γNk
λN2k−1−λN2n

= O( logM
M2 ) we use that λN2k−1 −

λN2n = −2 cos kπ
N

+ 2 cos nπ
N

+ O( 1
N2M

), cos nπ
N

≥ 0 and − cos kπ
N

= cos (N−k)π
N

to conclude that by Lemma C.4

∑

N
2
<k<N−M

γNk
λN2k−1 − λN2n

= O(
1

N2M

∑

M<k<N
2

1

cos kπ
N

) = O(
logM

M2
).

Going through the arguments of the proofs of item (i) and (ii) one verifies
that the estimates hold uniformly for 1 ≤ n ≤ N

2
and on bounded subsets

of functions α, β ∈ C2
0(T). The estimates for N

2
< n ≤ N are proven in the

same way. �

B Estimates of products

We prove estimates on products needed at various places of the paper.
Throughout this appendix, F : N → R≥1 denotes a function satisfying (F)
with η ≤ 1/3, M = [F (N)], L = [F (M)], and wNk (µ), w

±
k (λ) the standard

roots introduced in Section 5.

In Section 5 and Section 6 we need the following lemmas.
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Lemma B.1 For any 1 ≤ j ≤ M and 0 < k < N , k 6= j, j − 1

∫ λN2j−1

λN2j−2

ϕNk (µ)
c
√

χN(µ)
dµ = O

( 1

τNk − τNj

1

N

)

. (B.1)

The estimate holds uniformly in j, k and uniformly on bounded subsets of
functions α, β in C2

0(T).

Proof. Let us first consider the case j = 1. Then by assumption, k ≥ 2. As

λN2ℓ−1 ≤ σN,kℓ ≤ λN2ℓ one sees that for λ
N
0 ≤ µ ≤ λN1 ,





ϕN
k (µ)√
χN (µ)



 is bounded by

1
+
√

(λN1 − µ)(µ− λN0 )

+
√

λN2 − λN0
+

√

λN2N−1 − λN1

· 1

λN2k−1 − λN1
·
∏

1<ℓ<N
ℓ 6=k

( λN2ℓ − µ

λN2ℓ−1 − µ

)1/2
.

By Lemma C.6 there exists λN0 < ρ ≡ ρN,k1 < λN1 so that

∫ λN1

λN0





ϕNk (µ)
√

χN(µ)



dµ ≤ π
+
√

λN2 − λN0
+

√

λN2N−1 − λN1

· 1

λN2k−1 − λN1
·
∏

1<ℓ<N
ℓ 6=k

( λN2ℓ − ρ

λN2ℓ−1 − ρ

)1/2
.

As
λN2ℓ−ρ
λN2ℓ−1−ρ

= 1 +
γNℓ

λN2ℓ−1−ρ
≤ exp

( γNℓ
λN2ℓ−1−ρ

)

≤ exp
( γNℓ
λN2ℓ−1−λN2

)

one has

∏

ℓ 6=k
ℓ>1

( λN2ℓ − ρ

λN2ℓ−1 − ρ

)1/2 ≤ exp
(1

2

∑

ℓ 6=k
ℓ>1

γNℓ
λN2ℓ−1 − λN2

)

= O(1)

where for the latter estimate we used Proposition A.1. Furthermore, by
Theorem 2.1, λN2N−1 − λN1 = 4 +O

(

1
N2

)

, +
√

λN2 − λN0 = O
(

1
N

)

, and (λN2k−1 −
λN1 )

−1 = O
(

(τNk − τN1 )−1
)

. This proves the claim for j = 1. The case where
2 ≤ j ≤ M is treated in a similar way. Going through the arguments of the
proof one verifies that the claimed uniformity statement holds. �

In Section 5 we introduced the rectangles Γ−
n with top and bottom side given

by [λ−2n−1−2ρ, λ−2n+2ρ]±iρ where ρ > 0 satisfies λ−2ℓ+3ρ < λ−2ℓ+1−3ρ ∀ℓ ≥ 0.
Furthermore, we chose N0 ≥ 3 in such a way that the error term in Theorem
2.1 is smaller than ρ for any N ≥ N0 (cf Lemma 5.3). Then

λ−2ℓ−1 − ρ < νN2ℓ−1 ≤ νN2ℓ < λ−2ℓ + ρ ∀ 1 ≤ ℓ ≤ M. (B.2)
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Lemma B.2 For any µ ≡ µ(λ) = −2 + λ
4N2 with λ ∈ Γ−

n and N ≥ N0,

σN,kℓ − µ

wNℓ (µ)
= 1 +O(

γNℓ
τNℓ − τNn

)

uniformly in 1 ≤ n, k ≤ L, L < ℓ < N , and on bounded subsets of functions
α, β in C2

0 (T).

Proof. Given µ ≡ µ(λ) with λ ∈ Γ−
n , write

σN,k
ℓ −µ
wN

ℓ (µ)
− 1 =

σN,k
ℓ −µ−wN

ℓ (µ)

wN
ℓ (µ)

. We

estimate denumerator and numerator separately. In view of the definition of

Γ−
n and the lower bound λN2n− (−2+

λ−2n
4N2 ) ≥ − ρ

4N2 from (B.2) it follows that

|wNℓ (µ)| ≥ λN2ℓ−1 − (−2 +
λ−2n + ρ

4N2
) ≥ λN2ℓ−1 − λN2n −

2ρ

4N2
.

Hence 1
wN

ℓ (µ)
= O( 1

τNℓ −τNn
). Concerning the numerator, it follows from the

definition of the standard root that

wNℓ (µ) = (τNℓ −µ) +

√

1−
( γNℓ /2

τNℓ − µ

)2
= (τNℓ −µ)+(τNℓ −µ)

(

+

√

1−
( γNℓ /2

τNℓ − µ

)2−1
)

.

Note that by Theorem 2.1, γNℓ = O(M
2

N3 + 1
MN2 ) and by the definition of ρ,

|τNℓ − µ| ≥ ρ
N2 Thus by choosing N0 larger if necessary one can assume that

for any N ≥ N0

∣

∣

γNℓ /2

τNℓ − µ

∣

∣ ≤ 1

2
∀ L < ℓ < N, ∀ µ ∈ Γ−

n with 1 ≤ n ≤ L

and hence
∣

∣τNℓ − µ
∣

∣

∣

∣1− +

√

1−
( γNℓ /2

τNℓ − µ

)2 ∣
∣ ≤ |γNℓ |

4
.

Finally, as
∣

∣σN,kℓ − τNℓ
∣

∣ ≤
∣

∣γNℓ /2
∣

∣, one has σN,kℓ − µ − wNℓ (µ) = O(γNℓ ).
Altogether we thus proved that

σN,kℓ − µ

wNℓ (µ)
= 1 +O(

γNℓ
τNℓ − τNn

).

Going through the arguments of the proof one verifies the claimed uniformity
statement. �
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Lemma B.2 is used to get an estimate for

QN,L
k (µ) =

2

+

√

λN2N−1 − µ
·
∏

L<ℓ<N

σN,kℓ − µ

wNℓ (µ)

introduced in (5.14). With the notation introduced above we have

Lemma B.3 For any µ ≡ µ(λ) = −2+ λ
4N2 with λ ∈ Γ−

n , 1 ≤ n, k ≤ L, and
N ≥ N0,

QN,L
k (µ) = 1 +O

( 1

L3

)

(B.3)

uniformly in 1 ≤ n, k ≤ L and on bounded subsets of functions α, β in C2
0(T).

Remark B.4 Similarly one shows that (B.3) holds for µ ≤ (λN2L + λN2L+1)/2
uniformly in 1 ≤ k ≤ L and on bounded subsets of functions α, β in C2

0(T).

Proof. By Theorem 2.1, 2
+
√
λN2N−1−µ

= 1 +O
(

L2

N2

)

and by Lemma B.2

∏

L<ℓ<N

σN,kℓ − µ

wNℓ (µ)
=

∏

L<ℓ<N

(

1+O
( γNℓ
τNℓ − τNn

))

= exp
(

∑

L<ℓ<N

log
(

1+O
( γNℓ
τNℓ − τNn

)))

yielding the estimate

∏

L<ℓ<N

σN,kℓ − µ

wNℓ (µ)
= 1 +O

(

∑

L<ℓ<N

γNℓ
τNℓ − τNn

)

.

Hence it suffices to show that
∑

L<ℓ<N

γNℓ
τNℓ −τNn

= O
(

1
L3

)

. The latter sum

is split up into four parts
∑

L<ℓ≤M +
∑

M<ℓ≤N
2
+
∑

N
2
<ℓ<N−M +

∑

N−M≤ℓ<N .

We argue as in the proof of Proposition A.1. In particular there exists C ≥ 1,
independent of n, so that

γNℓ
τNℓ − τNn

≤ C
γ−ℓ + M2

N

ℓ2 − L2
, L < ℓ ≤M,

γNℓ
τNℓ − τNn

≤ C

N2
(γ+N−ℓ+

M2

N
), N−M ≤ ℓ < N.

By Lemma C.7 and as (ℓ2γ−ℓ )ℓ≥1 ∈ ℓ2 due to α, β ∈ C2
0(T) one then has

∑

L<ℓ≤M

γNℓ
τNℓ − τNn

≤ C
(

∑

L<ℓ≤M

ℓ2γ−ℓ
L3(ℓ− L)

+
∑

L<ℓ≤M

M2

N

1

L

1

ℓ− L

)

= O
( 1

L3
+
M2

N

logL

L

)

= O
( 1

L3

)
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and as by Theorem 2.1, 1
τNℓ −τNn

= O(1) for any N −M ≤ ℓ < N and η ≤ 1/3,

∑

N−M≤ℓ<N

γNℓ
τNℓ − τNn

= O

(

1

N2

)

.

Finally, for M < ℓ ≤ N
2
one has γNℓ = O(N−2M−1) and

τNℓ − τNn ≥ τNℓ − τNM = −2 cos
ℓπ

N
+ 2 cos

Mπ

N
+O

(

N−2M−1
)

.

Using − cos ℓπ
N

+ cos Mπ
N

≥ π ℓ
2−M2

N2 ( cf (C.2)) and Lemma C.6 one sees that

∑

M<ℓ≤N
2

γNℓ
τNℓ − τNn

= O
( 1

N2M

∑

ℓ>M

N2

ℓ2 −M2

)

= O
( logM

M2

)

.

Note that logM
M2 = O( 1

L3 ). Finally, as (τ
N
ℓ −τNn )−1 = O(1) for N

2
< ℓ < N−M ,

one has
∑

N
2
<ℓ<N−M

γNℓ
τNℓ −τNn

= O
(

1
NM

)

. Going through the arguments of the

proof one verifies the claimed uniformity statement. �

In a straightforward way one estimates Q−,L
k (λ) =

∏

ℓ>L

σ−,k
ℓ −λ
w−

ℓ (λ)
, defined by

(5.15) and obtains the following result.

Lemma B.5 Uniformly for 1 ≤ n, k ≤ L, λ ∈ Γ−
n , and uniformly on

bounded subsets of functions α, β in C2
0(T)

Q−,L
k (λ) = 1 +O

(

∑

ℓ>L

γ−ℓ
ℓ2 − L2

)

= 1 +O
( 1

L3

)

. (B.4)

Remark B.6 Similarly, one shows that (B.4) holds for λ ≤ (λ−2L+λ
−
2L+1)/2

uniformly in 1 ≤ k ≤ L and on bounded subsets of functions α, β in C2
0(T).

Using the lemmas above we now estimate G
N,L
k (λ), introduced in (5.16),

G
N,L
k (λ) =

Q−,L
k (λ)

QN,L
k (µ)

· 2N
+
√

µ− λN0
+
√

λ− λ−0
· 4N

2wNk (µ)

w−
k (λ)

where µ ≡ µ(λ) = −2 + λ
4N2 .
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Lemma B.7 Uniformly for 1 ≤ n, k ≤ L with n 6= k, λ ∈ Γ−
n , and uniformly

on bounded subsets of functions α, β in C2
0(T), one has

G
N,L
k (λ) = 1 +O

( 1

L3

)

. (B.5)

Remark B.8 Similarly, one shows that (B.5) holds for λ ∈ [λ−1 , λ
−
2k−2] ∪

[λ−2k+1, λ
−
2L] uniformly in 1 ≤ k ≤ L and on bounded subsets of functions α, β

in C2
0 (T).

Proof. By Theorem 2.1 one has, with νNj = 4N2(λNj + 2),

4N2wNk (µ)

w−
k (λ)

= +

√

(νN2k − λ)(νN2k−1 − λ)

(λ−2k − λ)(λ−2k−1 − λ)
= 1 +O

(M2

N

1

|k2 − n2|
)

and

2N +
√

µ− λN0
+
√

λ− λ−0
= +

√

1 +
λ−0 − νN0
λ− λ−0

= 1 +O
(M2

N

1

n2

)

.

The claimed estimate then follows from Lemma B.3, Lemma B.5, and (5.1).
Going through the arguments of the proof one verifies the uniformity statement.�

C Auxilary lemmas

For the convenience of the reader, we collect in this appendix elementary
lemmas which are used at various places of the paper. The first two lemmas
concern uniform bounds for the Hölder continuity of some special functions.

Lemma C.1 (i) 0 ≤ √
x−√

y ≤ √
x− y ∀ x ≥ y ≥ 0;

(ii) 0 ≤ log x− log y ≤ x− y ∀ x ≥ y ≥ 1;
(iii) 0 ≤ log(x+

√
x2 − 1)−log(y+

√

y2 − 1) ≤ 2
√
x+ y

√
x− y ∀ x ≥ y ≥ 1.

Remark C.2 Note that for x ≥ 1, the principal branch of arcos(x) is given
by arcosh(x) = log(x+

√
x2 − 1).

Proof: (i) The claimed estimate is obtained from combining the following
inequalities, valid for any x ≥ y ≥ 0,

x−y = (
√
x−√

y)(
√
x+

√
y), x−y ≤ √

x− y
√
x+ y,

√
x+ y ≤

√
x+

√
y.
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(ii) For any x ≥ y ≥ 1 one has

0 ≤ log x− log y =

∫ 1

0

∂t log(y + t(x− y))dt ≤ x− y.

(iii) By applying first (ii) and then (i) one sees that for any x ≥ y ≥ 1,

log(x+
√
x2 − 1)− log(y +

√

y2 − 1) ≤ (x− y) +
√

x2 − y2.

As
√

x2 − y2 =
√
x− y

√
x+ y, the claimed estimate follows. �

Lemma C.3 For any a, b > 0 and x, y ≥ 0,






a√
a + x

− b√
b+ y






≤ |a− b|1/2 + |x− y|1/2.

By a limiting argument, the inequality continues to hold for a, b ≥ 0.

Proof: For any a, b > 0 and x, y ≥ 0 one has






a√
a+ x

− b√
b+ y







2

≤






(

a√
a+ x

− b√
b+ y

)(

a√
a + x

+
b√
b+ y

)







=






a2

a + x
− b2

b+ y






=






a2b− ab2 + a2y − b2x

ab+ xb+ ay + xy







As a2b − ab2 + a2y − b2x = (ab + xb + ay)(a − b) + ab(y − x) one gets
| a√

a+x
− b√

b+y
|2 ≤ |a− b|+ |y − x| or






a√
a + x

− b√
b+ y






≤ |a− b|1/2 + |y − x|1/2.

�

Lemma C.4 For any M < n, k < N −M, k 6= n

| cos nπ
N

− cos
kπ

N
| ≥ M

N
· π
N

(C.1)

whereas for any 0 < ℓ ≤ N
2
and 0 ≤ j < ℓ

cos
jπ

N
− cos

ℓπ

N
≥ (ℓ2 − j2)π

N2
. (C.2)

Furthermore, for any M < n < N −M one has

∑

k 6=n
M<k<N−M

1

| cos nπ
N

− cos kπ
N
| = O(N2 logM

M
) (C.3)
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Proof. The difference cos nπ
N
−cos kπ

N
is bounded in absolute value from below

by min± | cos nπ
N

− cos (n±1)π
N

|. Writing | cosx− cos y| = |
∫ y

x
sin tdt| and using

that

sin x ≥ sin
Mπ

N
≥ 2

π
· Mπ

N
∀ x ∈ [

Mπ

N
, π − Mπ

N
]

(C.1) follows. Next, for any 0 < ℓ ≤ N
2
and 0 ≤ j < ℓ one has

cos
jπ

N
− cos

ℓπ

N
=

∫ ℓπ
N

jπ
N

sin xdx ≥ x2

π





ℓπ
N
jπ
N

=
(ℓ2 − j2)π

N2

which proves (C.2). Concerning (C.3) let us concentrate on the case where
M < n ≤ N

2
. (The case where N

2
≤ n < N − M is treated in the same

way.) Then one sees in a straightforward way that
∑

M<k<N−M, k 6=n · · · ≤
3
∑

M<k≤N/2, k 6=n · · · . Hence (C.3) follows from (C.2) and Lemma C.7. �

Lemma C.5 The following estimate holds

∑

M<k≤N
2

sin kπ
N

cos Mπ
N

− cos kπ
N

= O(N).

Proof. Note that

∑

M<k≤N
2

sin kπ
N

cos Mπ
N

− cos kπ
N

≤ sin (M+1)π
N

cos Mπ
N

− cos (M+1)π
N

+

∫ π
2

(M+1)π
N

sin x

cos Mπ
N

− cosx
dx

and
∫ π/2

(M+1)π
N

sin x

cos Mπ
N

− cosx
dx = log

(

cos
Mπ

N
− cosx

)







π/2

(M+1)π
N

≤ − log
(

cos
Mπ

N
− cos

(M + 1)π

N

)

.

By (C.2) one has cos Mπ
N

− cos (M+1)π
N

≥ (2M+1)π
N2 and hence

− log
(

cos
Mπ

N
− cos

(M + 1)π

N

)

≤ 2 logN.

Furthermore, together with the estimate 0 ≤ sin (M+1)π
N

≤ (M+1)π
N

one gets

sin((M + 1)π/N)

cos Mπ
N

− cos (M+1)π
N

≤ N.

Combining the two latter estimates the claim follows. �
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Lemma C.6 (Mean value theorem in integral form) Let f be continuous and
g ≥ 0 integrable on the interval [a, b] with a < b. Then there exists a < y < b

so that
∫ b

a
f(x)g(x)dx = f(y)

∫ b

a
g(x)dx.

Lemma C.7 For any k ∈ Z≥1 and any 1 ≤ n < k,
∑

0≤j≤n

1
k2−j2 = O

( log(n+1)
k

)

.

Similarly, for any n > k,
∑

j≥n
1

j2−k2 = O
( log(k+1)

k

)

.

Proof. Note that for any n > k,
∑

j≥n

1
j2−k2 ≤ 1

2k
+
∫∞
n

1
x2−k2dx. Using that

1
x2−k2 =

(

1
x−k − 1

x+k

)

1
2k

= 1
2k

d
dx

log x−k
x+k

= 1
2k

d
dx

log(1− 2k
x+k

) one gets

∫ N

n

1

x2 − k2
dx =

1

2k
log
(

1− 2k

N + k

)

− 1

2k
log
(

1− 2k

n + k

)

=
1

2k
log
(

1− 2k

N + k

)

+
1

2k
log(1 +

2k

n− k
).

Hence limN→∞
∫ N

n
1

x2−k2dx = 1
2k

log(1 + 2k
n−k) ≤ 1

2k
log(1 + 2k). The sum

∑

0≤j≤n

1
k2−j2 can be estimated in a similar fashion. �

D Auxilary estimates

In this appendix we prove auxilary estimates needed in Section 7 to derive
the claimed asymptotics of ωNn for 1 ≤ n ≤ L. In view of (6.5), (6.6), and
the assumptions about F, formula (6.4) reads in the case 1 ≤ n ≤ L and
M0 = L as ωNn = 2πn

N
− π

4N3

∑n
j=1 λ

−
2j−2 − (P1)− (P2) + ErrorL where

(P2) =
1

N

∑

1≤k≤L
IN
k

6=0

INk ω
N
k

∫

IN
n

ϕNk (µ)

i c
√

χN(µ)
dµ, (D.1)

ErrorL = O
( 1

N3

( logL

L5
+
nM2

N
+

n

M3

)

)

.

We will need estimates for the integral in (D.1), relating it to a corresponding
one of KdV. The integral in (D.1) is a sum of convergent improper Riemann
integrals on intervals at the endpoints of which the integrand might be sin-

gular. More specifically, the improper Riemann integrals
∫ λN2k−1

λN2k−2

ϕN
k (µ)

i c
√
χN (µ)

dµ
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and
∫ λN2k+1

λN2k

ϕN
k (µ)

i c
√
χN (µ)

dµ can be shown to be of the order O(N
k
log γNk ) and to

diverge if INk = 0. On the other hand, i c
√

χN(µ) is real valued on both inter-
vals [λN2k−2, λ

N
2k−1] and [λN2k, λ

N
2k+1] and has opposite signs which will lead to

cancelations. Hence a careful analysis is needed to obtain estimates which
are uniform on bounded subsets of functions α, β in C2

0(T). We split the
domain INn of the integral in (D.1) as follows. Fix ρ > 0 in such a way that
λ−2j + 3ρ < λ−2j+1 − 3ρ for any j ≥ 0 (cf (B.2)), set ρN = ρ

4N2 and introduce

ANj :=[λN2j−1 − ρN , λN2j−1] ∪ [λN2j, λ
N
2j + ρN ], 0 < j < n

BN
j :=[λN2j + ρN , λN2j+1 − ρN ], 0 < j < n

AN0 :=[λN0 , λ
N
1 − ρN ], CN

n := [λN2n−1 − ρN , λN2n−1]

so that INn =
(

∪n−1
j=0 A

N
j

)

∪
(

∪n−1
j=1 B

N
j

)

∪ CN
n . Correspondingly define

A−
j :=[λ−2j−1 − ρ, λ−2j−1] ∪ [λ−2j , λ

−
2j + ρ], , 0 < j < n

B−
j :=[λ−2j + ρ, λ−2j+1 − ρ], 0 < j < n

A−
0 :=[λ−0 , λ

−
1 − ρ] , C−

n := [λ−2n−1 − ρ, λ−2n−1]

and set I−
n =

(
⋃n−1
j=0 A

−
j

)

∪
(

∪n−1
j=1B

−
j

)

∪C−
n . In the lemmas below we will derive

the asymptotics of the integrals over the intervals (ANj )0≤j<n, (B
N
j )0<j<n, and

CN
n in terms of corresponding integrals for KdV over the intervals (A−

j )0≤j<n,
(B−

j )0<j<n, and C−
n . We begin with the analysis of the integral over the

interval AM0 = [λN0 , λ
N
1 − ρN ].

Lemma D.1 Uniformly for 1 ≤ k ≤ L and on bounded subsets of functions
α, β in C2

0 (T)

∫

AN
0

ϕNk (µ)

i c
√

χN(µ)
dµ =

N

2πk

∫

A−
0

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
(N

k2
1

L5/2

)

. (D.2)

Proof. For µ ∈ AN0 , and 1 ≤ k ≤ L one has by (5.2), (5.3), (5.14), (5.15)

ϕNk (µ)

i c
√

χN(µ)
=

1

2

(

∏

1≤ℓ≤L
ℓ 6=k

σN,kℓ − µ

wNℓ (µ)

) 1
+
√

µ− λN0

1

wNk (µ)
QN,L
k (µ).
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Here we used that ϕNk (µ) = (−1)N−2
∏

1≤ℓ≤L
ℓ 6=k

(σN,kℓ − µ) and that by (5.4)

(−1)N i c
√

χN (µ) > 0 for any µ ∈ (λN0 , λ
N
1 ) to get the correct sign. Setting

µ ≡ µ(λ) = −2 + λ
4N2 and writing 1

wN
k (µ)

∏

1≤ℓ≤L
ℓ 6=k

σN,k
ℓ −µ
wN

ℓ (µ)
as

4N2

w−
k (λ)

∏

1≤ℓ≤L
ℓ 6=k

σ−,k
ℓ − λ

w−
ℓ (λ)

·
∏

1≤ℓ≤L
ℓ 6=k

4N2(σN,kℓ − µ)

σ−,k
ℓ − λ

·
∏

1≤ℓ≤L

w−
ℓ (λ)

4N2wNℓ (µ)

one argues as in the proof of (5.17) to conclude that for λ ≤ λ−1 − ρ/2,
∏

1≤ℓ≤L
w−

ℓ (λ)

4N2wN
ℓ (µ)

= 1 + O(M
2

N
) and, taking into account also Theorem 5.1,

∏

1≤ℓ≤L
ℓ 6=k

4N2(σN,k
ℓ −µ)

σ−,k
ℓ −λ = 1 + O( 1

L5/2 ). By Lemma B.3 (cf Remark B.4) and

Lemma B.5 (cf Remark B.6), QN,L
k (µ) = 1+O( 1

L3 ) respectively Q
−,L
k (λ)−1 =

1 +O( 1
L3 ). By (5.1) one then gets uniformly for λ ≤ λ−1 − ρ/2,

ϕNk (µ)

i c
√

χN(µ)
=

1

w−
k (λ)

(

∏

0<ℓ<∞
ℓ 6=k

σ−,k
ℓ − λ

w−
ℓ (λ)

) 2N2

+
√

µ− λN0

(

1 +O
( 1

L5/2

)

)

.

Note that uniformly for λ ∈ A−
0 ,
∏

0<ℓ<∞
ℓ 6=k

σ−,k
ℓ −λ
w−

ℓ (λ)
= O(1) and, by the asymp-

totics of the periodic eigenvalues ofH−, τ
−
k = (λ−2k−1+λ

−
2k)/2 = 4k2π2+O(1),

whence w−
k (λ)

−1 = O(k−2). Thus for λ ≤ λ−1 − ρ/2,

fk0 (λ) :=
1

w−
k (λ)

∏

0<ℓ<∞
ℓ 6=k

σ−,k
ℓ − λ

w−
ℓ (λ)

= O(k−2). (D.3)

To prove the claimed asymptotics of the integral
∫

AN
0

ϕN
k (µ)

i c
√
χN (µ)

dµ introduce

the change of variable [λ−0 , λ
−
1 − ρ] → [λN0 , λ

N
1 − ρN ], given by

x 7→ µ = λN0 +
hN0
4N2

(x− λ−0 ), hN0 := 4N2λ
N
1 − ρN − λN0
λ−1 − ρ− λ−0

> 0. (D.4)

Then hN0 = 1 +O
(

M2

N

)

(cf Theorem 2.1) and for any x ∈ [λ−0 , λ
−
1 − ρ],

λ(x) := (µ(x) + 2)4N2 = x+O
(M2

N

)

,
dµ

+
√

µ− λN0
=

+
√

hN0
2N

dx
+
√

x− λ−0
.
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Using (D.3) and (5.1) we get

∫

AN
0

ϕNk (µ)

i c
√

χN(µ)
dµ = N

∫ λ−1 −ρ

λ−0

fk0 (λ(x))
+
√
h0

+
√

x− λ−0
dx+O

(N

k2
1

L5/2

)

. (D.5)

As by (5.7) and (5.8), 1
2πk

ψ−
k (λ)

i c
√

∆2
−(λ)−4

= 1
+
√
λ−λ−0

fk0 (λ) and as λ(x) = hN0 x+ cN

with cN = O(M
2

N
) the stated asymptotics then follow by using once more

(D.3). Going through the arguments of the proof one verifies that the claimed
uniformity statement holds. �

For the proof of Theorem 1.1 we need bounds for
∫

AN
0

ϕN
k (µ)

i c
√
χN (µ)

dµ. In par-

ticular, in the proof of Proposition 7.1 we need a bound for these integrals
also for k in the range L < k ≤ M. By similar arguments as in the proof of
Lemma D.1 one gets the following result.

Corollary D.2 Uniformly for 1 ≤ k ≤ M and on bounded subsets of func-
tions α, β in C2

0(T)
∫

AN
0

ϕNk (µ)

i c
√

χN(µ)
dµ = O

(

N

k2

)

. (D.6)

Proof. Going through the arguments of the proof of Lemma D.1 one sees that
∏

1≤ℓ≤M
w−

ℓ (λ)

4N2wN
ℓ (µ)

= 1 + O(M
2

N
) and

∏

1≤ℓ≤M
ℓ 6=k

4N2(σN,k
ℓ −µ)

σ−,k
ℓ −λ = O(1) (Theorem

2.1, σNℓ ∈ [λN2ℓ−1, λ
N
2ℓ]). As Q

N,M
k (µ), Q−,M

k (λ)−1 = O(1) the claimed estimate
then follows from (D.3). �

Let us now analyze the integrals over ANj in the case 0 < j < n, j 6= k.

Lemma D.3 Uniformly for 1 ≤ n, k ≤ L, 0 < j < n with j 6= k, and on

bounded sets of functions α, β in C2
0(T),

∫

AN
j

ϕN
k (µ)

i c
√
χN (µ)

dµ has the asymptotics

N

2πk

∫

A−
j

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
(

( M

N1/2
+

1

L5/2

) N

j(k2 − j2)

)

. (D.7)

Proof. We present a proof which can be easily adapted to the case where
j = k. Similarly as in the proof of Lemma D.1, write for µ ∈ ANj

ϕNk (µ)

i c
√

χN (µ)
=

1

2 +
√

µ− λN0

(σN,kj − µ

wNk (µ)

∏

1≤ℓ≤L
ℓ 6=j,k

σN,kℓ − µ

wNℓ (µ)

)

QN,L
k (µ)

1

wNj (µ)
.
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Set µ ≡ µ(λ) = −2 + λ
4N2 and write

σN,k
j −µ
wN

k (µ)

∏

1≤ℓ≤L
ℓ 6=j,k

σN,k
ℓ −µ
wN

ℓ (µ)
as

4N2(σN,kj − µ)

w−
k (λ)

∏

1≤ℓ≤L
ℓ 6=j,k

σ−,k
ℓ − λ

w−
ℓ (λ)

·
∏

1≤ℓ≤L
ℓ 6=j,k

4N2(σN,kℓ − µ)

σ−,k
ℓ − λ

·
∏

1≤ℓ≤L
ℓ 6=j

w−
ℓ (λ)

4N2wNℓ (µ)
.

Arguing as in the proof of Lemma D.1 and taking into account that by
Theorem 2.1, 4N2(µ− λN0 ) = (λ− λ−0 )(1 +O( 1

j2
M2

N
)), and hence 1

2 +
√
µ−λN0

=

N
+
√
λ−λ−0

(1 +O( 1
j2
M2

N
)), one sees that for λ ∈ Ã−

j := [λ−2j−1 − 2ρ, λ−2j + 2ρ]

ϕNk (µ)

i c
√

χN(µ)
= fN,kj (λ)

N

wNj (µ)

(

1 + gN,kj (λ)
)

,

where

fN,kj (λ) =
1

+
√

λ− λ−0

4N2(σN,kj − µ)

w−
k (λ)

∏

0<ℓ<∞
ℓ 6=j,k

σ−,k
ℓ − λ

w−
ℓ (λ)

(D.8)

and gN,kj is defined by the equation above and satisfies gN,kj (λ) = O( 1
L5/2 ).

Actually, fN,kj and gN,kj are defined and analytic on the rectangle Rj ⊂ C

with top and bottom side given by Ã−
j ± i2ρ. Note that for λ ∈ Rj , one

has 4N2(σN,kj − µ) = O(1) (Theorem 2.1, σN,kj ∈ [λN2j−1, λ
N
2j ]), 1/

+
√

λ− λ−0 =

O(1
j
), 1/w−

k (λ) = O( 1
k2−j2 ), and

∏

0<ℓ<∞
ℓ 6=j,k

σ−,k
ℓ −λ
w−

ℓ (λ)
= O(1). Hence for λ ∈ Rj

fN,kj (λ) = O
( 1

j(k2 − j2)

)

. (D.9)

Moreover, by the same arguments as above, one sees that gN,kj (λ) = O( 1
L5/2 )

is valid on Rj. To proceed further observe that, by an explicit computation,
∫

AN
j

dµ

wNj (µ)
= 0,

so that the integral 1
N

∫

AN
j

ϕN
k (µ)

i c
√
χN (µ)

dµ equals

∫

AN
j

fN,kj (λ(µ))(1 + gN,kj (λ(µ)))− fN,kj (λ(τNj ))(1 + gN,kj (λ(τNj )))

wNj (µ)
dµ.
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Now the integrals over the intervals [λN2j−1 − ρN , λN2j−1] and [λN2j , λ
N
2j + ρN ] of

ANj can be analyzed separately. As the two cases are treated in the same way
we concentrate on the integral (T ) over the interval [λN2j, λ

N
2j+ρ

N ] only. Write
(T ) = (T1)−(T2)−(T3) where with λ ≡ λ(µ) = 4N2(µ+2), τ̃Nj = 4N2(τNj +

2), and the identity wNj (µ) = − 1
2N

+

√

λ− νN2j−1
+

√

µ− λN2j on [λN2j , λ
N
2j + ρN ],

(T1) :=

∫ λN2j+ρ
N

λN2j

fN,kj (λ)− fN,kj (τ̃Nj ))

wNj (µ)
dµ, (D.10)

(T2) :=

∫ λN2j+ρ
N

λN2j

fN,kj (λ)
gN,kj (λ)− gN,kj (τ̃Nj )

+

√

λ− νN2j−1

2Ndµ

+

√

µ− λN2j

,

(T3) := gN,kj (τ̃Nj )

∫ λN2j+ρ
N

λN2j

fN,kj (λ)− fN,kj (τ̃Nj )

+

√

λ− νN2j−1

2Ndµ

+

√

µ− λN2j

.

By Lemma C.6 there exists λN2j < µ∗ < λN2j−1 so that with λ∗ = λ(µ∗)

(T2) = fN,kj (λ∗)
gN,k
j (λ∗)−gN,k

j (τ̃Nj )

+
√
λ∗−νN2j−1

+
√
ρ

2
. As fN,kj (λ∗) = O

(

1
j(k2−j2)

)

(use (D.9))

and by Cauchy’s theorem, gN,kj (λ∗) − gN,kj (τ̃Nj ) = O
(

L−5/2(λ∗ − τ̃Nj )
)

(use

gN,kj (λ) = O
(

L−5/2)) it then follows from νN2j−1 ≤ τ̃Nj that

(T2) = O
( 1

j(j2 − k2)

1

L5/2

)

.

The term (T3) is studied in a similar way and admits the same bound. Simi-

larly, write
∫

A−
j

ψ−
k (λ)√

∆2
−(λ)−4

dλ = 2πk
∫

A−
j

f−,k
j (λ)

w−
j (λ)

dλ where in view of (5.7), f−,k
j is

given by (D.8) with 4N2(σN,kj −µ) replaced by (σ−,k
j −λ). As

∫

A−
j

1
w−

j (λ)
dλ = 0

1

2πk

∫

A−
j

ψ−
k (λ)

√

∆2
−(λ)− 4

dλ =

∫

A−
j

f−,k
j (λ)− f−k

j (τ−j )

w−
j (λ)

dλ,

allowing again to consider the integrals over the intervals [λ−2j−1 − ρ, λ−2j−1]
and [λ−2j , λ

−
2j + ρ] of A−

j separately. It then remains to compare (T1) with

(S1) :=

∫ λ−2j+ρ

λ−2j

f−,k
j (λ)− f−,k

j (τ−j )

w−
j (λ)

dλ. (D.11)
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Make the change of variables [0, ρ] → [λN2j , λ
N
2j + ρN ], x 7→ µ(x) = λN2j +4N2x

in (T1) and [0, ρ] → [λ−2j , λ
−
2j + ρ], x 7→ λ = λ−2j + x in (S1) so that with

γ̃Nj = 4N2γNj , τ̃
N
j = 4N2(τNj + 2), and the sign of the standard root

(T1) = −
∫ ρ

0

fN,kj (x+ νN2j)− fN,kj (τ̃Nj )

+
√
x +

√

x+ γ̃Nj

dx = −
∫ ρ

0

FN,k
j (x) · (x+ γ̃Nj /2)

+

√

x+ γ̃Nj

dx
+
√
x

where

FN,k
j (x) =

∫ 1

0

∂λf
N,k
j (τ̃Nj + t(x+ γ̃Nj /2))dt.

Similarly, with F−,k
j (x) =

∫ 1

0
∂λf

−,k
j (τ−j + t(x+ γ−j /2))dt, one has

(S1) = −
∫ ρ

0

F−,k
j (x) · (x+ γ−j /2)

+

√

x+ γ−j

dy
+
√
x
. (D.12)

Thus, by Lemma C.6, there exists 0 < z < ρ so that

(

(S1)− (T1)
) 2

+
√
ρ

= FN,k
j (z)

z + γ̃Nj /2

+

√

z + γ̃Nj

− F−,k
j (z)

z + γ−j /2

+

√

z + γ−j

=
(

FN,k
j (z)− F−,k

j (z)
) z + γ̃Nj /2

+

√

z + γ̃Nj

+ F−,k
j (z)

( z + γ̃Nj /2

+

√

z + γ̃Nj

−
z + γ−j /2

+

√

z + γ−j

)

.

As F−,k
j = O( 1

j(j2−k2)) (by Cauchy’s estimate and (D.9)), γ̃Nj − γ−j = O
(

M2

N
)

(by Theorem 2.1), Lemma C.3 implies that

F−,k
j (z)

( z + γ̃Nj /2

+

√

z + γ̃Nj

−
z + γ−j /2

+

√

z + γ−j

)

= O
( 1

j(j2 − k2)

M

N1/2

)

.

Using that by (D.9) and Theorem 5.1

fN,kj (x+ λ−2j)− f−,k
j (x+ λ−2j) = O

( σ̃N,kj − σ−,k
j

j(k2 − j2)

)

= O
( 1

L5/2

1

j(k2 − j2)

)

,

and using that fN,kj and f−,k
j are analytic, hence in particular Lipschitz, one

the concludes by Cauchy’s estimate and by the boundedness of
x+γ̃Nj /2

+
√
x+γ̃Nj

that

(

FN,k
j (z)− F−,k

j (z)
) z + γ̃Nj /2

+

√

z + γ̃Nj

= O
( 1

j(k2 − j2)

1

L5/2

)

.
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By combining the estimates obtained the stated asymptotics follow. Going
through the arguments of the proof one verifies that the claimed uniformity
statement holds. �

Corollary D.4 Uniformly for 1 ≤ n, k ≤M , 0 < j < n with j 6= k, and on
bounded subsets of functions α, β in C2

0(T)

∫

AN
j

ϕNk (µ)

i c
√

χN(µ)
dµ = O

( N

j(k2 − j2)

)

. (D.13)

Proof. One verifies in a straightforward way that uniformly for any 1 ≤ n, k ≤
M and 0 < j < n with j 6= k, (D.9) holds and the function gN,kj , introduced

in the proof of Lemma D.3, satisfies 1+ gN,kj (λ(µ(x))) = O(1). Arguing as in
the proofs of Corollary D.2 and Lemma D.3 yields the claimed estimate. �

Next we analyze the integral
∫

AN
j

ϕN
k (µ)

i c
√
χN (µ)

dµ in the case where j = k.

Lemma D.5 Uniformly for 1 ≤ n ≤ L, 0 < k < n, and on bounded subsets
of functions α, β in C2

0 (T)

∫

AN
k

ϕNk (µ)

i c
√

χN(µ)
dµ =

N

2πk

∫

A−
k

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
(

( M

N1/2
+

1

L5/2

)N

k

)

.

(D.14)

Proof. Proceeding as in the proof of Lemma D.3 one gets

ϕNk (µ)

i c
√

χN (µ)
= fN,kk (λ)

N

wNk (µ)

(

1 +O
( 1

L5/2

)

)

where now

fN,kk (λ) =
(

∏

0<ℓ<∞
ℓ 6=k

σ−,k
ℓ − λ

w−
ℓ (λ)

) 1
+
√

λ− λ−0
(D.15)

which is analytic in the rectangle Rk, introduced in the proof of Lemma D.3.
Since λ ∼ 4π2k2 for λ ∈ Rk, it satisfies

fN,kk (λ) = O
(1

k

)

. (D.16)

Arguing as in the proof of Lemma D.3, the claimed statements follow. �
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Corollary D.6 Uniformly for 1 ≤ n ≤ M, 1 < k < n, and on bounded
subsets of functions α, β in C2

0(T)

∫

AN
k

ϕNk (µ)

i c
√

χN(µ)
dµ = O

(N

k

)

. (D.17)

Proof. Arguing as in the proofs of Corollary D.4 and Lemma D.5, the claimed
statement follows. �

Next we analyse the integral
∫

CN
n

ϕN
k (µ)

i c
√
χN (µ)

dµ in the case where k 6= n.

Lemma D.7 Uniformly for 1 ≤ n ≤ L, 0 < k < n, and on bounded subsets
of functions α, β in C2

0 (T)

∫

CN
n

ϕNk (µ)

i c
√

χN(µ)
dµ =

N

2πk

∫

C−
n

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
( N

n(k2 − n2)
(
M

N1/2
+

1

L5/2
)
)

.

(D.18)

Proof. We proceed similarly as in the proof of Lemma D.3, but have to
take into account that possibly, λN2n−1 = λN2n. Fortunately, in such a case

σN,kn − µ = τNn − µ = wN(µ), implying that σN,k
n −µ
wN

n (µ)
≡ 1. Therefore write

ϕN
k (µ)

i c
√
χN (µ)

as

ϕNk (µ)

i c
√

χN (µ)
=

1

2 +
√

µ− λN0

( 1

wNk (µ)

∏

1≤ℓ≤L
ℓ 6=n,k

σN,kℓ − µ

wNℓ (µ)

)

QN,L
k (µ)

σN,kn − µ

wNn (µ)
.

Arguing as in the proof of Lemma D.3 one sees that for λ in the rectangle
Rn ⊂ C, as introduced there, and µ = −2 + λ

4N2

ϕNk (µ)

i c
√

χN(µ)
= Nf−,k

n (λ)
(

1 + gN,kn (λ)
)4N2(σN,kn − µ)

wNn (µ)
,

where

f−,k
n (λ) =

1
+
√

λ− λ−0

1

w−
k (λ)

∏

0<ℓ<∞
ℓ 6=n,k

σ−,k
ℓ − λ

w−
ℓ (λ)

= O
( 1

n(k2 − n2)

)

(D.19)

and gN,kn is defined by the equation above and satisfies gN,kn (λ) = O( 1
L5/2 ).

Making the change of variable µ(x) = λN2n−1 − ρN + 1
4N2x, implying that
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λ ≡ λ(µ(x)) = νN2n−1−ρ+x, and taking into account the sign of the standard

root wNn (µ), the integral 1
N

∫ λN2n−1

λN2n−1−ρN
ϕN
k (µ)

i c
√
χN (µ)

dµ equals

∫ ρ

0

f−,k
n (λ)

(

1 + gN,kn (λ)
) σ̃N,kn − νN2n−1 + ρ− x

+
√

γ̃Nn + ρ− x

dx
+
√
ρ− x

(D.20)

where as usual, σ̃N,kn = 4N2(σN,kn + 2)), νN2n−1 = 4N2(λN2n−1 + 2), and γ̃Nn =

4N2γNn . As 0 ≤ σ̃N,kn − νN2n−1 ≤ γ̃Nn one has
σ̃N,k
n −νN2n−1+ρ−x

+
√
γ̃Nn +ρ−x

= O(1) yielding

1

N

∫ λN2n−1

λN2n−1−ρN

ϕNk (µ)

i c
√

χN(µ)
dµ = (T ) +O

( 1

L5/2

N

n(k2 − n2)

)

(D.21)

(T ) :=

∫ ρ

0

f−,k
n (x+ νN2n−1 − ρ)

σ̃N,kn − νN2n−1 + ρ− x
+
√

γ̃Nn + ρ− x

dx
+
√
ρ− x

Arguing as in the proof of Lemma D.3 it remains to estimate the difference
(T )− (S) where

(S) :=

∫ ρ

0

f−,k
n (x+ λ−2n−1 − ρ)

σ−,k
n − λ−2n−1 + ρ− x

+
√

γ−n + ρ− x

dx
+
√
ρ− x

.

By Lemma C.6, it suffices to estimate, uniformly for 0 ≤ x ≤ ρ,

f−,k
n (x+νN2n−1−ρ)

σ̃N,kn − νN2n−1 + ρ− x
+
√

γ̃Nn + ρ− x
−f−,k

n (x+λ−2n−1−ρ)
σ−,k
n − λ−2n−1 + ρ− x

+
√

γ−n + ρ− x
.

Note that by Cauchy’s theorem, f−,k
n (x+ νN2n−1 − ρ)− f−,k

n (x+ λ−2n−1 − ρ) is

O
(

(νN2n−1 − λN2n−1)
1

n(k2 − n2)

)

= O
(M2

N

1

n(k2 − n2)

)

whereas

(σ̃N,kn − νN2n−1)− (σ−,k
n − λ−2n−1) = O

( 1

L5/2
+
M2

N

)

= O
( 1

L5/2

)

and, by Lemma C.3,

∣

∣

ρ− x
+
√

γ̃Nn + ρ− x
− ρ− x

+
√

γ−n + ρ− x

∣

∣ ≤ +

√

∣

∣γ̃Nn − γ−n
∣

∣ = O
( M

N1/2

)

.

Combining these estimates, the stated asymptotics follow. Going through
the arguments of the proof the claimed uniformity statement follows. �
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Corollary D.8 Uniformly for 1 ≤ n ≤ M , 0 < k < n, and on bounded
subsets of functions α, β in C2

0(T)
∫

CN
n

ϕNk (µ)

i c
√

χN(µ)
dµ = O

( N

n(k2 − n2)

)

. (D.22)

Proof. One verifies in a straightforward way that uniformly for any 1 ≤ k, n ≤
M with k 6= n, (D.19) holds and the function gN,kn , introduced in the proof
of Lemma D.7, satisfies 1 + gN,kn (λ(µ(x))) = O(1). Following the arguments
of the proof of Lemma D.7, the claimed statement then follows. �

Next we analyze the integral
∫

CN
n

ϕN
k (µ)

i c
√
χN (µ)

dµ in the case where k = n.

Lemma D.9 Uniformly for 1 ≤ n ≤ L and on bounded subsets of functions
α, β in C2

0 (T)

γ̃Nn

∫

CN
n

ϕNn (µ)

i c
√

χN(µ)
dµ =

Nγ−n
2πn

∫

C−
n

ψ−
n (λ)

i c
√

∆2
−(λ)− 4

dλ+O
(N

n
(
M

N1/2
+

1

L5/2
)
)

.

(D.23)

Proof. We proceed similarly as in the proof of Lemma D.7, but note that in
the case k = n, the factor γNn is a substitute for the missing factor σN,kn − µ.
Using the same terminology as in the proof of Lemma D.7, we have

γ̃Nn
N

∫ λN2n−1

λN2n−1−ρN

ϕNn (µ)

i c
√

χN (µ)
=

∫ ρ

0

f−,n
n (λ)

(

1 + gN,kn (λ)
) γ̃Nn

+
√

γ̃Nn + ρ− x

dx
+
√
ρ− x

(D.24)
where in the case at hand, f−,n

n , defined on the rectangle Rn, satisfies

f−,n
n (λ) =

1
+
√

λ− λ−0

∏

0<ℓ<∞
ℓ 6=n

σ−,n
ℓ − λ

w−
ℓ (λ)

= O
(1

n

)

(D.25)

and gN,kn (λ) is again O( 1
L5/2 ). Following the arguments of the proof of Lemma

D.7 yields the claimed statements. �

Corollary D.10 Uniformly for 1 ≤ n ≤M and on bounded subsets of func-
tions α, β in C2

0(T)

γ̃Nn

∫

CN
n

ϕNn (µ)

i c
√

χN(µ)
dµ = O

(N

n

)

. (D.26)
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Proof. Arguing as in the proofs of Corollary D.8 and Lemma D.9 yields the
claimed statement. �

Finally we analyze the integrals over the intervals BN
j with 1 ≤ j ≤ n− 1.

Lemma D.11 Uniformly for 1 ≤ n, k ≤ L, 0 < j < n, and on bounded
subsets of functions α, β in C2

0(T)

∫

BN
j

ϕNk (µ)

i c
√

χN (µ)
dµ =

N

2πk

∫

B−
j

ψ−
k (λ)

i c
√

∆2
−(λ)− 4

dλ+O
( N

j · dk,j
1

L5/2

)

(D.27)

where dk,j = 1 +min(|j2 − k2|, |k2 − (j + 1)2|).

Proof. As on the intervals BN
j , the integrand

ϕN
k (µ)

i c
√
χN (µ)

is not singular, the

integral is easier to handle. To get the claimed results, one argues as in the
proof of Lemma D.1, taking into account that 1

w−
k (λ)

= O( 1
dk,j

). �

Following the arguments of the proofs of Lemma D.11 and Corollary D.2
leads to the following

Corollary D.12 Uniformly for 1 ≤ n, k ≤ M, 0 < j < n, and on bounded
subsets of functions α, β in C2

0(T)

∫

BN
j

ϕNk (µ)

i c
√

χN (µ)
dµ = O

( N

j · dj,k
)

. (D.28)

E Symmetry of the Toda chain

In this Appendix we discuss a symmetry of the Toda chain used to reduce
the proof of the claimed asymptotics (1.4) of Theorem 1.1 of the frequencies
ωNn at the right edge to the one of the asymptotics (1.3) of the frequencies
at the left edge. It is more convenient to discuss the symmetry property for
arbitrary Toda chains. Extend a vector (b, a) = ((bn)1≤n≤N , (an)1≤n≤N) in
R
N × R

N
>0 and extend the vectors b and a periodically, (bn)n∈Z, respectively

(an)n∈Z. Define for any n ∈ Z

b̃n := −bN−n ãn := aN−1−n
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and consider the 2N × 2N matrix Q(b̃, ã). In this appendix, the superindex
N is used to indicate the number of particles of the Toda chain considered
and we use tilde for quantities such as eigenvalues, characteristic functions,
discriminants, actions, . . . when evaluated at (b̃, ã) instead of (b, a). So e.g.
λ̃Nn = λNn (b̃, ã) or ∆̃N(µ) = ∆N (µ, (b̃, ã)). Then the following proposition
holds.

Proposition E.1 The following formulae hold:

(i) λ̃Nn = −λN2N−1−n ∀ 0 ≤ n < 2N and hence χ̃N(µ) = χN(−µ).

(ii) ∆̃N (µ) = (−1)N∆N (−µ); ∂µ∆̃N (µ) = −(−1)N∆̇N (−µ).
(iii) ĨNn = INN−n and ϕ̃Nn (µ) = (−1)NϕNN−n(−µ) ∀0 < n < N.

Combining these formulas one obtains

ω̃Nn = ωNN−n ∀ 0 < n < N . (E.1)

Proof. To prove (i) note that an arbitrary vector (Fn)1≤n≤2N ∈ R2N is an
eigenvector of Q(b, a) with eigenvalue λ iff ((−1)nF2N−n)1≤n≤2N is an eigen-
vector of Q(b̃, ã) with eigenvalue −λ. The identity for the charcteristic poly-
nomial χ̃N(µ) then follows from its product representation. Similarly, the first
identity in (ii) follows from the product representation of ∆N (µ)− 2, imply-
ing the claimed identity for the derivatives. Towards (iii) note that by the
definition (1.10) of the c-root, one has c

√

∆2
N (−µ)− 4 = (−1)N c

√

∆2
N(µ)− 4.

The stated identity for the actions then follows from formula (3.1) whereas
the one for ϕ̃Nn follows from (1.12) and the fact that they are polynomials
with leading term µN−2. Finally, the claimed formula for the frequencies
then follows from (1.13). �

By applying the identity (4.9) to ω̃Nn , Proposition E.1 leads to the following

Corollary E.2 For any 0 < n < N

iNωNN−n =
n
∑

j=1

∫ λN
2N−1−(2j−2)

λN
2N−1−(2j−1)

(µ− pN/N)∆̇N(µ)
c
√

∆2
N (µ)− 4

dµ

−
∑

k∈JN

INN−kω
N
N−k

n
∑

j=1

∫ λN
2N−1−(2j−2)

λN
2N−1−(2j−1)

ϕNN−k(µ)
c
√

χN(µ)
dµ (E.2)
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