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Abstract—The AS4DR (Adaptive Scheduling for Distributed ~ suppose that the duration of communicating or processing
Resources) scheduling method experimented in this paperms g chunk is affine according to the chunk size, and we as-
at maximizing the CPU use efficiency when executing divisiel - g;me that computation can overlap communication. Besides
load applications on heterogeneous distributed memory pla id 1 t bi-directi | icati del ’
forms. AS4DR adapts the scheduling to: the unawareness of ¢h We, consider a 1-por "_ |rep Ional communication moael,
total workload, both the unspecification and the variation wer ~ Which allows a communication from master to worker to
time of the execution parameters (available communication overlap a communication from worker to master; a risk of
speed, available computing speed, etc.). This paper pregsn  contention may then appear when workers compete to access
the first experimental assessments of the adaptivity of the

; ; : the master.
scheduling with this method. L . . -
The next section is a reminder of the operating principle
Keywords-parallel application; multi-round divisible load  of the ASADR scheduler. Section Il gives hints on related

scheduling; heterogeneous platform; adaptive schedulingin-\orks whereas section IV presents experimental results.
specified distributed memory platform; Finally we conclude

I. INTRODUCTION Il. PRESENTATION OF THEAS4DRMETHOD

This paper addresses the problem of maximizing the CPIA. Operating principle

utilization with useful work when scheduling a divisiblealb The ultimate goal of the AS4DR method is to automat-
over a set of heterogeneous distributed resources, aogordijcally adapt the scheduling of a divisible load application
to a master-worker model. to: the heterogeneity of the workers, the unawareness of
On the one hand, we suppose that the master receivege total workload, both the unspecification of the executio
a continuous input stream of data to be processed by thgarameters and their evolution over time. bet; be the size
workers (such as some video stream, for instance). Sgf the chunk sent to a worker w for roundLet  and oy, ;
the size of the total workload happens to be known onlype respectively the wanted and the estimated time durations
when the last item is acqu|red by the master, and as it |5etween the start of the Send|ng of a chunk of slm and
unknown when scheduling starts, the master must proceegle end of the reception of the corresponding result by the

to an iterated distribution as the workload flows in. Hencemaster. The basic idea of the AS4DR multi-round method
the resulting algorithm is necessarily multi-round, whee s to adapto, ; according to:

call "round” a sequence of consecutive actions leading the
master to feed all the workers with chunks once and collect Qi 1= Qw,i—1
the corresponding results from the workers. Tw,i—1

On the other hand, we suppose that the executioA special feature of ASADR is that it splits each chunk it has
platform is a heterogeneous distributed memory platfornfo deliver to a worker for a round into two subchunks that
whose communication and computation resources have irt delivers in a row to the worker. So, sending subchunks of
accurately specified characterics: available commumioati arbitrarily chosen sizes, ;1 andd, 1 to each worker w for
speeds, available computation speeds, latencies, etole li the first round, the AS4DR scheduler then sends to worker
to vary over time and called execution parameters in thav, for each round, two subchunkss and§ of respective
sequel. sizesdy, ; anddyy i, such that

In this paper, we assume that all the available workers
are used, in a predefined order. From now on, for a given
scheduling, we call CPU-efficiency the ratio of the time Dividing the chunks in two parts allows the computation
spent in useful computation over the corresponding elapsetd overlap the communications between a worker and the
time. Our goal is to maximize the CPU-efficiency. We master as can be seen in Figure 3. Let us suppose that the

fori> 1. (1)

C.Vw,i + dw,i = Oy i- (2)

)



ratio betweens,, ; and oy, ; is constant, and let us denote next round has itself been returned. As the scheduler does

0., this ratio: .
Qi i

O

. 3)

Ay i

not make use of the return &fresults in any way, AS4DR
delays this return in order to make all actions have the same
period; this helps contentions avoidance. Let us dehgte

Figures 1 and 2 give the AS4DR scheduling algorithm for athe available computation speed (relative to th[e) procgssin
M workers platform, and Figure 3 shows how computation()fﬁorl1e workload unit) of worker w. LikewiseB,; (resp.
overlaps communication with this method. As can be seefw) iS the available communication speed (relative to one

e With CIP setr andlay 1,0w,1) ... ... (Figure 6
0<w<M-—1

o Set(dw,l,dw71)0<w<M_l ................ (3), (2

o After an appropriate delay, postands data to each

worker

while (the last data item has not been acquirdd)
e Get as result from some worker w
e Compute the size of the nextands for worker
W 4, (1), 3), @)
e Posts and§ data to worker w
e Get previouss result from worker w
end while

Figure 1. AS4DR scheduling: master

while (the last subchunk has not been posteal)
e Get a subchunk data from master
e Process the subchunk data
if (s) then
e Posts and previous results to master
end if
end while

Figure 2. AS4DR scheduling: worker
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Figure 3. Overlapping between communication and compmurtati

in Figure 3, worker round for worker w is composed of
three phases:

« transmission of the data from master to worker, lasting-€t Us

Dy, andD,,; for subchunkss and§ respectively,
« worker computation on the received data, lasting;
andCy, ; for subchunkss ands respectively,

« transmission of the computation result from worker to

master, lastingR,,; and R,,; for subchunkss and §
respectively.

workload unit) of the link from the master to worker w (resp.
from worker w to the master). Finallpl, b} andf,, are
the respective latencies for a transfer of data from the enast
to worker w, for a transfer of result from worker w to the
master and for a computation on worker w. We define

L*é_ b 1 of,,. (4)

When the communications between master and workers are
contention-free,

Uw,i =

lim oyw; =T
i——+oo

B. Prevention of idleness

The AS4DR method could experience either of the work-
ers idlenesses illustrated in figures 4: inter-round idésne
and intra-round idleness. Let us respectively define:

Data Comm
Computing
Result Comm

IClD ¢ ]

/L : \\S\
inter-round idlenes

time

Data Comm
Computing c
Result Comm

—Tntra-round idlenes

time

Figure 4. Example of inter-round and intra-round idlenssse

_ Dyit1 — (bY +fy) )

~ Duwiy1 +Cuiit1 —2(bR + 1)’

g _ Cuoui = (B} + 1, + L) ©
WAL Dyipr + Cui + Ruyi — 2 (bR + £ +bR)’
suppose that the communications between master
and workers are contention-free. Then the AS4DR method

prevents idleness, if and only if, for each worker w

min
9W,i+l

wirl = 0w = 055, Vi (7)
C. Prevention of contentions

In order to take advantage of this result, we need to

It is worth noticing in Figure 3 that the result corresporgdin address the problem of contention avoidance. To make
to the§ subchunk of some round is returned to the mastethe instant each worker accesses to the master far enough
just after the result corresponding to thesubchunk of the from the instants the others access too, time dedgysre



introduced before posting the very first subchunk to eact) e Estimation of(BY, F,,, B, bl, f,, bR)

worker w. Figure 5 illustrates the model of asymptotic

round i-1 round i
T T
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Figure 5. Contention-free asymptotic schedule

0<w<M—1

@ SEU(Pw)gcyyaM 1 v rrrrrr e (13)
o Set()‘w)ogw;Mfl ........................... (15)
o7 = 2maxty |
repeat

eT:=T7T+T

® SEU(Ow ) gy 1 rrrrrrrr e 11

o Set(HW_)ogw_gMi R E TR ERPERPP R (12)

 Set (D, Dy Ry B )i (9),(10

® SEU(duw ) gayyaf g v e 8)

until (7— > ZEV/I:_Ol dw)

Figure 6. CIP algorithm

Besides, the time intervalk, should allow all the workers
to be served during the first round, i.e. withinraperiod.
ThusT must verify:

M-1

> Z dy. (14)

w=0

periodic (thus round-robin) scheduling we are looking for,So, starting from an initial value of, the CIP algorithm

in the case of a four workers platform. The delay, to be

enters an iterative process which incrementswith an

computed by the CIP algorithm is defined (modulo M) asarbitrarily fixed valuer, then computega )<, <\, and

follows:

dw = (1 + )\w) max (DW,1 + Dwfl, RW,1 +R_W) N (8)

where: )\, stands for a positive constant facték_g (resp.
F,, BE, bD, £, andbF) denotes an estimate & (resp.
F,, BE, bD, f, andbl) andD,, (resp.Dy, R, andR,,)
is an estimate oD, ; (resp.Dy,.1, Ryw.1 andRy, 1).

— —_ 41D — (1 — 41D
D, = OWQWB_‘% +bl, Dy :=(1 HW)aW@ + bl (9)
— 1 - = 1 —
— . bR —(1— _—~ bR
Ry :i= HWaW@ +bR Ry, :=(1 GW)aW@ + bl. (10)
_ QE
Oy = T 1 (11)
Fuo
Ow = Gwbp®™ +(1—pw) ™, (12)
Ol D 7 O e —
min B:D+bw_fw max F:+fw_b‘%_b8
O™ = N ERNER Ou™ = — 1 1 1)’
o (= +35) aw (= + 35+ 3)
¢w = 0.5. (13)

So, before launching AS4DR, a preliminary step: CIP
(for Contentions and Idleness Prevention), determines

Ty (0,1 pcweri—10 (Ow)ocwani—1 @A (dw)ocyan—q @S
shown by Figure 6.

(dw)gew<ni_1 SUccessively and loops until (14) holds.

Once CIP is processed, proper AS4DR scheduling starts
with a first round which sets the initial time-lags be-
tween successive round beginnings, according to the values
(dw)g<w<n_1 Previously computed by CIP.

Taking into account the previous results about contentions
and idleness avoidance, the CIP algorithm can avoid con-
tentions and idleness during the AS4DR scheduling first
round. For the next rounds, thanks to assignment (1), the
AS4DR method helps maintain the duration of each round
close to the reference value

Let us define the valud,, for each worker w as

1 1
Av = Mt R
FW max (KW + B=D, B=R)
1 1
where K,, = = Ow — ; +
1
(1 - d’w) @
1+ =
Let us assume that\ ), <\, Verifies:
0 <Ay <min(Ay,Aw—1) (modulo M), (15)

then the CIP preliminary step providesravalue and sets
of values(fyw ) o< <10 (Ow)ocwen—1 @NA(dw)ocyan—1



that allow the AS4DR scheduling to start with neither other words, neither CIP algorithm nor assignment (1) are

contention nor idleness. Let us recall that the value\gf run. With = and estimates of the execution parameters, it

characterizes the importance of both the unspecification af possible, due to (11), to computg, an initial workload

the execution parameters and the variation of their magdeitu for each worker w. For our simulations, we set the estimate

over time, for any worker w. For a given set of executionof each execution parameter for each worker as the time-

parameters values, increasing the number M of workers wilaverage of the value of this execution parameter for this

ultimately make the relation (15) false. worker, during the simulation. In order to be able to compare

the two methods efficiently, the value offor the Baseline

scheduler is set to the one obtained by the CIP method when
Details about related works can be found in [1] and therunning AS4DR.

proof of the results presented in the previous section has For the comparison of the simulation results, let us define

been established in [2]. To the best of our knowledge, nadCPU.g the CPU-efficiency:

scheduler gims _at_maximizing the efficiency of the use of CPU idleness + CPU latencies

the CPUs in a similar context. CPU;g=1- .

Ill. RELATED WORKS

elapsed time

IV. EXPERIMENTAL ASSESSMENT OF THE ADAPTIVITY  \When the execution parameters are exactly known and

In order to experimentally assess the ability of the AS4DRsteady, both schedulers make the workers process data
method to cope with inaccurately estimated execution pawithout idleness; except time spent in latencies. So, in the
rameters and with variation of their value over time, simula Sequel, we will successively compare the schedulers when
tions have been conducted, with the SimGrid framework [3]the parameters are either poorly estimated or time-varying
Let us consider a star-shaped platform (Figure 7.WlthA' Poor estimates in a steady context
M=1000) and 10 set§Sy ), Of values for the execution ) )
parameters of the worker nodes, given in Table I. Each In order to assess the effect of estimates’ inaccuracy of
of these sets is randomly allocated to 100 workers amon§'€ €xecution parameters on both schedulings, the eféectiv

the 1000 workers which constitute the platform. In orderWorkload initially allocated to each worker w is set by
penalizing the valugay),., computed using assignment

(11) and the reference values contained in Table I:
1= (1% 0e) (o) e s (16)

where . is a strictly positive real number which values
are given in Table Il and where the operatbrmeans that
Figure 7. Star-shaped platform the operation performed is randomly chosen between either
addition or substraction. The values @f characterize esti-

computation | communication| communication| number 8?0 81.18 82.36 89?54 8‘%72 859
master — w; | master «— wj of
speed] latency| speed] latency| speed] latency| workers Table Il
So | 1.0e+4| 1.0e-4 | 1.0e+8| 1.0e-4 | 1.0e+8| 1.0e-4 100 ESTIMATES’ INACCURACY PARAMETER
S1 | 0.9e+4| 1.5e-4 | 0.9e+8| 1.0e-4 | 0.9e+8| 1.0e-4 100
So | 0.8e+4| 1.4e-4 | 0.8e+8| 1.0e-4 | 0.8e+8| 1.0e-4 100
Sz | 0.7e+4| 1.3e-4 | 0.7e+8| 1.0e-4 | 0.7e+8| 1.0e-4 100 , . .
S, | 0.6e+4| 1.2e-4 | 0.6e+8] 1.0e-2 | 0.6e+8| 1.0e-4 100 mates’ Inaccuracy of the execution parameters; Inaccuracy
Ss | 0.5e+4| 0.8e-4 | 0.5e+8| 1.0e-4 | 0.5e+8| 1.0e-4 | 100 is minimum with .o, whereas it is maximum withs. It is
Se | 0.4e+4] 0.9e-4 | 0.4e+8| 1.0e-4 | 0.4e+8| 1.0e-4 [ 100 supposed to be the same for all the workers.
S7 | 0.3e+4| 0.8e-4 | 0.3e+8| 1.0e-4 | 0.3e+8| 1.0e-4 100 ; _affin
Se 1 026+4] 0464 [ 0.06+8 L0654 [ 0.26+8 L064 | 100 Figure 8 shows the measured CPU efflc!ency of th_e Wh0|?
So | 0.1e+4| 0.56-4 | 0.1e+8| 1.0e-4 | 0.1e+8| 1.0e-4 | 100 platform for each scheduler, as a function of estimates
Table | inaccuracy. For this simulation, which lasted 2000 sec-
REFERENCE VALUES OF THE EXECUTION PARAMETERS onds, the value of- computed by CIP equals 3 seconds.

When the execution parameters are exactly knowg), (

both schedulers offered the same CPU-efficiency: 99.99%.
to assess the relevance of AS4DR adapting the workloa@he computation latencies are responsible for the gap with
(of each worker at each round), we compare this methothe theorical maximum CPU-efficiency: 100%. As expected,
to a scheduler called “Baseline”. The Baseline method i<CPU-efficiency decreases for both methods when estimates’
identical to AS4DR except that, on the one hand, the wantethaccuracy increases. This decrease is considerablyr faste
period 7 is not computed but just set, and that, on thefor the Baseline scheduler than for AS4DR. For instance,
other hand, the workload is not adapted at each round; iwhen the inaccuracy is maximums}), the CPU-efficiency



T 50 61 52 63 54
ASIDR = 0.0/0.2{04]|0.6| 0.8

Baseline scheduler

99.99%  99.99%  99.09%  99.97%  99.95%  99.92% Table Il

99.99% DYNAMICITY PARAMETER

84.58%

measured CPU-efficiency of the whole platform for each
scheduler, as a function of dynamicity. For this simulation

74.33%

ASADR mem
Baseline scheduler mmm

64.11%
99.99%

58.16%

92.33%

52.93%

84.27%

Figure 8. CPUkefficiency of the platform as a function of estimates’
inaccuracy 76.08%

67.62%

with AS4DR is 2.13 times higher than with the Baseline
scheduler.

99.99% 99.93% 99.54% 98.03% 93.26%
B. Time-varying context

. . ) dy d, dy dy
This subsection assesses to what extent one can put this

ability to good use in adapting to the variations of the value Figure 10. CPU-efficiency of the platform as a function of alyricity
of execution parameters over time, given that it has already

that th t k of th iati ill not .
&e:kl Ft)t:?avzg 4D?? scieoduul?rrwzaun(;tablzse variations wi nOWhlch lasted 2000 seconds, the value rofcomputed by

In this subsection, the reference values for the executioﬁ: P (:qu;lls 3 sbectﬁndsh \éVhIen thf? e)ée(t:;:t'on paracr:nPeLtJers
parameters, which are contained in Table I, are still rarigom are steady &), both schedulers offere € same '

1Cl . 0 -
allocated to the workers at the initial instant. But, fronsth eff!c!ency. 99.99%. As expggted, the decrea§e of the CPU
initial instant these values are likely to vary over time; ac efficiency, when the dynamicity of the execution parameters

. X L i is significantly faster for the scheduler Baseli
cording to the 10 profile$Py) ., ., Of variation shown by increases, 15 signitica gy
Figure 9. Whatever the profil, being allocated to a worker than for AS4DR. For instance, when the dynamicity equals

w and whatever an execution parameter, the higher value fﬁ the. CPU—efﬂmency with AS4DR is 1.38 times higher
Py equals the reference value (in Table I) allocated to th an with the Baseline scheduler.

worker w, for the execution parameter under consideration; V. CONCLUSION

the lower value ofPy is computed as a perturbation of the

reference value: succeeds in maximizing the CPU-efficiency when schedul-
BB = (14 (Bg)ref’Bg = (1 —dy) (Bg)ref’ ing a divisible load of unknown total size on distributed
Fy = (1-6) Fy)ur resources with inaccurately specified or time-varying €har
e acteristics. Despite the fact that a bidirectionnal 1-port
where/dy is a strictly positive number, the values of which communication model is prone to contention, AS4DR can
are given in Table Ill. In this context, the coefficiedit avoid the idleness of the CPU due to contentions, thanks
characterizes the variations of the execution parameters a both to the asymptotic periodicity it installs (for both dat
is called “dynamicity” in the sequel; with, the amplitude and results) and to its preliminary step CIP. AS4DR can
of the variation of the execution parameters is maximumpnly be efficient when the unspecification of the execution
whereas it is minimum withdy. For each simulation the parameters and their variation over time are small enough;
dynamicity is the same for all the workers. The same profileespecially AS4DR cannot manage the complete stop of a
is used to simultaneously perturb the speeds of computatioworker. The pseudo-periodicity of the rounds limits the
and communication. The profilg®y),. .., are randomly workload discrepancy when the last data is acquired by the
allocated to the 1000 workers as well. Figure 10 shows thenaster; when the cleanup phase begins. Thus AS4DR limits

do

The AS4DR method experimentally assessed in this paper
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Figure 9. Perturbed execution parameter as a function @& {imseconds)

the cost of the communications for reallocating the extrarelevant subsets of resources. It is the aim of a future work.

load of the overloaded workers among the others ones; to
make workers ending their processing simultaneously. The
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