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Shortest paths for the Dubins’ vehicle in heterogeneous environments

Bruno H́erisśe, Romain Pepy

Abstract— In this paper, the problem of finding minimum
length paths for a Dubins’ vehicle that can only move forward
in an heterogeneous environment is considered. An hybrid
version of the Pontryagin’s maximum principle is used to
derive necessary conditions for optimality. Unlike in the case of
homogeneous environments, it is deduced that heterogeneity of
the environment implies that optimal paths can contain reflec-
tions. A subclass of environments is analyzed more specifically
in order to obtain additional necessary conditions. Based on
these results, two concrete application cases are detailed to
demonstrate the usefulness of the approach in practice. The
first example concerns a mobile robot and the second example
concerns a glider.

I. I NTRODUCTION

The purpose of this paper is to characterize shortest paths
for a vehicle moving only forward in an heterogeneous 2-
dimensional Cartesian plane. The environment is heteroge-
neous in the sense that the minimum turning radius that the
robot can perform depends on the vehicle position along one
axis of the plane. Thus, the vehicle dynamics are governed
by (see Fig. 1)











ẋ = v cos θ

ż = v sin θ

θ̇ = vc (z)u, |u| ≤ 1,

(1)

where (x, z) ∈ R
2 is the vehicle position,θ ∈ R is the

angle between the vehicle and the x-axis,v > 0 is the
vehicle velocity,u ∈ R is the control input (u ∈ [−1, 1])
and c (z) ∈ R+ is the maximum curvature the robot can
perform at vertical positionz. The dynamics of the forward
velocity v is not specified, the analysis in this paper only
considers the shortest path problem.

When the maximum curvaturec is constant, i.e. the
environment is homogeneous, the vehicle verifying (1) is
known as the Dubins’ car and finding the shortest path
between two configurations(x, z, θ) is known as the Dubins’
problem [4]. This problem was solved in [4] using only
geometric arguments. It states that shortest paths are either
of type CCC or CSC, that is a concatenation of three
arcs of a circle with radius1/c or a concatenation of an
arc of a circle with radius1/c, a line segment and another
arc of a circle with radius1/c. Later, Dubins’ results were
proved using Pontryagin’s maximum principle [1]. The 3D
extension of Dubins’ paths was considered in [11].
Dubins’ work gave rise to many other similar problems.
For example, shortest paths for a robot moving forward
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and backward were derived [9]. In [1], [13], similar results
were recovered using Pontryagin’s maximum principle [8].
In [2], the derivative of the curvature is controlled and
assumed to be bounded. In [5], [6], the effect of a constant
wind is analyzed for unmanned aerial vehicles with the
same dynamics as the Dubins’ car. In [3], an anisotropic
environment is considered, that is the maximum curvaturec
depends on the orientationθ of the vehicle.

As far as the authors know, only one previous work
addresses the optimal problem for a Dubins’ vehicle in
an heterogeneous environment. In [10], the environment
consists of two half-planes where the robot has two dif-
ferent velocities and where it can maneuver with the same
turning rate. A generalized refraction law is derived from
the characterization of minimum time paths. The problem
presented here is different from [10] since it addresses the
shortest path problem. Moreover, in [10], the vehicle moves
in a terrain with heterogeneous velocity while in the present
paper, this is the maneuverability of the vehicle that is
heterogeneous along the terrain. In addition, the environment
is not restricted to only two media in the present paper,i.e.
the maximum curvaturec (z) can be discontinuous for an
unlimited number of positionsz.

In this paper, since discontinuous environments are also
considered, the classical Pontryagin’s maximum principle
cannot be used. A more general version of the maximum
principle [12], suitable for hybrid control problems, is used
to derive necessary conditions for optimality. From these
conditions, some features of optimal paths are deduced.
Shortest paths are shown to be a concatenation of line
segmentsS and arcsC of maximum curvature. Moreover,
it is shown that shortest paths can contain reflections,i.e.
paths containing two different line segments with opposite
orientation angles are candidates for optimality. The case
where the maximum curvaturec (z) is a monotonic function
of z is analyzed. In that case, it is proved that optimal paths
containing line segments are either of typeCSC or CSCSC
if both line segments have opposite orientation angles.
Based on these results, two application cases are presented.
First, a mobile robot is considered. The terrain consists of
two half-planes with two different coefficients of friction
implying two maximum steering angles to ensure rolling
without slipping. Second, a glider moving in the vertical
plane is considered. Due to the exponential decreasing of
atmospheric pressure with altitude, the maximum lift force
is also exponentially decreasing with altitude.

The body of the paper consists of four sections followed by
a conclusion. Section II presents the problem and notations.
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Fig. 1. Vehicle model.

In Section III, conditions for optimality are enumerated and
the case where the maximum curvaturec (z) is a monotonic
function of z is detailed. Sections IV and V present the two
examples of application for the problem addressed in this
paper.

II. PROBLEM STATEMENT

In this paper, a Dubins’ vehicle moving forward with
bounded curvature across a 2D heterogeneous environment
is considered. A coordinate system(x, z, θ) ∈ R

3 is used
to determine the position(x, z) of the center of massG
and the orientationθ of the vehicle in this environment (see
Fig. 1). The robot dynamics are given by (1). The maximum
curvaturec (z) in (1) is assumed to satisfy the two following
conditions:

Assumption 2.1:c (z) is discontinuous for a finite number
N ∈ N of positionszq, q ∈ Q = J1, NK.

Assumption 2.2:If N 6= 0, c (z) is C1 in each of the
intervals(−∞, z1], [zq, zq+1] , q ∈ J1, N−1K and[zN ,+∞).
It is C1 in R otherwise.

The problem addressed in the paper is to characterize
trajectories of minimum length for the system (1) given
initial and final states(x0, z0, θ0) and (xf , zf , θf ), that is
trajectories minimizing the functional

sf =

∫ tf

0

v dt

wheretf is the final time assumed to be free (free interval
optimal control problem) andsf is the length of the path.

Since we are interested in minimum length trajectories
(the dynamics of the forward velocityv is not specified), it
is convenient to make a change of variable from timet to
curvilinear abscissas (t) =

∫ t

0
v (u) du. Thus, dynamics can

be re-written as follows:


























x′ =
dx

ds
= cos θ

z′ =
dz

ds
= sin θ

θ′ =
dθ

ds
= c (z)u, |u| ≤ 1

(2)

Therefore, the problem consists in minimizingsf , the path
length. Notice that in the case when the forward velocityv
is constant, minimizing the path lengthsf is equivalent to
minimizing the final timetf .

III. O PTIMALITY CONDITIONS

A. The general case

The problem stated in Section II is similar to the classical
Dubins’ problem and can also be solved using classical
optimal control theory [1] provided that the system (2)
is sufficiently regular [8]. Assumption 2.1 prevents from
using this version of the Pontryagin’s maximum principle.
In the followings, the more general version of the maximum
principle described in [12] is used. Notice that this principle
was first used in [10] to analyze an analogous problem.

Before enumerating necessary conditions for optimality,
curvilinear abscissae where the system crosses a disconti-
nuity along the path,i.e. curvilinear abscissae wherec (z)
meets a discontinuity, have to be defined.

Definition 3.1: A switching curvilinear abscissaS along
a path is defined as a curvilinear abscissa verifying the
following condition: there existsq ∈ Q such thatz(S) = zq
and there existsε > 0 such thatz (s ∈ [S − ε, S)) 6= zq.
Applying the maximum principle presented in [12] to the op-
timal control problem described in Section II, the following
result is obtained.

Proposition 3.2:Consider a solutionξ = (x, z, θ)⊤ to
the shortest path problem for the system (2) with control
input u and minimum lengthsf . Assume that the number
of switching curvilinear abscissae isJ − 1, J ∈ N

∗. Then,
there existsλ0 ∈ R and J absolutely continuous functions
λj : [sj , sj+1] → R

3, j ∈ J0, J − 1K such that

1) λ0 > 0 or λj 6= 0, ∀j ∈ J0, J − 1K;
2) ∀j ∈ J0, J − 1K,

(

λj
)′

= −
∂Hj

∂ξ
, ∀s ∈ [sj , sj+1]

where

Hj = λ0 + λj
1 cos θ + λj

2 sin θ + λj
3c (z)u

andλj def
= (λj

1, λ
j
2, λ

j
3)

⊤;
3) ∀j ∈ J0, J − 1K, ∀s ∈ [sj , sj+1], Hj (s) = 0 ;
4) If J ≥ 2, ∀j ∈ J0, J − 2K, λj

1(sj+1) = λj+1

1 (sj+1) and
λj
3(sj+1) = λj+1

3 (sj+1);

5) ∀(s, j), u = − sgn
(

λj
3

)

, wheresgn (x) = x/ |x| , ∀x ∈

R
∗ and sgn (0) = 0.

Notice that in Proposition 3.2, switching curvilinear abscis-
sae are everysj , j ∈ J1, J − 1K (J ≥ 2) andsf = sJ . First
item of Proposition 3.2 follows from non-triviality condition
of the maximum principle. Item 2 is the adjoint equation.
Item 3 is due to the Hamiltonian value condition and the
fact that a free interval optimal control problem is addressed
in this paper. Item 4 is a direct application of the switching
condition described in [12]. As for Item 5, it follows from
Hamiltonian minimization.

Corollary 3.3: From Proposition 3.2, the followings can
be deduced:

• ∀j ∈ J0, J − 1K, λj
1 = λ1 is a constant. The proof is

straightforward using Items 2 and 4: forj ∈ J0, J − 1K,
(

λj
1

)′

= 0 in [sj , sj+1] and λj
1(sj+1) = λj+1

1 (sj+1)



at switching curvilinear abscissaesj+1, j ∈ J0, J − 2K
(J ≥ 2);

• Item 5 implies that optimal paths are a concatenation
of line segmentsS (when λj

3 ≡ 0 on a subinterval of
[sj , sj+1]) and arcs of maximum curvatureC (when
λj
3 6= 0);

• If the optimal path contains a line segment with orien-
tation θ = α, then there can exist another line segment
with orientationθ = −α (modulo 2π) along the path.
This follows from the fact thatλ2 can vary along the
path, i.e. λj

2 (j ∈ J0, J − 1K) can vary in [sj , sj+1]
and λj

2(sj+1) is not necessarily equal toλj+1

2 (sj+1)
at switching curvilinear abscissaesj+1, j ∈ J0, J − 2K
(J ≥ 2). This type of optimal path containing two line
segments with opposite orientation angles will be said
to contain reflections;

• Items 3 and 4 imply that ifλj
3(sj+1) = 0 and

sin (θ(sj+1)) 6= 0, j ∈ J0, J − 2K (J ≥ 2), then
λj
2(sj+1) = λj+1

2 (sj+1). This implies that the orienta-
tion of a line segment cannot change when the system
crosses a discontinuity.

Proof: The third point of Corollary 3.3 is proved here.
Assume that the optimal pathξ contains a line segment with
orientationθ = α. Then, there existsj ∈ J0, J − 1K such
that λj

3 ≡ 0 on a subintervalI of [sj , sj+1]. From Items 2
and 3 of Proposition 3.2, it is straightforward to show that
λj
1 = −λ0 cos(α) andλj

2 = −λ0 sin(α) in I. From Item 1,
it can be deduced thatλ0 6= 0. Moreover, sinceλj

1 = λ1

is a constant, if there exists another line segment along the
path with orientationθ = β then cos(β) = cos(α), hence
β = ±α (modulo2π).

Existence of reflections in optimal paths is the main
result obtained here. There cannot exist such reflections
for the classical Dubins’ vehicle with a constant maximum
curvature. In [10], only optimal paths with one switching
curvilinear abscissa are described, therefore, reflections are
not outlined.

The result stated below considers more specific systems
characterized by the fact thatc (z) is a monotonic function
of z. This will be used in the two examples presented in the
next two sections.

B. The monotonic case

Theorem 3.4:Assume thatc (z) is a monotonic function
of z. Then, any optimal pathsξ containing a line segment
can contain at most one other line segment with opposite
orientation angle.
Theorem 3.4 means that an optimal path can contain one or
two line segments and that an optimal path containing two
line segments is necessarily a path with a unique reflection.
Proof: Assume thatc (z) is a decreasing function ofz. The
result is similar for an increasing function.

First, we show thatλ2 is decreasing. To this purpose,
switching curvilinear abscissae and intervals where the sys-
tem is continuous are analyzed separately. The proof follows
from Items 2 and 3 of Proposition 3.2.

• ∀j ∈ J0, J − 1K, ∀s ∈ [sj , sj+1],
(

λj
2

)′

= −λj
3
dc
dz
u.

Sinceu = − sgn
(

λj
3

)

, this implies that

(

λj
2

)′

=
∣

∣

∣
λj
3

∣

∣

∣

dc

dz
≤ 0,

Therefore,λj
2 is decreasing;

• ∀j ∈ J0, J − 2K, for every curvilinear abscissaes =
sj+1,

λj
2 sin

(

θj
)

−
∣

∣

∣
λj
3

∣

∣

∣
cj =

λj+1

2 sin
(

θj+1
)

−
∣

∣

∣
λj+1

3

∣

∣

∣
cj+1

where θj = θ(sj) and cj = c(sj). Therefore, since
λj
3 = λj+1

3 andθj = θj+1,
(

λj+1

2 − λj
2

)

sin
(

θj
)

= −
∣

∣

∣
λj
3

∣

∣

∣

(

cj − cj+1
)

It is straightforward to see that ifsin θj 6= 0, then
sin
(

θj
)

is of the same sign as
(

cj − cj+1
)

. It follows
that λj+1

2 ≤ λj
2.

In addition, using Item 3 of Proposition 3.2, it follows
that

λj+1

2

cj+1
−

λj
2

cj
=

λ0 + λ1 cos θ
j

sin θj
cj+1 − cj

cjcj+1
(3)

Therefore, sincesin θj = 0 implies λ1 = −λ0 (Item
3 of Proposition 3.2), ifsin θj = 0 thenλj+1

2 /cj+1 =
λj
2/c

j . Furthermore,

|λj
3(s)|c(s) ≡ λj

2(s) sin(θ(s))

whensin θ tends to0, this implies thatλj
2 is of the same

sign assin (θ (s)) for s aroundsj+1. Henceλj+1

2 ≤ λj
2

for all θj .
Two cases are now analyzed:
• Assume that the optimal pathξ contains a line seg-

ment with orientationθ = α ∈ [0, π]. Then, λ2 =
−λ0 sin(α) ≤ 0 (λ0 > 0) along this line segment. Since
λ2 is decreasing along the whole path, there cannot
exist any curvilinear abscissae along this path such that
λ2 = λ0 sin(α) ≥ 0. Therefore, the path cannot contain
any reflections. Moreover, if the path contains another
line segment with the same orientationα, this means
that λ2 remains constant between these two segments.
Thus, from Dubins’ results [4], [1], the path between the
two line segments is a whole circle. That kind of path
is not optimal. Therefore, the optimal pathξ contains
only one line segment.

• Assume that the optimal pathξ contains a line segment
with orientation θ = α ∈ [−π, 0]. Then, λ2 =
−λ0 sin(α) ≥ 0 (λ0 > 0) along this line segment.
Sinceλ2 is decreasing along the whole path, there can
exist a curvilinear abscissa along this path such that
λ2 = λ0 sin(α) ≤ 0. Therefore, the path can contain
a reflection. Using the same previous argument from
Dubins’ results, the optimal pathξ can contain at most
two line segments with both orientationsα and−α.



ξ0

ξf
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Fig. 2. Example 1 - CSC path withθ0 = 0 andθf =
π
6

Notice that the two line segments of an optimal pathξ

containing a reflection are necessarily joined by a unique arc
C. This means that there is no inflection point between the
line segments. This is due to the fact thatλ3 cannot vanish
between the two line segments. The proof is straightforward
using Item 3 of Proposition 3.2 and the fact thatλ2 is a
decreasing function but the details are a little tedious to be
presented here.
Furthermore, using symmetry arguments for the reflection, it
can easily be shown that the derivative of the third adjoint
variableλ3 necessarily vanishes whensin θ = 0 along the
arcC joining the two line segments. Thus, using Item 2 of
Proposition 3.2,λ2 also vanishes whensin θ = 0 along this
arc.

If c (z) is a monotonic function, Theorem 3.4 implies that
optimal paths are of typeCn1SαC

n2 , Cn1S−αCSαC
n2 or

a degenerated form of these, whereCn (n ∈ N) denotes
a concatenation ofn arcs of maximum curvature joined at
inflection points (λ3 = 0) and Sα denotes a line segment
with orientationα ∈ [−π, π]. Maximum values forn1 andn2

are not obvious to determinea priori. Therefore, a geometric
analysis need to be conducted on a case by case basis. Based
on results for the Dubins’ vehicle, the authors believe that
n1 = 1 and n2 = 1, otherwise the path is not optimal.
However, this remains an open problem.
Besides, analogously to Dubins’ results, there can exist
optimal paths without any line segments,i.e. there can exist
optimal paths of typeCn. For Dubins’ paths, it was shown
that n cannot be superior to3. In the case wherec (z) is a
monotonic function, this remains an open question.

In next two sections, some optimal paths of type
CS−αCSαC and CSαC are presented for two concrete
application cases.

IV. EXAMPLE 1: A DISCONTINUOUS ENVIRONMENT

In this section, the vehicle considered is a mobile robot
which dynamics verify (1) withc (z) = tan δmax/L, where
δmax is the maximum value of the steering angle andL is
the distance between front and rear wheels. The environment
consists of two half-planes where the coefficient of friction

ξ0
ξf

c1

c2

(a) θ0 = −

2π
3

andθf =
π
6

ξ0 ξf

c1

c2

(b) θ0 = −

π
2

and θf =
π
2

Fig. 3. Example 1 - CSCSC paths

between the robot and the ground is different. As the vehicle
moves at a constant speed and is assumed to roll without
skidding nor sliding, it implies that the maximum steering
angle that the robot can perform differs between the two
half-planes. Therefore, the maximum curvaturec is different
for the two half-planes.
The glider presented in next section V verifies the same
kind of model if densities of the fluid in both half planes
are different. For example, if the first half plane consists of
water and the second half plane consists of air, the density is
different for the two half-planes then the maximum curvature
c is different for the two half-planes.
In the followings, the maximum curvaturec1 of the first half-
plane will be considered superior to the maximum curvature
c2 of the second half-plane.

Results of Section III can be used. In particular, Theorem
3.4 implies that optimal paths with line segments can contain
reflections,i.e. optimal paths can contain two line segments
with opposite orientation angles. To perform a reflection, the
robot needs to cross the discontinuity two times with opposite
orientation angles. Using Equation (3) for both switching
curvilinear abscissae, it can be shown that the absolute value
|θs| of switching orientation angles verifies

sin |θs| sin |α| = (1− cos |θs| cos |α|)
c2 − c1

c1

recalling that |α| is the absolute value of the orientation
angle of both line segments. Notice that a reflection can be
optimal only if both line segments lie in the half-plane with
the greater curvature,i.e. the half-plane with curvaturec2 in
this example (see proof of Theorem 3.4 for more details).

Considering Bellman’s principle of optimality, notice that
Dubins’ results must be verified in each half-plane,i.e. any
pieces of an optimal path lying in a single half-plane is
necessarily of typeCCC or CSC.

Figures 2 and 3 present some optimal paths with line
segments choosingc1 = 7c2. The first half-plane with
maximum curvaturec1 is represented in blue on these figures.
Moreover, any changes of control inputu ∈ {−1, 0, 1} is



marked by a black dot along the path. Figure 2 presents
a CSC optimal path starting from the first half-plane with
initial orientation angleθ0 = 0 and ending in the second
half-plane with final orientation angleθf = π/6. Figure 3
presents twoCSCSC optimal paths starting and ending in
the second half-plane. For these two paths, notice that if the
environment were homogeneous with maximum curvature
c2, the optimal path would be of typeCCC due to the
fact that initial and final positions are close to each other
compared to the minimum turning radius. However, taking
advantage of the greater curvature in the first half-plane,
CSCSC paths are shorter here.

V. EXAMPLE 2: A CONTINUOUS ENVIRONMENT

In this section, the vehicle considered is a glider of massm
flying in the 2D vertical plane. The vehicle forward velocity
v is assumed to be high enough in order to neglect the
gravitational force during the flight. Typically, a missilecan
be assimilated to an hypersonic glider after its propulsion
stage. Thus, only the force of liftfL contributes to maneuver
the aerial vehicle. This can be written as follows:

fL =
1

2
ρ (z)SCLv

2

where ρ(z) is the air density depending on the current
altitude, S is the reference area of the glider andCL is
the lift coefficient depending on the angle of attack. Using
the fact that the rotational velocity verifieṡθ = fL/mv, the
dynamics of the glider satisfy equations (1) withc (z) =
1

2m
ρ (z)S(CL)max

. The environment is heterogeneous since
ρ(z) depends on the altitude. In the followings, it is modeled
as an exponentially decreasing function of altitude:ρ(z) =

ρ0 exp
(

− z
zr

)

with zr = 7500m.
To derive arcs of maximum curvature, the control inputu

is chosen such that|u| = 1. Differentiatingθ′ with respect
to s, this yields:

θ′′ = −
1

zr
θ′ sin θ

Thus, closed-form solutions forθ, x andz can be obtained.
Let define ζ = tan

(

θ
2

)

and differentiate it. After some
straightforward but tedious calculations, one obtains

ζ ′ = A+Bζ2,

A =
1

2zr
(zrθ

′

0 − cos θ0 + 1) ,

B = A−
1

zr
.

Therefore, four types of curves can be deduced depending
on values ofA andB:

1) C1 type of curve ifAB > 0,

ζ1 (s) =

√

A

B
tan

[

A

√

B

A
s+ arctan

(

√

B

A
ζ0

)]

This type of curve is illustrated in Figure 4.
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Fig. 4. Example 2 - Arcs of maximum curvature

2) C2 type of curve ifAB < 0,

ζ2 (s) =

√

∣

∣

∣

∣

A

B

∣

∣

∣

∣

tanh

[

A

√

∣

∣

∣

∣

B

A

∣

∣

∣

∣

s+ arctanh

(
√

∣

∣

∣

∣

B

A

∣

∣

∣

∣

ζ0

)]

This type of curve is illustrated in Figure 4. Notice
that this type of curve has asymptotes.

3) C3 type of curve ifA = 0,

1

ζ3 (s)
=

1

ζ0
−Bs

4) C4 type of curve ifB = 0,

ζ4 (s) = ζ0 +As

θ, x and z can be deduced from the expression ofζ as
follows:



















θ (ζ) = 2 arctan ζ

x (ζ) = x0 + zr (θ (ζ)− θ0)− zr (A+B) s (ζ)

z (ζ) = z0 − zr ln

(

1 + ζ20
A+Bζ20

A+Bζ2

1 + ζ2

)

Once again, Theorem 3.4 applies. Therefore, optimal paths
can be of typeCSC andCSCSC, C denoting one of the
four types of arcs presented above. For this application case,
a reflection can be renamed a rebound.

Figures 5, 6 and 7 present some paths with line segments
that are candidates for optimality. The maximum curvature
at altitude zero is chosen asc(0) = 0.0015m−1, it depends
on the glider parameters. Figure 5 presents aC1SC1 path
starting close to the ground with initial orientation angleθ0 =
0 and ending at an altitude greater than20km with final
orientation angleθf = π/12. Figure 6 presents aC2SC2 path
starting and ending at high altitude with initial orientation
angle θ0 = −π/3 and final orientation angleθf = π/3.
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Figure 7 presents twoCSCSC paths starting and ending at
high altitude.

VI. CONCLUDING REMARKS

This paper presented the problem of minimizing path
length in an heterogeneous environment for a Dubins’ vehicle
moving forward and steering with a maximum curvature that
depends on the vehicle position. Some necessary conditions
for optimality were deduced applying optimal control theory.
These provide practical conditions to build optimal paths for
such a system as well as an interesting result that generalizes
reflection law to the system considered. Two examples of
application are described to illustrate the approach and to
demonstrate its usefulness for practical implementationssuch
as path planning in complex environments [7].
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