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Abstract

We consider the factorization of a rectangular matrix X into a positive linear com-
bination of rank-one factors of the form uv⊤, where u and v belongs to certain sets U
and V , that may encode specific structures regarding the factors, such as positivity or
sparsity. In this paper, we show that computing the optimal decomposition is equiva-
lent to computing a certain gauge function of X and we provide a detailed analysis of
these gauge functions and their polars. Since these gauge functions are typically hard to
compute, we present semi-definite relaxations and several algorithms that may recover
approximate decompositions with approximation guarantees. We illustrate our results
with simulations on finding decompositions with elements in {0, 1}. As side contribu-
tions, we present a detailed analysis of variational quadratic representations of norms
as well as a new iterative basis pursuit algorithm that can deal with inexact first-order
oracles.

1 Introduction

Structured matrix factorization has many applications in various areas of science engineer-
ing, i.e., clustering and principal component analysis [22, 41], source separation [34, 23],
signal processing [1], machine learning [38], and all domains where reduced representations
are desired.

Without any structure, traditional principal component analysis may be solved exactly
in polynomial time through a singular value decomposition. However, adding additional
structure on the components U and V of the factorization of X = UV ⊤ (e.g., sparsity,
non-negativity or discreteness) is most often done through alternating minimization (with
respect to U and V ). While all steps are usually done through convex optimization, the
problem is not jointly convex, and there are typically multiple local minima, and algorithms
usually come with no convergence guarantees. For example, in presence of positivity con-
straints, the problem of non-negative matrix factorization (NMF) may not be solved in
polynomial-time in general, and most algorithms for NMF (e.g., [34]) perform a form a
block coordinate descent with no guarantees (see hardness results and particular situations
of actual solvability in [3, 46]). In this paper, we follow a convex relaxation approach.
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We impose some structure on each column of U and V and consider a general convex
framework which amounts to computing a certain gauge function (such as a norm) at X,
from which the decomposition may be obtained (for example, the nuclear norm leads to
the usual singular value decomposition). This convex framework corresponds to removing
any rank constraint on the decomposition and has appeared under various forms in the
literature, as summing norms [30], decomposition norms [7] or (a special case of) atomic
norms [17]. This is presented in details (equivalent representations, rotation-invariant cases,
weighted nuclear norm formulations) in Section 4. An interesting aspect is that the gauge
functions we consider are polar to generalizations of matrix norms, which are commonly used
in many areas of applied mathematics, in particular in robust optimization and control [9].

The statistical and recovery properties of these norms and their relaxations have been
studied in several contexts [17, 45]; in this paper, we focus on optimization aspects. The
convex framework we introduce in Section 4 only lead to polynomial-time algorithms in
few situations (e.g., the nuclear norm based on the singular value decomposition). In Sec-
tion 5, we consider computable additional relaxations based on semi-definite programming.
These may be used to compute the related gauge functions as well as their polar, with
constant-factor approximation guarantees in some cases (see Section 5.1). The first setting
where one can get dimension-independent guarantees has already been studied by [42, 10]
and corresponds to gauge functions that have variationl diagonal representations. We also
consider a more general setting with dimension-dependent bounds.

A key practical problem is to obtain not only a lower-bound on the value of the gauge
function, but also an explicit decomposition which preserves the approximation guarantees.
We present in Section 6 iterative conditional gradient algorithms and their analysis, which
extend existing results in several ways: (a) we obtain convergence guarantees even when the
polar gauge function may be approximately computed with a multiplicative approximatio
ratio—earlier work [29] considers only additive approximations, (b) following [5, 27, 52], they
may be applied to penalized versions of the problem, i.e., to solve a generalized basis pursuit
problem, (c) under some additional assumptions, they may find approximate decompositions
of X that converge linearly.

Finally, our framework relies on variational representations of gauge functions and in
particular norms as maxima and minima of quadratic functions. These representations have
been already used in several contexts (machine learning, signal processing, optimization, see,
e.g., [6] and references therein). In this paper, we provide in Section 3 a thorough analy-
sis of these decompositions (minimal and maximal representations, duality between lower
and upper bounds, sufficient and necessary conditions for diagonal or rotation-invariant
representations).

Notation. Given a positive integer d, we denote by Sd the vector space of symmetric
matrices, and by S+

d the subset of positive-semidefinite matrices. For x ∈ R
d and p ∈

[1,+∞], ‖x‖p denotes the ℓp-norm of x, while for a matrix X ∈ R
n×d, ‖X‖p denotes the

ℓp-norm of X, seen as a vector. That is, if vec(X) ∈ R
nd denotes the vector obtained

by stacking the columns of X, ‖X‖p = ‖vec(X)‖p. The Frobenius norm of X is denoted

‖X‖F =
√
trX⊤X = ‖vec(X)‖2, the nuclear norm (a.k.a. the trace norm) is denoted

as ‖X‖∗, and is equal to the sum of the singular values of X, while the operator norm
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(largest singular value of X) is denoted ‖X‖op. Finally, 1d denotes the vector in R
d with

all components equal to one.

2 Review of gauge function theory

In this section, we present relevant concepts and results from convex analysis. These tools
are needed because the type of structure we want to impose go beyond what can be charac-
terized by norms (such as positivity). See [47, 13] for more details on gauge functions and
their properties.

Gauge functions. Given a closed convex set C ⊂ R
d, the gauge function γC is the function

γC(x) = inf{λ > 0, x ∈ λC}.

The domain dom(γC) of γC is the cone generated by C, i.e., R+C (that is, γC(x) < +∞ if
and only if x ∈ R+C). The function γC is equivalently defined as the homogeneized version
of the indicator function IC (with values 0 on C and +∞ on its complement), i.e., γC(x) =

infλ>0 λIC
(
x
λ

)
. From this interpretation, γC is therefore a convex function. Moreover, it

is positively homogeneous and has non-negative values. Conversely, any function γ which
satisfies these three properties is the gauge function of the set {x ∈ R

d, γ(x) 6 1}.
Several closed convex sets C lead to the same gauge function. However the unique closed

convex set containing the origin is {x ∈ R
d, γC(x) 6 1}. In general, we have for any closed

convex set C, {x ∈ R
d, γC(x) 6 1} = hull(C ∪ {0}).

Classical examples are norms, which are gauge functions coming from their unit balls:
norms are gauge functions γ which (a) have a full domain, (b) are such that γ(x) = 0 ⇔
x = 0, and (c) are even, which corresponds to sets C which (a) have 0 in its interior, (b)
are compact and (c) centrally symmetric. In general, the set C might neither be compact
nor centrally symmetric, for example, when C = {x ∈ R

+
d , 1⊤d x 6 1}. Moreover, a gauge

function may take infinite values (such as in the previous case, for any vector with a strictly
negative component).

Polar sets and functions. Given any set C (not necessarily convex), the polar of C is
the set C◦ defined as

C◦ = {y ∈ R
d, ∀x ∈ C, x⊤y 6 1}.

It is always closed and convex. Moreover, the polar of C is equal to the polar of the closure
of hull(C ∪ {0}).

When C is the unit ball of a norm Ω, C◦ is the unit ball of the dual norm which we
denote Ω◦ (instead of the usual definition Ω∗, because the Fenchel conjugate of Ω is not the
dual norm, but the indicator function of the dual unit ball).

If C is a closed convex set containing the origin, then C◦◦ = C—more generally, for any
set C, C◦◦ is the closure of hull(C ∪ {0}). The polarity is a one-to-one mapping from closed
convex sets containing the origin to themselves. In this paper, we will also consider gauge
functions associated with closed potentially non convex sets C, in which case, we mean the
gauge function associated to C◦◦ = hull(C ∪ {0}), i.e., γC = γC◦◦.
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The Fenchel conjugate of γC is the indicator function of C◦, i.e., γ∗C = IC◦ , which is
equivalent to γC = I∗C◦ , i.e., ∀x ∈ R

d, γC(x) = supy∈C◦ x⊤y. Given a gauge function γC , we
define its polar as the function γ◦C given by

γ◦C(y) = inf
{
λ > 0, ∀x ∈ R

d, x⊤y 6 λγC(x)
}
= sup

x∈Rd

x⊤y
γC(x)

,

the last inequality being true only if γC(x) = 0 ⇔ x = 0 (i.e., C compact). It turns out that
γ◦C = γC◦ . This implies that γC◦ = I∗C◦◦ , i.e., γC◦(y) = supx∈C◦◦ x⊤y = supx∈C(x

⊤y)+. For
example, the polar of a norm is its dual norm. We have for all x, y ∈ R

d, the inequality that
is well known for forms: x⊤y 6 γC(x)γC◦(y). Finally, the Fenchel-conjugate of x 7→ 1

2γC(x)
2

is y 7→ 1
2γ

◦
C(y)

2.

Operations on gauge functions. For two closed convex sets C and D containing the
origin, then for all x ∈ R

d, max{γC(x), γD(x)} = γC∩D(x). Another combination, is the “inf-
convolution” of γC and γD, i.e., x 7→ infx=y+z γC(z) + γD(y), which is equal to γhull(C∪D).
Moreover, γ◦C∩D = γhull(C◦∪D◦), or equivalently, (C ∩ D)◦ = hull(C◦ ∪D◦).

Links with convex hulls. Given a compact set P and its compact convex hull C (for
example, P might be the set of extreme points of C), we have P◦ = C◦, since maxima of
linear functions on C or P are equal. An alternative definition of γC is then

γC(x) = min

{∑

i∈I
ηi, (ηi)i∈I ∈ R

I
+, (xi)i∈I ∈ PI , I finite, x =

∑

i∈I
ηixi

}
.

Moreover, in the definition above, by Caratheodory’s theorem for cones, we may restrict
the cardinality of I to be less than or equal to d.

3 Representations of gauge functions through quadratic func-

tions

In this section, we consider a closed set U that contains the origin in its convex hull, and
explore various representations of the gauge function γU = γU◦◦ as a maxima or minima
of quadratic functions. This corresponds to respectively inner and outer approximations
of the convex hull U◦◦ by ellipsoids. Note that unless otherwise stated, U might not be
convex, might not be compact (i.e., γU (x) = 0 even if x 6= 0), U might not be cen-
trally symmetric, and dom(γU ) = R+U may be strictly included in R

d. Since quadratic
variational formulations have to be centrally symmetric, we consider symmetrized ver-
sions of gauge functions; we consider two ways of “symmetrizing” a gauge function: by
intersecting U◦◦ and −U◦◦, which corresponds to the gauge function γU◦◦∩(−U◦◦)(x) =
max{γU (x), γU (−x)}, or by intersecting U◦ and −U◦, which corresponds to γU∪(−U)(x) =
γ◦U◦∩(−U◦)(x) = infx=x++x−

{
γU (x+) + γU (−x−)

}
. These two gauge functions have domain

span(U), the vector space generated by U . When U is centrally symmetric, then these two
gauge functions are equal to γU .
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3.1 Maxima of quadratic functions

We first consider closed convex sets K ⊂ S+
d of symmetric positive definite matrices such

that
∀x ∈ span(U), γU∪(−U)(x)

2 = max
M∈K

x⊤Mx. (1)

When U is symmetric, the variational formulation in Eq. (1) leads to a representation of
γU (x)2 as a convex function I∗K(xx

⊤) of xx⊤. Note that in general, K is not unique. We
now show that there always exists a set K satisfying Eq. (1), and provide a description of
the largest such set.

Proposition 1 Let PU = {xx⊤, x ∈ U}. Then P◦
U ∩ S+

d is the larget closed convex set
K ⊂ S+

d of positive semidefinite matrices such that Eq. (1) is satisfied.

Proof We first show that P◦
U ∩S+

d satisfies Eq. (1). Let x ∈ R
d, we have supM∈P◦

U
x⊤Mx =

I∗P◦
U

(xx⊤) = γPU
(xx⊤). Since PU ⊂ S+

d , xx⊤ may only be decomposed as the sum of ma-

trices of the form λxx⊤ and λ(−x)(−x)⊤, for λ > 0. This implies that γPU
(xx⊤) =

min{γU (x), γU (−x)}2. Note that since P◦
U does not only include positive semi-definite ma-

trices, it is not incoherent that x 7→ I∗P◦
U

(xx⊤) = supM∈P◦
U
x⊤Mx = min{γU (x), γU (−x)}2

is not convex.
We now have supM∈P◦

U
∩S+

d

√
x⊤Mx 6 supM∈P◦

U

√
x⊤Mx = min{γU (x), γU (−x)}. Since

this is a convex function of x, it must be less than its convex envelope, which is γU∪(−U)(x)
(since they have the same Fenchel conjugates).

Moreover, if v ∈ U◦ ∩ (−U)◦, then vv⊤ ∈ P◦
U . This implies that supM∈P◦

U
x⊤Mx >

supv∈U◦∩(−U)◦(v
⊤x)2 = I∗U◦∩(−U)◦(x)

2 = γ◦U◦∩(−U◦)(x)
2 = γU∪(−U)(x)

2. Thus Eq. (1) is in-

deed satisfied by P◦
U ∩ S+

d . Finally, if K satisfies Eq. (1), then we must have K ⊂ P◦
U by

definition of polar sets, hence P◦
U ∩ S+

d is the largest.

Note that the set P◦
U∩S+

d is equal to {M ∈ S+
d , ∀u ∈ U , u⊤Mu 6 1}—this representation

was already considered in [6] for norms. In certain situations, the largest possible set is
desirable (for example when deriving convex relaxations). In other situations (for example
when using these representations for optimization), smallest sets are desirable. However,
such a notion is not possible. Indeed, for γU = ‖ · ‖2, the sets K = {I} and K = {M ∈
S+
d , ‖M‖F 6 1}, are two possible sets, and thus there is no single smallest set. One possible

small set is the convex hull of the maximal elements of P◦
U∩S+

d (for the positive semi-definite
order).

In the proof of Prop. 1, we have introduced the gauge function γPU
. We now provide a

representation of γPU
related to factorizations of positive semidefinite matrices (note that

in the following proposition, we only assume that U is closed and contains 0 in its hull).

Proposition 2 Let PU = {xx⊤, x ∈ U} ⊂ S+
d . We have, for all positive semidefinite

matrix M ∈ S+
d :

γPU
(M) = inf

r>0
inf

M=
∑r

m=1xmx⊤
m

r∑

m=1

γU (xm)2 = inf
r>0

inf
M=

∑r
m=1λmxmx⊤

m, xm∈U

r∑

m=1

λm.
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Moreover, we may choose r 6 d(d+ 1)/2.

Proof This is a direct application of the representation of gauge functions and and the
property γPU

(xx⊤) = min{γU (x), γU (−x)}2, that was shown in the proof of Prop. 1.

Note that R+U = dom(γU ) may not be equal to R
d, and that the domain of γPU

may
not be equal to S+

d , i.e., some positive matrices may not be decomposed as positive linear
combinations of dyads uu⊤ obtained from elements u of U ; for example, when U = {x ∈
R
d
+, 1⊤d x = 1} is the simplex, then dom(γU ) is the set of completely positive matrices (see,

e.g., [11]).
The last proposition provides a structured decomposition framework for positive semi-

definite matrices, that will be considered for rectangular matrices in Section 4. Obtaining
explicitly the decomposition M = UU⊤ from M may be done with the iterative algorithms
presented in Section 6. Note that by considering a representation of U as U = M1/2S where
SS⊤ = I, computing γPU

may be seen as a factorization problem with two factors (which
can then be used in alternating minimization procedures).

3.2 Minima of quadratic functions

We now consider closed convex sets L ⊂ S+
d such that

∀x ∈ span(U), max{γU (x), γU (−x)}2 = inf
M∈L

x⊤M−1x. (2)

Here, we define x⊤M−1x as x⊤M−1x = inf t such that
( M x
x⊤ t

)
< 0 ⇔ tM < xx⊤. This

implies that the value may be finite even when M is not invertible.
When U is symmetric, the variational formulation in Eq. (2) leads to a representation of

γU (x)2 as a concave infM∈L trM−1xx⊤ of xx⊤. This is to be contrasted with the fact that
it is also a convex function of xx⊤ because of the representation discussed in Section 3.1.
The two properties are in fact related through a duality argument:

Proposition 3 Let L ⊂ S+
d be a closed convex set. Then the following two properties are

equivalent:

(a) ∀x ∈ span(U), inf
M∈L

x⊤M−1x = max{γU (x), γU (−x)}2,

(b) ∀y ∈ span(U◦), sup
M∈L

y⊤My = γU∪(−U)(y)
2.

This implies that the largest set L such that (a) is valid is P◦
U◦ ∩ S+

d defined in Prop. 1.

Proof The two functions y 7→ 1
2γU∪(−U)(y)

2 = 1
2 infy=y++y−

{
γ◦U(y+) + γ◦U (−y−)

}2
and

x 7→ 1
2 max{γU (x), γU (−x)}2 are Fenchel-conjugate to each other. We thus need to show

that this is the same for x 7→ 1
2 infM∈L x⊤M−1x and y 7→ 1

2 supM∈L y⊤My, which is
straightforward to check. Note that PU◦ ⊂ P◦◦

U◦ ⊂ P◦
U ∩ S+

d , but that the reverse inclusions
are typically not true (take, e.g., the unit ℓ2-ball).
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Duality between representations. For a given gauge function γU , there are two pos-
sible variational representations, as maxima or minima of quadratic functions. The two
possible variational representations are linked to each other. Indeed, if K ⊂ S+

d is a closed
convex set such that for all x ∈ R

d, supM∈K x⊤Mx 6 γU∪(−U)(x)
2 (i.e., we have a lower-

bound which is convex in xx⊤), then K ⊂ P◦
U , which implies by duality P◦◦

U ⊂ K◦ ∩ S+
d .

Thus for any y ∈ R
d, I∗K◦∩S+

d

(yy⊤) > I∗PU
(yy⊤) = max{γ◦U (y), γ◦U (−y)}2. This then implies

by Fenchel duality (i.e., using arguments from the proof of Prop. 3) that for all x ∈ R
d,

γU∪(−U)(x)
2 > infM∈K◦∩S+

d
x⊤M−1x, i.e., we have a concave lower-bound based on K◦∩S+

d .

Similarly, if we have a concave upper-bound of max{γ◦U (y), γ◦U (−y)}2 based on K, we
also have a convex upper-bound based on K◦ ∩ S+

d . Note that it is not true in general that
exact representations of one kind transfer to exact representation of the other kind.

3.3 Examples

For the ℓ2-norm ball, then we may characterize exactly P◦
U as P◦

U = {M ∈ R
d×d,M 4 I}.

This provides an example K = P◦
U ∩ S+

d = {M ∈ S+
d , M 4 I}, for which K◦ ∩ S+

d = {M ∈
S+
d , trM 6 1}. Another example is K = {I} with K◦ ∩ S+

d = {M ∈ S+
d , trM 6 1}. Yet

another one is K = {M ∈ S+
d , ‖M‖F 6 1} with K◦ ∩ S+

d = {M ∈ S+
d , ‖M‖F 6 1}.

For the ℓ1-norm ball, we also have a representation in closed form of the largest set
K = P◦

U ∩ S+
d =

{
M ∈ R

d×d, M < 0, ‖diag(M)‖∞ 6 1
}
.

Apart from these two sets, a simple (manageable in polynomial time) description of
P◦
U ∩ S+

d is not available and smaller sets are generally available. For example, for the
ℓp-norm, p ∈ [1,∞], the set K = {M < 0, ‖M‖q 6 1} satisfies Eq. (1). Moreover, if p > 2,
K = {Diag(η), η ∈ R

d
+, ‖η‖p/(p−2) 6 1} also does [10] (because p/(p− 2) = 1/(1− 2/p) and

supη>0, ‖η‖p/(p−2)61

∑
i ηix

2
i = ‖x ◦x‖p/2, where ◦ denotes the pointwise product of vectors).

See additional example of diagonal representations in Section 3.4.

3.4 Diagonal representations

We now consider cases where the set of matrices K and L are diagonal, i.e., all principal
axes of ellipsoids are aligned with the canonical basis. For simplicity, we consider only
sets U which are compact, have zero in their interior, and are invariant by sign flips of
any components. The corresponding gauge functions are then absolute norms, which are
functions of the absolute values of each component [49]. The following proposition provides
several characterizations (see related work in [10, 6]).

Proposition 4 Let Ω be an absolute norm on R
d and Ω◦ its dual (also absolute) norm.

The following three conditions are equivalent:

(a) There exists a non-empty closed convex subset H of Rd
+ such that ∀x ∈ R

d,Ω(x)2 =
infη∈H x⊤Diag(η)−1x.

(b) The function t 7→ Ω(t1/2)2 is concave on R
d
+.

(c) The function t 7→ Ω◦(t1/2)2 is convex on R
d
+.
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Proof It is straightforward to see that (a) implies both (b) and (c).
Assume (b). The Fenchel conjugate t 7→ −Ω(t1/2)2 on R

d
+, defined as f(u) = supt∈Rd

+
t⊤u+

Ω(t1/2)2 is the indicator function of a convex set C (because t 7→ Ω(t1/2)2 is positively ho-
mogeneous). Moreover −C ⊂ R

d
+, and u ∈ C if and only if for all t ∈ R

d
+, Ω(t

1/2)2 6 −u⊤t,
i.e., for all w ∈ R

d, Ω(w)2 6 w⊤ Diag(−u)w, which is equivalent to, for all s ∈ R
d,

Ω◦(s)2 > s⊤Diag(−u)−1s. Thus −1/C = {−(1/u), u ∈ C} is also convex.
By Fenchel duality, we get, for all t ∈ R

d
+, −Ω(t1/2)2 = supu∈C t

⊤u, i.e., for all w ∈ R
d,

Ω(w)2 = Ω(|w|)2 = infu∈−C w⊤ Diag(u)w, which shows that we can take H = −1/C and
obtain (a).

Assume (c). Then the Fenchel conjugate t 7→ Ω◦(t1/2)2 on R
d
+, defined as f(u) =

supt∈Rd
+
t⊤u−Ω(t1/2)2 is the indicator function of a convex set C (because t 7→ Ω◦(t1/2)2 is

positively homogeneous). By duality, we get, for all t ∈ R
d
+, Ω

◦(t1/2)2 = supu∈C t
⊤u, i.e., for

all s ∈ R
d, Ω◦(s)2 = Ω◦(|s|)2 = supu∈C w

⊤Diag(u)w, which leads to (a) when computing
Fenchel conjugates.

The construction above gives a way of constructing the largest set H ⊂ R
d
+, such that

∀w ∈ R
d,Ω(w)2 = infη∈H w⊤ Diag(η)−1η: H is the set of η ∈ R

d
+ such that for all s ∈ R

d,
s⊤Diag(η)s 6 Ω◦(s)2, then, we have shown above that 1/H is the set of ζ ∈ R

d
+ such that

for all w ∈ R
d, Ω(w)2 6 w⊤ Diag(ζ)w, and is also convex.

Examples. Among ℓp-norms, only the ones for which p 6 2 have diagonal representations,
with H = {η > 0, ‖η‖p/(2−p) 6 1}. Indeed, we have for Ω = ‖ · ‖p and 1/p + 1/q = 1:

Ω◦(t1/2)2 = ‖t‖q/2 = sup‖s‖1/(1−2/q)61
s⊤t, with 1/(1− 2/q) = 1/(1− 2(1− 1/p)) = 1/(2/p−

1) = p/(2− p).
Beyond ℓp-norms, the set H have also been used to define norms with specific struc-

tured sparsity-inducing properties [40, 6] or optimality properties in terms of convex relax-
ations [43]. Note moreover, that such representations are useful for optimization as they
lead to simple reweighted-ℓ2 algorithms for all of these norms [19, 6].

3.5 Matrix norms invariant by rotation

We now consider norms on R
n×d which are invariant by right-multiplication by a rotation,

i.e., which are functions of WW⊤, W ∈ R
n×d. The corresponding unit ball U is invariant

by right-multiplication. The following proposition may be shown using the same arguments
than Prop. 4.

Proposition 5 Let Ω be a norm on R
n×d which is invariant by right-multiplication by a

rotation, and Ω◦ its dual norm. The following three conditions are equivalent:

(a) There exists a non-empty convex subset K of S+
d such that ∀W ∈ R

n×d, Ω(W )2 =
infM∈K trW⊤M−1W .

(b) W 7→ Ω(W )2 is a concave function of WW⊤.

(c) V 7→ Ω◦(V )2 is a concave function of V V ⊤.
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All norms obtained in Section 4 for V the ℓ2-ball will be instances of these norms.
Moreover, all norms which are invariant by right and left multiplication by a rotation, must
be obtained as a spectral function, i.e., Ω(W ) is a symmetric norm on the singular values
of W . Quadratic representations based on the spectrum could be derived as well using
tools from [36]. Note that for Prop. 5, the set K is then a spectral set (defined through
constraints on eigenvalues).

4 Gauge functions and structured matrix factorizations

In this section, we consider two compact (non-necessarily convex) sets U ⊂ R
n and V ⊂ R

d.
We will always assume that 0 is in the convex hulls of both U and V.

We consider the decomposition of matrices X ∈ R
n×d as a positive linear combination

of matrices of the form uv⊤ for u ∈ U and v ∈ V, i.e., X =
∑r

m=1 λmumv⊤m, with a priori
no constraints on the rank r (it will always be less than nd). Finding the decomposition
such that

∑r
m=1 λm is minimum leads to a gauge function, with interesting properties.

4.1 Definitions

Let U ⊂ R
n and V ⊂ R

d be two compact sets. We define the function Θ on R
n×d as follows

Θ(X) = inf
r>0

inf
X=

∑r
m=1 λmumv⊤m, λm∈R+,um∈U ,vm∈V

r∑

m=1

λm. (3)

This function is exactly the gauge function of the set {uv⊤, u ∈ U , v ∈ V }. It is therefore
convex, non-negative and positively homogeneous. Moreover, the minimization problem
defining it is attained for r 6 nd. There are several equivalent formulations which we are
going to use, which relies on the fact that umv⊤m = (umλm)(vmλ−1

m )⊤ for any λm > 0 (in
the following expressions, we always minimize with respect to the rank and thus omit the
notation infr>0).

Proposition 6 We have

Θ(X) = inf
X=

∑r
m=1 umv⊤m

1

2

r∑

m=1

{
γU (um)2 + γV(vm)2

}
= inf
X=

∑r
m=1 umv⊤m

r∑

m=1

γU (um)γV(vm)

= inf
X=

∑r
m=1 umv⊤m, um∈U

r∑

m=1

γV(vm) = inf
X=

∑r
m=1 umv⊤m, vm∈V

r∑

m=1

γU (um).

Moreover, Θ is a norm as soon as U and V are norm balls—in this case, these norms
were studied in several settings [30, 7, 17]. The next proposition shows that the polar of Θ
has a simple form (the proof is straightforward from the gauge function interpretation). It
is a matrix norm when U and V are norm balls; moreover, in all cases, since U and V are
assumed compact, Θ◦ has full domain.
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Proposition 7 The polar of Θ is equal to

Θ◦(Y ) = max
u∈U ,v∈V

u⊤Y v = max
u∈U

γ◦V(Y
⊤u) = max

v∈V
γ◦U (Y v) = max

γU (u)61, γV (v)61
u⊤Y v.

The gauge function Θ or its polar may not be computed in closed form in general. There
are two special cases where this is possible, namely when one of the sets is the ℓ1-norm ball,
and when the two sets are the ℓ2-norm balls.

4.2 Examples

In this paper, we consider several sets U and V with interesting properties which are dis-
played in Table 1. Note that when V is the ℓ1-ball, then the norm Θ may be computed
in closed form as Θ(X) =

∑d
i=1 γU (X(:, i)), where X(:, i) is the i-th column of X. The

case where V is the ℓ2-ball is also specific and will be treated in Section 4.3. Some specific
combinations of U and V are particularly interesting:

– U and V are unit ℓ2-balls: the norm Θ is the nuclear norm (sum of singular values),
leading to a regularizer inducing low-rank [45].

– V is the unit ℓ2-ball and U◦ is the intersection of the unit ℓ2-ball and a scaled ℓ∞-ball, i.e.,
U◦ = {w ∈ R

n, ‖w‖2 6 1, ‖w‖∞ 6 ν}. The norm may Θ may then be computed in closed
form as Θ(X) = infX=Y+Z ‖Y ‖∗+ν

∑n
i=1 ‖Z(i, :)‖2, and has been used in robust versions

of principal component analysis where some observations may be corrupted (through a
“low-rank + group-sparse” model) [50].

– γV = ‖ · ‖2 and γU =
√

ν‖ · ‖22 + (1− ν)‖ · ‖21: this is a convex relaxation of sparse
coding [7], where a decomposition with a sparse factor U and low rank (small number of
columns for U and V ) is looked for.

– U and V are ℓ∞-unit balls: the norm Θ has been considered as a complexity measure for
sign matrices [37]. It is moreover related to the cut-norm [2]; the relaxation presented in
Section 5 is the max-norm [48, 35]. Note here that our conditional gradient algorithms
presented in Section 6 significantly improves the number of rank-one factor to obtain a
ε-approximate decomposition from O(1/ε2) [2] to O(log 1

ε ).

– γV = ‖ · ‖2 and γU = ‖ · ‖4/3: we have γ◦U = ‖ · ‖4, and the dual norm is such that
Θ◦(Y )4 = max‖v‖261

∑
i(Y v)4i , and corresponds to maximum kurtosis projections [28].

– U and V are ℓp-norm balls. This is a case considered by [10], where approximation
guarantees are derived. Values of p for which dimension-independent guarantees are
obtained are exactly the ones corresponding to diagonal representations in Prop. 11.

– U and V are ℓp-norm balls intersected with the positive orthant. We obtain convex
relaxations of non-negative matrix factorization. Note that for p = ∞, it comes with
approximation guarantees in terms of the value of the gauge function Θ.
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Table 1: Examples of structured sets U , together with a computable surrogate CU of PU =
{uu⊤, u ∈ U}, that will be used in Section 5. Non-negativity constraints u > 0 may be
added to U with an additional constraint M > 0 for CU .

U CU
ℓp-ball, p ∈ [1, 2] ‖u‖p 6 1 M < 0, ‖M‖p 6 1, trM 6 1
ℓp-ball, p ∈ [2,+∞] ‖u‖p 6 1 M < 0, ‖diag(M)‖p/2 6 1

sparse coding ν‖u‖22 + (1−ν)‖u‖21 6 1 M < 0, ν trM + (1−ν)‖M‖1 6 1
binary coding u ∈ {0, 1}d M < mm⊤,M > 0,m = diag(M) 6 1

– U = {0, 1}n and γV = ‖ · ‖2: this corresponds to decomposing the matrix X with
a factor U with binary values. We will consider this example in our experiments in
Section 7. Extensions may be considered by (a) adding also a constraint that less than k
components of u are non-zeros (i.e., by adding a constraint u⊤1n 6 k), or (b) considering
U = { 1A

F (A) , A ⊂ V, A 6= ∅}, for a non-decreading submodular function F , leading to

γU (x) = f(x) + IRn
+
(x) where f is the Lovàsz extension of F [24, 4].

4.3 Special case: γV = ‖ · ‖2
Computing the polar of Θ then corresponds to a quadratic maximization problem:

Θ◦(Y )2 = max
u∈U

u⊤Y Y ⊤u = max
u∈U◦◦

u⊤Y Y ⊤u = max
γU (u)61

u⊤Y Y ⊤u. (4)

We also have a variational quadratic representation corresponding to a rotation-invariant
gauge function (Section 3.5); following Section 3.1, we denote by PU the set {uu⊤, u ∈ U}.
There is an explicit representation of Θ and Θ◦ in terms of P◦◦

U (the convex hull of PU∪{0}).

Proposition 8 We have, for all X,Y ∈ R
n×d:

Θ(X)2 = inf
M∈P◦◦

U

trX⊤M−1X and Θ◦(Y )2 = max
M∈P◦◦

U

trMY Y ⊤.

Proof The representation of Θ◦ is obvious from Eq. (4). We then have, for any X ∈ R
n×d:

Θ(X)2 = sup
Y ∈Rn×d

trX⊤Y − 2Θ◦(Y )2 like all polar pairs,

= sup
Y ∈Rn×d

trX⊤Y − 2 max
M∈P◦◦

U

trY Y ⊤M from Eq. (4),

= inf
M∈P◦◦

U

sup
Y ∈Rn×d

trX⊤Y − 2 trY Y ⊤M by Fenchel duality,

= inf
M∈P◦◦

U

trX⊤M−1X.

Note that Θ may not have full domain.
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From the earlier representation, we get Θ(X) = inf
M<0

{1
2
γPU

(M) +
1

2
trX⊤M−1X

}
,

by simply optimizing over the half line generated by M . We also have a representation
involving all decompositions of X as UV ⊤:

Θ(X) = min
X=UV ⊤

1

2
trV V ⊤ +

1

2
γPU

(UU⊤), (5)

which is straightforward from the definitions and interpretations of Θ and γPU
as a gauge

function (Prop. 2). In the next section, we show how to compute U and V from the solution
of a certain convex problem—note however that this does not lead to the optimal U and V
in Eq. (3). See more details in Section 6.

4.4 General case

We now consider all possible cases, beyond γV = ‖ · ‖2 (where γPV
(M) = trM). We only

assume that U and V are compact and contain zero in their hulls. It is tempting to consider
an extension of Eq. (5), by considering

Θ̃(X) = min
X=UV ⊤

1

2

[
γPV

(V V ⊤) + γPU
(UU⊤)

]
= min

X=UV ⊤

√
γPV

(V V ⊤)γPU
(UU⊤). (6)

However, when neither U nor V are unit ℓ2-balls, this only provides a lower-bound to Θ,
because the optimal decompositions of UU⊤ and V V ⊤ for respectively γPU

and γPV
may

not lead to an optimal decomposition of X. Since all our further relaxations in Section 5
will work directly on Θ̃, we study precisely the properties of Θ̃. We first show that Eq. (6)
defines a gauge function and give a novel expression of its polar, as a maximum of weighted
nuclear norms (note that the function (M,N) 7→ ‖M1/2Y N1/2‖∗ is concave on S+

n × S+
d ).

Proposition 9 Let Θ̃ be defined in Eq. (6). Then, Θ̃ is a gauge function (convex, positively
homogeneous, and non-negative), and its polar has the expression:

∀Y ∈ R
n×d, Θ̃◦(Y ) = sup

M∈P◦◦
U

, N∈P◦◦
V

‖M1/2Y N1/2‖∗. (7)

Moreover, for all X,Y ∈ R
n×d, Θ(X) > Θ̃(X) and Θ◦(Y ) 6 Θ̃◦(Y ).

Proof The three properties of Θ̃ are straightforward. We have, for Y ∈ R
n×d:

Θ̃◦(Y ) = sup
γPV

(V V ⊤)γPU
(UU⊤)61

trY ⊤UV ⊤ = sup
γPV

(V V ⊤)61, γPU
(UU⊤)61

trY ⊤UV ⊤

= sup
M∈P◦◦

U
, N∈P◦◦

V

sup
UU⊤=M, V V ⊤=N

trY ⊤UV ⊤

= sup
M∈P◦◦

U
, N∈P◦◦

V

sup
UU⊤=I, V V ⊤=I

trY ⊤M1/2UV ⊤N1/2 = sup
M∈P◦◦

U
, N∈P◦◦

V

‖M1/2Y N1/2‖∗,

because supUU⊤=I, V V ⊤=I trZ
⊤UV ⊤ = ‖Z‖∗. Finally, we have for some um, vm, Θ(X) =

1
2

∑
m

{
γU (um)2 + γV(vm)2

}
. Thus Θ(X) > Θ̃(X) because of Prop. 2, which implies the
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reverse inequality for polars.

We may now give several equivalent expressions for Θ̃ and Θ̃◦ which are obtained using
usual convex duality.

Proposition 10 Let Θ̃ be defined in Eq. (6). We have:

Θ̃(X) = inf
M∈Sn, N∈Sd

1

2
γPU

(M) +
1

2
γPV

(N) s.t.
( M X
X⊤ N

)
< 0

= sup
Q∈P◦

U
, S∈P◦

V
, Z∈Rn×d

1

2
tr
( Q Z
Z⊤ S

)( 0 X
X⊤ 0

)
s.t.

(
Q Z
Z⊤ S

)
< 0,

Θ̃◦(Y ) = inf
Q∈Sn, S∈Sd

1

2
γP◦

U
(Q) +

1

2
γP◦

V
(S) s.t.

( Q Y
Y ⊤ S

)
< 0

= sup
M∈P◦◦

U
, N∈P◦◦

V
, Z∈Rn×d

1

2
tr
( M Z
Z⊤ N

)( 0 Y
Y ⊤ 0

)
s.t.

( M Z
Z⊤ N

)
< 0.

Proof The four expressions are equivalent by taking polars or using Lagrangian duality for
the semi-definite cone. The only element left to prove is that any of these four statements
are correct. We have:

max
Z∈Rn×d

trZ⊤Y s.t.
( M Z
Z⊤ N

)
< 0 = max

‖T‖op61
trY ⊤M1/2TN1/2 = ‖M1/2Y N1/2‖∗,

which leads to desired result from Prop. 9. Note that we may obtain directly a relationship
between Θ̃◦ and Θ◦ as follows:

Θ◦(Y ) = max
u∈U , v∈V

v⊤Y ⊤u = max
u∈U , v∈V

1

2
tr
( uu⊤ uv⊤

vu⊤ uu⊤

)( 0 Y
Y ⊤ 0

)

= max
M∈PU , N∈PV

1

2
tr
( M Z
Z⊤ N

)( 0 Y
Y ⊤ 0

)
s.t.

( M Z
Z⊤ N

)
< 0

6 max
M∈P◦◦

U
, N∈P◦◦

V

1

2
tr
( M Z
Z⊤ N

)( 0 Y
Y ⊤ 0

)
s.t.

( M Z
Z⊤ N

)
< 0 = Θ̃◦(Y ).

Note that the representations of Θ̃ and Θ̃◦ have the same form, replacing PU by P◦
U∩S+

d .
We thus get that for all X ∈ R

n×d:

Θ(X) > Θ̃(X) = sup
Q∈P◦

U
∩S+

n , S∈P◦
V
∩S+

d

‖Q1/2Y S1/2‖∗, (8)

that is a variational formulation of Θ̃ through nuclear norms (note again that P◦
U and P◦

V
may not be compact and Θ̃(X) potentially infinite). This is to be contrasted with the
following representation:

Θ◦(Y )2 = sup
M∈PU , N∈PV

trMYNY ⊤ = sup
M∈P◦◦

U
, N∈P◦◦

V

trMYNY ⊤ = sup
M∈PU , N∈PV

‖M1/2Y N1/2‖2F ,
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which leads to

Θ(X)2 = sup
Y ∈Rn×d

inf
M∈P◦◦

U
, N∈P◦◦

V

trX⊤Y − 2 trMYNY ⊤

6 inf
M∈P◦◦

U
, N∈P◦◦

V

sup
Y ∈Rn×d

trX⊤Y − 2 trMYNY ⊤ by weak duality,

= inf
M∈P◦◦

U
, N∈P◦◦

V

trM−1XN−1Y ⊤,

Θ(X) 6 inf
M∈P◦◦

U
, N∈P◦◦

V

√
trM−1XN−1Y ⊤ = inf

M∈P◦◦
U

, N∈P◦◦
V

‖M−1/2XN−1/2‖F ,

which is a variational upper-bound as a weighted Frobenius norm, which is not computable
as a convex program. Instead, alternate minimization could be used, each of the steps being
doable as a convex program.

Relationships between Q, S, M , N , U and V . Given the primal/dual solutions
(M,N), (Q,S) of the dual convex optimization problems defining Θ̃ in Prop. 10, we have the
following optimality conditions: Assume Q = AA⊤ with A full rank (i.e., A⊤A invertible),
and S = BB⊤ with B full rank. Then an optimal Z is Z = AGH⊤B⊤, with A⊤XB =
GDiag(s)H⊤ is the singular value decomposition of A⊤XB. We have

( M −X
−X⊤ N

)
< 0 and

( M −X
−X⊤ N

)( AA⊤ AGH⊤B⊤

BHG⊤A⊤ BB⊤

)
= 0,

which implies (since A and B have full rank):

( M −X
−X⊤ N

)( A AGH⊤

BV U⊤ B

)
= 0.

This leads to A⊤MA = A⊤XBHG⊤ = GDiag(s)G⊤. We then take as candidates U =
(AA⊤)†AGDiag(s)1/2 and V = (BB⊤)†BH Diag(s)1/2, leading to UU⊤ = M and V V ⊤ =
N . Moreover, X = UV ⊤ and Θ̃(X) = ‖A⊤XB‖∗ = trDiag(s). Finally, by optimality of
Q, we have γPU

(UU⊤) = trUU⊤Q = trA⊤MA = trDiag(s) and γPV
(V V ⊤) = trV V ⊤S =

trB⊤NB = trDiag(s), and thus (U, V ) is an optimal decomposition for Eq. (6).

Validity for other sets than PU and PV . The duality properties presented in Prop. 10
are valid for all convex sets of positive semi-definite matrices that contain zero (and in
particular for the ones in Section 5). This will be used in Section 5 to get computable
approximations (with guarantees).

4.5 Non-convex approaches

Finding approximations of the gauge function Θ or its polar Θ◦ has been tackled thoroughly
through non-convex approaches, which may only find stationary points of the associated
optimization problems. In this paper, we briefly review two approaches based on alternating
minimization.
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Computing polar function through a generalized power method. The task is
to find maximizers (u, v) ∈ U × V of u⊤Y v, for a certain Y ∈ R

n×d. The generalized
power method iterates the recursion u ∈ argmaxu∈U u⊤Y v and v ∈ argmaxv∈V u⊤Y v (i.e.,
alternate maximization), started from a certain u (typically random, or obtained from the
relaxation in Section 5). See an analysis in the context of sparse principal component
analysis in [32].

Each iteration increases u⊤Y v, and hence the values are converging. However, the
iterates themselves do not converge in general, and when they do, may not converge to a
global maximizer. There are certain situations where they do: when U and V are ℓ2-balls
(in this case, this is the usual power method [26]), or when U and V are ℓp-balls and Y has
only non-negative elements [15].

In Section 6, obtaining approximate maximizers (u, v) will be key for the generalized
conditional gradient algorithm and simplicial methods. In our experiments in Section 7, the
power method leads to better values once initialized from results of the convex relaxations
presented in Section 5.

Alternating optimization. We consider r 6 np elements and minimize either the sum∑r
m=1 γU (um)γV(vm) or

∑r
m=1

{
1
2γU (um)2+ 1

2γV(vm)2
}
, subject to X =

∑r
m=1 umv⊤m. This

may be done by alternating minimization, with no guarantees, beyond decreasing the value
of the upper-bound on the norm.

Note that in many applications, what needs to be solved is an approximation problem
of the form minZ∈Rn×d

1
2‖X −Z‖2F +λΘ(Z), which may be tackled with similar algorithms.

In fact, in our simulations in Section 7, we solve this problem as it leads to empirically
easier optimization problems and more stable results.

Non-convex optimization without local minima. As all optimization problems on
positive semi-definite matrices, computing the lower-bound Θ̃(X) through Prop. 10 may be

done using a low-rank representation of the matrix
( M X
X⊤ N

)
=

( U
V

)( U
V

)⊤
. As shown

by [16], if the number of columns of U is greater than the rank of any solution of the semi-
definite program, then the non-convex optimization problem has no local minima. However,
this result should still be taken with caution in our context: (a) the non-convex problem has
no local minima but still have many stationary points and care should still be taken when
using iterative algorithms (see, e.g., [31], for approaches based on trust-region methods and
manifold-based optimization); moreover, (b) the result only applies to Θ̃(X) and not to
Θ(X), (c) even in the situations where Θ̃(X) = Θ(X) (e.g., when of the two sets is an
unit ℓ2-ball), such an approach requires to be able to compute γPU

, which is not possible
in many cases (the max-norm considered in [35] corresponds to the convex relaxation γCU
of γPU

presented in Section 5); (d) such local-search non-convex techniques cannot be used
for finding a decomposition of M as UU⊤ where all gauge functions γU of columns of U are
small (which can however be done using the convex optimization techniques presented in
Section 6).

Nevertheless, in practice, alternating optimization techniques, although they come with
no guarantees, still perform well when they can be applied (see Section 7).
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5 Computable convex relaxations of decomposition norms

In the previous section, we have given several representations of the gauge function Θ and
its polar Θ◦. They rely on the convex hull P◦◦

U of the union of {0} and PU = {uu⊤, u ∈
U}. Thus the algorithms may have polynomial time if this convex hull may be described
in polynomial time. This is notably the case where U is the unit ℓ2-ball, in which case
P◦◦
U = {M ∈ S+

n , trM 6 1}. We are not aware of any other interesting case for which we
have such semi-definite representations.

Before describing computable relaxations, we first refine the computability requirement
which is weaker than having a good representation of P◦◦

U or its polar P◦
U . We start with a

simple lemma:

Lemma 1 Let A,B ⊂ S+
n . The following statements are equivalent:

(a) ∀M ∈ S+
n , supN∈A trMN 6 supN∈B trMN ,

(b) A◦◦ − S+
n ⊂ B◦◦ − S+

n ,
(c) A◦ ∩ S+

n ⊃ B◦ ∩ S+
n .

Moreover, if A is composed of rank-one matrices, then they are also equivalent to
(d) ∀x ∈ R

n, supN∈A x⊤Nx 6 supN∈B trx⊤Nx.

Proof (a) is equivalent to (c) by simple properties of gauge functions. (b) is equivalent to (c)
because of polar calculus and (S+

n )◦ = −S+
n , which imply (A◦∩S+

n )
◦ = hull(A◦◦∪(−S+

n )) =
A◦◦ − S+

n . (a) trivially implies (d). We only need to show (d) implies (a). Assume (d) is
true and let M = Y Y ⊤ ∈ S+

n , we have

sup
N∈A

trMN = sup
uu⊤∈A

sup
‖v‖261

(u⊤Y v)2 6 sup
‖v‖261

sup
M∈B

trY vv⊤Y ⊤M 6 sup
M∈B

trY ⊤MY,

hence the result.

Given the representation of Θ̃ in Prop. 10, a key consequence of the previous lemma is
that in the representation of Θ̃(X) and Θ̃◦(Y ) in Section 4, we may replace P◦◦

U by any set
CU such that

∀M ∈ S+
n , sup

u∈U
u⊤Mu = sup

N∈CU
trMN.

This allows us to treat the case where U is the unit ℓ1-ball, for which ∀M ∈ S+
n , maxu∈U u⊤Mu =

‖diag(M)‖∞ = ‖M‖∞. We may thus take CU = {M ∈ S+
n , ‖M‖1 6 1}. Note however that

it is not true that P◦◦
U = {M ∈ S+

n , ‖M‖1 6 1} (counter-examples may be found in [33]).
For all other cases, we need computable convex approximations CU of P◦◦

U such that for

∀M ∈ S+
n , sup

u∈U
u⊤Mu 6 sup

N∈CU
trMN

(if we impose the property above for all symmetric matrices M , it is equivalent to P◦◦
U ⊂ CU).

Given Lemma 1, this is equivalent to

∀y ∈ R
n, max{γ◦U (y), γ◦U (−y)}2 = sup

u∈U
(u⊤y)2 6 sup

N∈CU
y⊤Ny = γ◦CU (yy

⊤), (9)

16



that is, we need an upper-bound on max{γ◦U (y), γ◦U (−y)}2, which is convex in yy⊤. Note
that given two sets CU that satisfy Eq. (9), their intersection also does and the relaxation
is then always tighter. We can therefore use several properties of the set U , that may then
be combined together:

– Representation of γU as minima of quadratic functions (Section 3.2): this corresponds to
the case where γ◦U is represented as a maximum of quadratic functions, i.e., Eq. (9) is an
equality. In this situation, the set CU is used directly. For example, when U it the unit
ℓp-ball, we may choose CU = {M ∈ S+

n , ‖M‖p 6 1}.

– Representation of γU as maxima of quadratic functions (Section 3.1): as shown in Sec-
tion 3.2, if γU∩(−U)(x)

2 = supM∈KU
x⊤Mx, then Eq. (9) is satisfied for CU = K◦

U ∩ S+
n .

Note that reduced representations may also be useful. For example, when γ◦U has a
diagonal representation outlined in Section 3.4, we may choose KU to be of the form
{Diag(η), η ∈ HU}, then K◦

U ∩ S+
n = {M ∈ S+

n ,diag(M) ∈ H◦
U} may be considered

as a set CU . For example, when U is the ℓp-norm unit ball, for p > 2, we obtain
CU = {M ∈ S+

n , ‖diag(M)‖p/2 6 1}.

– Positivity : if U ⊂ R
n
+, then P◦◦

U ⊂ {M ∈ S+
n , M > 0}.

– Linear inequalities: any matrix M such that maxγU (u)61 u
⊤Mu may be computed or

efficiently upper-bounded by h adds another constraint of the form trMU 6 h. Typically,
M = I is a good candidate, as this defines the equivalence between the gauge function
γU and ‖ · ‖2.

In Table 1, we present relaxations for the examples we consider in this paper. For all
relaxations we consider (and also with positivity constraints), we have: CU∩{M, rank(M) =
1} = PU . This implies that for all u ∈ dom(γU ), γPU

(uu⊤) = γCU (uu
⊤) = min{γU (u), γU (−u)}2.

Moreover, for all relaxations in Table 1 (without positivity constraints), we have equality
in Eq. (9), a property that will be useful when deriving performance guarantees in the next
sections (Prop. 12).

5.1 Performance guarantees

Our computable relaxations, will be based on replacing the convex sets P◦◦
U and P◦◦

V by
surrogates CU ⊂ S+

n and CV ⊂ S+
d such that CU − S+

n ⊂ PU − S+
n and CV − S+

n ⊂ PV − S+
n

(see Lemma 1). This leads to the relaxations, for X,Y ∈ R
n×d:

Θ(X) > inf
M∈S+

n , N∈S+
d

1

2
γCU (M) +

1

2
γCV (N) s.t.

( M X
X⊤ N

)
< 0 (10)

= sup
Q∈C◦

U
∩S+

n , S∈C◦
V
∩S+

d

‖Q1/2XS1/2‖∗, (11)

Θ◦(Y ) 6 sup
M∈CU , N∈CV

‖M1/2Y N1/2‖∗, (12)
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which specializes to the following expressions when V = {v ∈ R
d, ‖v‖2 6 1}:

Θ(X) > inf
M∈S+

n

1

2
γCU (M) +

1

2
trX⊤M−1X (13)

= sup
Q∈C◦

U
∩S+

n

‖Q1/2X‖∗, (14)

Θ◦(Y ) 6 sup
M∈CU

√
trY ⊤MY . (15)

Because the bounds are also polar to each other (from Prop. 10), if we have a performance
guarantee for Θ◦, i.e.,

∀Y ∈ R
n×d, Θ◦(Y ) 6 sup

M∈CU , N∈CV
‖M1/2Y N1/2‖∗ 6 κΘ◦(Y ), (16)

for some κ > 1, we immediately get

∀X ∈ R
n×d, Θ(X) > sup

Q∈C◦
U
∩S+

n , S∈C◦
V
∩S+

d

‖Q1/2XS1/2‖∗ >
1

κ
Θ(X). (17)

We now consider two situations, where we do have such performance guarantees like
Eq. (16) and Eq. (17). The first situation corresponds to constraints on only diagonal
elements of matrices (such as for U and V equal to ℓp-norm balls for p > 2), and leads to
dimension-independent guarantees; it was derived by [42]:

Proposition 11 Assume CU = {M ∈ S+
n ,diag(M) ∈ HU} and CV = {M ∈ S+

d ,diag(M) ∈
HV} for some convex sets HU ⊂ R

n
+ and HV ⊂ R

d
+, and that CU ∩ {M, rank(M) =

1} = PU , CV ∩ {M, rank(M) = 1} = PV . Then Eq. (16) and Eq. (17) are valid for
κ = 1/(2

√
3/π − 2/3) < 2.3. If moreover, V is the unit ℓ2-ball, they are also valid for

κ =
√
π/2 < 1.3.

Proof We only consider the case where V is the unit disk, which gives the main idea of
the proof of [42]. We consider a maximizer M of Eq. (15) and a vector u = D1/2 sign(v)
where v is a random sample from a normal distribution with mean 0 and covariance matrix
D−1/2MD−1/2, withD = Diag(diag(M)). We have, using standard arguments from [42, 25],
uu⊤ ∈ CU ∩ {rank(M) = 1} = PU and

Θ◦(Y )2 > E
[
u⊤Y Y ⊤u

]
= E trD1/2Y Y ⊤D1/2 sign(v) sign(v)⊤

=
2

π
trD1/2Y Y ⊤D1/2arcsin

[
D−1/2MD−1/2

]

>
2

π
trD1/2Y Y ⊤D1/2

[
D−1/2MD−1/2

]
=

2

π
trY ⊤MY =

2

π
sup

M∈CU
trY ⊤MY .

The general case is also based on sampling and normalizing Gaussian random variables (see
more details in [42]).

The other situation corresponds to situations where the gauge functions γU , γV and
their polars have certain exact quadratic representations (for example, for U and V equal
to ℓp-norm balls for any p ∈ [1,∞]).
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Proposition 12 Assume that for all w ∈ span(U) and z ∈ span(V), we have the represen-
tations max{γ◦U (w), γ◦U (−w)}2 = γ◦CU (ww

⊤) and max{γ◦V(z), γ◦V(−z)}2 = γ◦CV (zz
⊤). Then

Eq. (16) and Eq. (17) are valid for κ = min{n, d}. If moreover, V is the unit disk, they are
also valid for κ =

√
min{n, d}.

Proof Our assumptions imply by duality that for all w ∈ span(U), γU∪(−U)(w)
2 =

infN∈CU w⊤N−1w = GU (ww⊤), with GU (M) = infN∈CU MN−1, which is defined as, with

M = WW⊤ ∈ CU , the minimum of trB s.t.
( A W
W⊤ N

)
< 0. By taking N = WW⊤ and

A = I, we obtain that GU (M) 6 rank(M).
We first consider the case where V is the unit disk. We consider a solution M of

Eq. (15) and a vector u which is random sample from a normal distribution with mean 0
and covariance matrix M . By definition of CU , u must belong to span(U). Let r 6 min{n, d}
be the rank of M . We have: E[u⊤Y Y ⊤u] = trY ⊤MY . Moreover, by Jensen’s inequality
(and concavity of GU ):

EγU∪(−U)(u)
2 = EGU (uu

⊤) 6 GU (Euu
⊤) 6 r 6 min{n, d}.

Thus for α = 1
min{n,d} supN∈CU tr Y ⊤NY = 1

min{n,d} trY
⊤MY , we have E

[
u⊤Y Y ⊤u −

αγU∪(−U)(u)
2
]
> 0. Therefore, since γU is not uniformly equal to zero (because we have

assumed U compact), there exists u such that γU (u) > 0 and u⊤Y Y ⊤u − αγU (u)2 > 0,
hence the claim.

For the general case, we sample (u, v) from a normal distribution with mean zero and

covariance matrix
( M Z
Z⊤ N

)
. We then have E[u⊤Y v] = trZ⊤Y , and EγU∪(−U)(u)

2 6

min{n, d}, EγV∪(−V)(v)
2 6 min{n, d}. We have, with ρ equal to the relaxed value obtained

in Eq. (12):

E

[
u⊤Y v − ρ

min{n, d}
(1
2
γU∪(−U)(u)

2 +
1

2
γV∪(−V)(v)

2
)]

> 0.

Thus, there exists u, v such that γU (u) > 0, γV(v) > 0 and u⊤Y v − ρ
min{n,d}

(
1
2γU(u)

2 +
1
2γV(v)

2
)
. This implies that Eq. (16) is valid for κ = min{n, d}.

Note that we may also obtain the same results without randomization. When γV = ‖·‖2,
we have:

Θ◦(Y )2 = max
‖v‖261

γ◦U (Y v)2 = max
‖v‖261

max
M∈CU

v⊤Y ⊤MY v = max
M∈CU

λmax(Y
⊤MY ).

Thus by taking v the largest eigenvector of Y ⊤MY and u ∈ argmaxu∈U u⊤Y v, we have

(u⊤Y v)2 > v⊤Y ⊤MY v = λmax(Y
⊤MY ) >

1

min{n, d} trY ⊤MY.

In the general case, we simply use

Θ◦(Y )2 = max
v∈V

max
M∈CU

v⊤Y ⊤MY v = max
M∈CU

max
N∈CV

max
v⊤N−1v61

v⊤Y ⊤MY v

= max
M∈CU , N∈CV

λmax(N
1/2Y ⊤MYN1/2) 6 max

M∈CU , N∈CV
‖N1/2Y ⊤M1/2‖2∗,
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with an approximation ratio of min{n, p} between the operator norm and the nuclear norm.

The bound from the previous proposition is dimension-dependent. However, this is a
non-trivial result. For example, with non-negativity constraints, it is not easy to have any
guarantee (and our bounds do not). Indeed, For V being the ℓ2-norm and U the positive ℓ1-
norm, then computing the polar corresponds to maximizing a quadratic form with positive
constraints, which is notoriously difficult [11].

The two previous propositions lead to candidates for vectors u and v, through sam-
pling from normal distributions with mean zero and covariance matrix equal to M (or a
normalized version thereof). Note that other possibilies are available, like taking a largest
eigenvector (such as done in the proof of Prop. 12) and running the power method from
Section 4.5 starting from any of the above candidates.

Approximation of γPU
. Interestingly, computing γPU

, the gauge function considered in
Prop. 2 which corresponds to factorizing positive semi-definite matrices with elements uu⊤,
u ∈ U , is harder than computing the norm Θ for V equal to the unit ℓ2-ball. Indeed, the
polar of γPU

is defined by γ◦PU
(M) = supu∈U(u

⊤Mu)+ =
(
supu∈U u⊤Mu

)
+
, and is finite

for all symmetric matrices, and in order to have an approximation ratio for γPU
we need an

approximation ratio for its polar (and not only for its polar restricted to S+
n ). In the two

types of guarantees above, the one based one diagonal variational representations may not
be easily extended (note that this would notably imply that we would have a polynomial
test of complete positivity, which is unlikely). However, if we have a variational formulation
of the polar γ◦U , then the bound of Prop. 12 still applies (the two proof techniques may be
easily extended). Note that we now impose that PU ⊂ CU .

Proposition 13 Assume that PU ⊂ CU , and that for all w ∈ R
n, we have γ◦CU (ww

⊤) =

max{γ◦U (w), γ◦U (−w)}2. Then, for all M ∈ S+
n , γPU

(M) > γCU (M) > 1
nγPU

(M).

5.2 Random sampling

An interesting alternative to semidefinite relaxations is to consider random sampling of
vectors u and v and approximate Θ◦(Y ) by the maximum of u⊤Y v over these samples.
This approach was considered by [44] in the context of the nuclear norm. In this section,
for simplicity, we consider the case where V is the unit ℓ2-ball and U◦ is compact (i.e.,
dom(γU ) = R

n). In this context, only vectors u need to be sampled. We provide a positive
result that if sufficiently many vectors u are sampled, then we have provable approximations
of Θ◦ and hence Θ (though with weak dimension-dependent ratios), as well as a negative
result showing that in order to obtain an arbitrarily tight bound, an exponential number of
samples is needed.

Upper bounds on Θ◦. The following proposition provides an approximation ratio with
high probability.
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Proposition 14 Assume U and U◦ are compact, and V is the unit ℓ2-ball. Consider r
independent and identically distributed samples wi ∈ R

n sampled from a standard normal
distribution, and ui = wi/γU (wi). If r > 4n, then, with probability greater than 1− e−r/50,

we have, with κ = 4
√
n
(

max
Θ(Z)61

‖Z‖F
)(

max
‖u‖261

γU (u)
)
:

∀Y ∈ R
n×d, Θ◦(Y )2 > max

i∈{1,...,r}
u⊤i Y Y ⊤ui >

1

κ2
Θ◦(Y )2. (18)

Proof A sufficient condition for Eq. (18) is that ∀Y ∈ R
n×d,maxi∈{1,...,r} u

⊤
i Y Y ⊤ui >(

1
κ2maxΘ(Z)61 trZ

⊤Z
)
trY ⊤Y . A sufficient condition is that there exists η ∈ R

r
+ such

that 1⊤r η = 1 and λmin

(∑r
i=1 ηiuiu

⊤
i

)
>

(
1
κ2maxΘ(Z)61 trZ

⊤Z
)
. Thus, by choosing ηi ∝

γU (wi)
2, a sufficient condition is, for ρ = 4

√
n:

λmin

( r∑

i=1

wiw
⊤
i

)
>

( 1

κ2
max

Θ(Z)61
trZ⊤Z

)(
max
‖u‖261

γU (u)
2
) r∑

i=1

‖wi‖22 =
1

ρ2

r∑

i=1

‖wi‖22,

i.e., with W = [w1, . . . , wr] ∈ R
n×r, f(W ) =

√
λmin(WW⊤) − 1

ρ‖W‖F . The function f

is Lipschitz-continuous, i.e., such that f(W ′) − f(W ) 6 (1 + 1
4)‖W − W ′‖F . Moreover,

using [20, Theorem II.13], Ef(W ) >
√
r − √

n − 1
ρ

√
rn =

√
r
(
1 −

√
n/r −

√
n
ρ ) >

√
r/4, if

r > 4n and ρ = 4
√
n. Thus, by concentration of Lipschitz-continuous functions of standard

Gaussian variables, we have P
(
f(W ) 6 0

)
6 exp

(
− (

√
r/4)2

2(5/4)2

)
= exp(−r/50), hence the

result.

Note that the result above is rather weak as on top of the scaling in
√
n, the equivalence

constants between Θ and ‖ · ‖F and between γU and ‖ · ‖2 may be large as well (though
finite because U◦ is compact).

Upper bounds on approximation performance. We now show that even in the sim-
plest case, (rank(Y ) = 1 and both U and V equal to unit ℓ2-ball), the approximation ratio
has to be dependent on dimensions. Using the same notation as Prop. 14, we have, using
Lemma 2 in Appendix B, for any (u, v) ∈ R

n×R
d, and Y = uv⊤ E

[
maxi∈{1,...,r} u

⊤
i Y Y ⊤ui

]
6

4 log r+16
n Θ◦(Y )2. Thus, using random sampling may not give good approximation ratios,

even in the simplest case, unless the number r of samples is exponential in n.

6 Obtaining decompositions from convex relaxations

We have presented above semidefinite relaxations of Θ and Θ◦. Much of earlier work [42, 10]
and the previous section has been dedicated to obtaining for a certain Y ∈ R

n×d, pairs
(u, v) ∈ U × V such that u⊤Y v ≈ Θ◦(Y ). In this section, we focus on obtaining explicit
decomposition of a certain X ∈ R

n×d as X =
∑r

m=1 umv⊤m such that
∑r

m=1 γU (um)γV(vm)
is equal or better than the value of the relaxation, and thus getting a good approximation
of Θ(X). We consider three main approaches.
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6.1 Singular value decomposition

The first possibility is to follow Section 4.4 and use solutions Q,S of

sup
Q∈C◦

U
∩S+

n , S∈C◦
V
∩S+

d

‖Q1/2XS1/2‖∗

and decompose Q = AA⊤ with A full rank (i.e., A⊤A invertible), and S = BB⊤ with B
full rank. Then U = (AA⊤)−1AGDiag(s)1/2 and V = (BB⊤)−1BH Diag(s)1/2, are such
that X = UV ⊤ and 1

2γCU (UU⊤) + 1
2γCV (V V ⊤) is minimal (and equal to the value of the

relaxation). However, for any orthogonal matrix R, (UR, V R) is also such a pair, and it is
not possible to obtain a decomposition of X such that the gauge functions γU and γV of all
columns of U and V are small.

6.2 Conditional gradient algorithms

We may also find decompositions by approximately solving the following convex optimiza-
tion problem (which is a generalized basis pursuit [18] problem):

min
Z∈Rn×d

1

2
‖X − Z‖2F + λΘ(Z), (19)

for λ small enough, using convex optimization techniques that only access Θ through com-
puting Θ◦(Y ) = sup(u,v)∈U×V u⊤Y v, and the associated minimizers. This is exactly what
generalized conditional gradient algorithms can do [5, 27, 52]. However, we need an algo-
rithm which is robust to obtaining only approximate maximizers (u, v), with potentially
multiplicative approximation guarantees for the computation of Θ◦.

We consider the following algorithm started from Z0 = 0, which iterates the following
recursion, for ρt = 2/(t+ 1), t > 1:

(a) (ut−1, vt−1) ∈ arg max
u∈U , v∈V

u⊤(X − Zt−1)v

(b) αt = argmin
α>0

1

2

∥∥X − (1− ρt)Zt−1 − ρtαut−1v
⊤
t−1

∥∥2
F
+ ρtλα

(c) Zt = (1− ρt)Zt−1 − ρtαtut−1v
⊤
t−1.

In Appendix A, we show that if we can find only approximate maximizers (u, v) with
approximation ratio κ > 1, then, if Xλ is the unique solution of Eq. (19), then we have

1

2
‖Zt −Xλ‖2F 6

1

2
‖X − Zt‖2F + λΘ(Zt)−

1

2
‖X −Xλ‖2F − λΘ(Xλ)

6
2

(t+ 1)
max{4, κ2}Θ(X)2 max

u∈U
‖u‖22 max

v∈V
‖v‖22 + λ(κ− 1)Θ(X),

and Zt is a positive linear combination of matrices us−1v
⊤
s−1, s 6 t, with a sum of coefficients

which is less than Θ(Zt). The previous inequality implies that Θ(Zt) 6 κΘ(X)+O(1/(λt)).
Thus, when λ is small enough and t is large enough, we obtain an approximation of Θ(X)
with approximation ratio which converges to a value less than κ.
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Approaching X from finite combinations of rank-one factors. When λ = 0 in
the algorithm above, then, every X ∈ R

n×d may be approximated up to distance ε with
a positive linear combination of O(1/

√
ε) rank-one factors, even if maximizing u⊤Y v may

only be done approximately for all Y ∈ R
n×d. Moreover, the sum of coefficients is bounded

by κΘ(X) +O(ε).
Finding such decomposition by greedily and iteratively adding factors has been studied

thoroughly in signal processing [39] and statistics [8]. In particular, if we assume that Θ
is a norm, with our set of assumptions, the matching pursuit algorithm of [39] may obtain
an ε-approximation of X with O(log 1

ε ) rank-one factors, however, while the norm of the
coefficients is bounded, it is not related to the decomposition gauge function Θ(X). In
Appendix A.1, we show how optimizing over the scalar ρ in the algorithm above leads to a
similar result, while the sum of coefficients converge to a value which is less than κΘ(X).

6.3 Simplicial methods

Conditional gradient algorithms to solve Eq. (19) may be extended by simply replacing step
(b), which is the minimization over a half-line, by the minimization with respect to the cone
generated by the already obtained rank-one matrices, i.e.,

βt = arg min
β∈Rt−1

1

2

∥∥∥X −
t∑

s=1

βsus−1v
⊤
s−1

∥∥∥
2

F
+ λ

t∑

s=1

βs. (20)

This approach is sometimes referred to as fully corrective [29] and is an instance of a
simplicial method (see, e.g., [12]); typically, it requires much fewer iterations while the cost
of each iteration is higher. Note that when the algorithm stops (i.e., there is no further
progress in reducing the cost function), then we have solved Eq. (19) up to λ(κ−1)Ω(x∗). An
inbetween alternative is to optimize only over α and ρ. Note that the bound derived above
also applies to these two extensions, which typically converge much quicker (see examples
in Section 7).

Note that when (u, v) is obtained from randomized rounding, the algorithm is related to
what is proposed by [44], which uses non-adaptive random sampling for us−1v

⊤
s−1. Moreover,

the algorithm may be accelerated by only storing only vectors u1, . . . , ut−1, and replacing
the subproblem in Eq. (20) by

(vt0, . . . , v
t
t−1) = arg min

(v0,...,vt−1)∈Rd×t

1

2

∥∥∥X −
t∑

s=1

us−1v
⊤
s−1

∥∥∥
2

F
+ λ

t∑

s=1

γV(vs−1). (21)

7 Simulations

In this section, we provide illustrations of the convex relaxations presented in the pa-
per. We consider V the unit ℓ2-ball and U = {0, 1}d. We use CU = {M ∈ Sn, M <

diag(M) diag(M)⊤, M > 0, diag(M) 6 1}, for which we may find an approximation guar-
antee of

√
π/2 as follows: for M < 0, maximizing x⊤Mx with respect to x ∈ {0, 1}n

may be done by maximizing y⊤
( M M1n
1⊤nM 1

)
y with respect to y ∈ {−1, 1}n+1 such that
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Figure 1: Approximating the polar gauge function Θ◦(Y ) for Y standard random Gaus-
sian matrix with n = 64 and d = 32, for 100 samples. For each sample, we compute the
relaxed value (upper-bound) based on the semidefinite program and compute several ap-
proximations. The samples are ordered so that the performance of the randomized rounding
followed by the power method (“relax+pm”) is increasing.

yn+1 = 1, which can be done using the usual semi-definite relaxation [42, 25], with an ap-
proximation ratio of π/2, and thus the gauge function Θ and its polar may be computed
with an approximation ratio of

√
π/2.

Computation of polar gauge function. We first compared several approaches to es-
timating Θ◦(Y ) = maxu∈U , v∈V u⊤Y v = maxu∈{0,1}n ‖Y ⊤u‖2, for Y a random matrix with
independent and identically distributed components from a normal distribution with mean
zero and variance one. We consider several strategies: (a) random sampling of u, then
running the power method to convergence, (b) sampling from the solution of the relaxed
semi-definite program, with and without running the power method, and (c) taking the non-
randomized approach described in the proof of Prop. 12. In Figure 1, we can see that (a)
the performance of the semidefinite-relaxation, even without the power method, is typically
much better than the guarantee, (b) that sampling from the relaxed solution and then run-
ning the power method outperforms random initiatializations, and (c) the non-randomized
rounding based on eigenvectors has a less stable behavior and sometimes performs better.

In Figure 1, we report averaged value of the randomized rounding procedures. If we
take the best values over more than a thousand samples, the obtained values of u⊤Y v of
all three schemes happens to be very close, with a slight advantage to the initializations of
the power methods from the convex relaxation.

Finding decomposition. We aim to solve the problem in Eq. (19) for λ = 10−4, and
consider four approaches: (a) using the semidefinite relaxation to obtain a lower-bound
(with no explicit decomposition), (b) using the conditional gradient algorithm, (c) using
a simplicial method (the regular version based on Eq. (20) or the one adapted to storing
only values of u in Eq. (21)), (d) using alternating optimization and (e) random sampling
(Section 5.2). In Figure 3, we compare these algorithms in two situations, one where the
relaxation is tight (left: n = 32, d = 1) and one where it is not tight (right: n = 32,
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Figure 2: Approximating the gauge function Θ(X) for X standard random Gaussian matrix
with n = 32 and d = 16, for 32 samples. For each sample, we compute the relaxed value
(lower-bound) based on the semidefinite program and compute several approximations.
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Figure 3: Solving the proximal problem for two random matrices Y , with n = 32 and d = 1
(left) and d = 16 (right). Comparison of several algorithms. See text for details.

d = 16). The simplicial algorithms are the faster to converge, with a clear advantage to
the one that stores only the vectors u. The random selection procedure starts slow but
eventually catches up, but never reaches the objective function of adaptive methods.

Finally, in Figure 2, we compare the result of using the simplicial method to obtain
a decomposition to a simple alternating optimization method. We see that the convex
relaxation outperforms significantly the non-convex approach.

8 Conclusion

We have presented a general framework for structured matrix decompositions based on
gauge functions and semi-definite programming. Emphasis was put on situations where
the rank-one factors belong to potentially non-convex and non-centrally symmetric sets. A
series of algorithms and relaxations have been presented for a variety of structures.

Our limited experiments have focused on {0, 1}-valued factors. It would be worth study-
ing more precisely recovery guarantees and potentially more scalable algorithms for such
cases, in particular for additional constraints such as cardinality or submodularity. Simi-
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larly, our general framework leads to altenatives to non-convex algorithms for non-negative
matrix factorization, for which it may be possible to show tightness under certain assump-
tions similar to [3].

Moreover, it would be interesting to see if techniques designed to adaptively reduce the
rank for nuclear-norm penalized problems [51] may be extended to our setting as well in
order to enforce a smaller number of factors. Finally, the non-convex approaches (power
method and alternating minimization) tend to work well in practice, and finding sufficient
conditions or random instances (see, e.g., [21] for such work for sparse principal component
analysis) where they provably behave well would provide valuable additional insights into
the problem of structured matrix factorizations.
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A Generalized conditional gradient with approximate oracle

We consider a convex function f on R
d, with L-Lipschitz continuous gradients, a gauge

function γC on R
d, with C a (potentially non convex) closed set that contains the origin,

and the following optimization problem minx∈Rd f(x) + λγC(x). We assume that (a) the
global minimum x∗ is attained, (b) that we know a bound on γC(x∗), i.e., γC(x∗) 6 ω and
(c) we may maximize x⊤y with respect to x ∈ C approximately, i.e., obtain x̃ ∈ C such that
γ◦C(y) > x̃⊤y >

1
κγ

◦
C(y), for a fixed κ > 1. We consider the following algorithm, started from

any x0 such that γC(x0) 6 κω, for t > 1, and ρt = 2/(t + 1):

(a) x̃t−1 approximate maximizer of − f ′(xt−1)
⊤x with respect to x ∈ C,

(b) αt ∈ arg min
α∈[0,κω]

f
(
(1− ρt)xt−1 + ρtαx̃t−1

)
+ λρtα,

or (b′) αt ∈ arg min
α∈[0,κω]

−f ′(xt−1)
⊤(xt−1 − αx̃t−1

)
+

Lρt
2

∥∥xt−1 − αx̃t−1

∥∥2
2
+ λα,

(c) xt = (1− ρt)xt−1 + ρtαtx̃t−1.

The algorithm generates a sequence of vectors x̃t−1 ∈ C and a vector

xt =

t∑

u=1

[ t∏

s=u+1

(1− ρs)

]
ρuαux̃u−1 =

t∑

u=1

2u

t(t+ 1)
αux̃u−1.

Note that since α̃t−1 ∈ [0, κω] for all t, we always have γC(xt) 6 κω. We now show that

f(xt) + λγC(xt) 6 f(xt) + λ
t∑

u=1

2u

t(t+ 1)
αu

6 f(x∗) + λγC(x∗) +
2Lω2κ2 maxu∈U ‖u‖2

t+ 1
+ λ(κ− 1)γC(x∗).
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Let gt = f(xt) + λ
∑t

u=1
2u

t(t+1)αu. We have, for any α ∈ [0, κω], and x̃ ∈ hull(C):

gt = f(xt) + (1− ρt)
[
gt−1 − f(xt−1)

]
+ λαtρt

= f
(
(1− ρt)xt−1 + ρtαtx̃t−1

)
+ (1− ρt)

[
gt−1 − f(xt−1)

]
+ λαtρt

6 f
(
xt−1)− ρtf

′(xt−1)
⊤(xt−1 − αx̃t−1

)
+

Lρ2t
2

∥∥xt−1 − αx̃t−1

∥∥2
2
+ (1− ρt)

[
gt−1 − f(xt−1)

]
+ λαρt

by definition of αt,

6 f
(
xt−1)− ρtf

′(xt−1)
⊤(xt−1 − αx̃t−1

)
+

Lρ2t
2

κ2ω2max
u∈U

‖u‖2 + (1− ρt)
[
gt−1 − f(xt−1)

]
+ λαρt

6 f
(
xt−1)− ρtf

′(xt−1)
⊤(xt−1 −

α

κ
x̃
)
+

Lρ2t
2

κ2ω2 max
u∈U

‖u‖2 + (1− ρt)
[
gt−1 − f(xt−1)

]
+ λαρt

using the approximate optimality of x̃t−1,

6 f
(
xt−1)− ρtf

′(xt−1)
⊤(xt−1 − x∗

)
+

Lρ2t
2

κ2ω2 max
u∈U

‖u‖2 + (1− ρt)
[
gt−1 − f(xt−1)

]
+ λκγC(x∗)ρt

using α = κγC(x
∗) and x̃ = x∗/γC(x∗) ∈ hull(C),

6 f
(
xt−1)− ρt[f(xt−1)− f(x∗)] +

Lρ2t
2

κ2ω2 max
u∈U

‖u‖2 + (1− ρt)
[
gt−1 − f(xt−1)

]
+ λκγC(x∗)ρt

= (1− ρt)gt−1 + ρtf(x∗) +
Lρ2t
2

κ2ω2max
u∈U

‖u‖2 + λκγC(x∗)ρt,

leading to

gt − f(x∗)− λγC(x∗) 6 (1− ρt)
[
gt−1 − f(x∗)− λγC(x∗)

]
+

Lρ2t
2

κ2ω2 max
u∈U

‖u‖2 + λ(κ− 1)γC(x∗)ρt.

This implies by recursion (see [5] for details) that

gt − f(x∗)− λγC(x∗) 6
2L

(t+ 1)
κ2ω2max

u∈U
‖u‖2 + λ(κ− 1)γC(x∗).

If moreover, f is µ-strongly convex and the line search is performed exactly (and without
a bound on α), then we may show a different bound. Up to the oracle with multiplicative
approximation guarantees, the algorithm is then the same as what is proposed by [27, 52],
but our results use a slightly different set of assumptions.

First, we show that f(xt) remains bounded. Indeed, we have f(xt) 6 f((1− ρt)xt−1) 6
(1 − ρt)f(xt−1) + ρtf(0), which leads to f(xt) 6 f(0) for all t > 1. This implies that
f(0) > f(0)+x⊤t f

′(0)+ µ
2 ‖xt‖22 > −‖xt‖2‖f ′(0)‖2+ µ

2‖xt‖22, leading to ‖xt‖2 6 2‖f ′(0)‖2/µ.
We may then derive a different recursion, leading to

gt − f(x∗)− λγC(x∗) 6
2L

(t+ 1)
max

{
2‖f ′(0)‖2

µ
, κωmax

u∈C
‖u‖

}2

+ λ(κ− 1)γC(x∗).

When applied to f(x) = 1
2‖x− y‖22, we obtain a decaying factor of

2

(t+ 1)
max{4, κ2}γC(y)2 max

u∈C
‖u‖2.

In this case, our algorithm is strongly related to the relaxed greedy algorithm of [8] and our
analysis provides an explicit link between these algorithms and basis pursuit [18].
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A.1 Linearly convergent conditional gradient for strongly convex func-

tions with inexact oracle

We now assume that f is µ-strongly convex and that f has a global minimum attained at
x∗ such that γC(x∗) 6 ω, and that we have a κ-approximate oracle for maximizing linear
functions on C. We consider the algorithm:

(a) x̃t−1 approximate maximizer of − f ′(xt−1)
⊤x with respect to x ∈ C,

(b) (αt, ρt) ∈ arg min
α∈[0,κω+κε],ρ∈[0,1]

f
(
(1− ρ)xt−1 + ραx̃t−1

)
,

or (b′) (αt, ρt) ∈ arg min
α∈[0,κω+κε],ρ∈[0,1]

−f ′(xt−1)
⊤(xt−1 − αx̃t−1

)
+

Lρ

2

∥∥xt−1 − αx̃t−1

∥∥2
2
,

(c) xt = (1− ρt)xt−1 + ρtαtx̃t−1.

The algorithm generates a sequence of vectors x̃t−1 ∈ C and a vector

xt =

t∑

u=1

[ t∏

s=u+1

(1− ρs)

]
ρuαux̃u−1

such that
∑t

u=1

[∏t
s=u+1(1 − ρs)

]
ρuαu 6 κω + κε. We have, for any α ∈ [0, κω + κε],

ρ ∈ [0, 1], and x̃ ∈ hull(C):

f(xt) 6 f(xt−1)− ρf ′(xt−1)
⊤(xt−1 − αx̃t−1

)
+

Lρ2

2

∥∥xt−1 − αx̃t−1

∥∥2
2

by definition of αt and ρt,

6 f
(
xt−1)− ρf ′(xt−1)

⊤(xt−1 − αx̃t−1

)
+

Lρ2

2
κ2(ω + ε)2 max

u∈C
‖u‖2

6 f
(
xt−1)− ρf ′(xt−1)

⊤(xt−1 −
α

κ
x̃
)
+

Lρ2

2
κ2(ω + ε)2 max

u∈C
‖u‖2

using the approximate optimality of x̃t−1,

6 f
(
xt−1)− ρf ′(xt−1)

⊤(xt−1 − x∗ +
ε

γC(xt−1 − x∗)
(xt−1 − x∗)

)
+

Lρ2

2
κ2(ω + ε)2 max

u∈C
‖u‖2

using α = κγC(x̃) and x̃ ∝ x∗ −
ε

γC(xt−1 − x∗)
(xt−1 − x∗),

6 f
(
xt−1)− ρ[f(xt−1)− f(x∗)]

(
1 +

ε

γC(xt−1 − x∗)

)
+

Lρ2

2
κ2ω2max

u∈C
‖u‖2.

Moreover, we have f(xt−1)−f(x∗) >
µ

2
‖xt−1−x∗‖22 >

µ

2

γC(xt−1 − x∗)2

max‖u‖2=1 γC(u)2
, leading to, with

∆t = f(xt−1)− f(x∗),

∆t 6 ∆t−1 − ρ

[
∆t−1 +

ε
√
µ∆

1/2
t−1√

2max‖u‖2=1 γC(u)

]
+

Lρ2

2
κ2ω2max

u∈C
‖u‖2.
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If

[
∆t−1 +

ε
√
µ∆

1/2
t−1√

2max‖u‖2=1 γC(u)

]
1

Lκ2ω2 maxu∈C ‖u‖2
< 1, we have a minimizer ρ ∈ [0, 1),

and

∆t 6 ∆t −
1

2

[
ε
√
µ∆

1/2
t−1√

2max‖u‖2=1 γC(u)

]2 1

Lκ2ω2 maxu∈C ‖u‖2

6 ∆t−1

(
1− ε2µ

4Lκ2ω2

1

max‖u‖2=1 γC(u)2 ×maxu∈C ‖u‖2
)
.

Otherwise, we have

∆t 6 ∆t−1 −
1

2

[
∆t−1 +

ε
√
µ∆

1/2
t−1√

2max‖u‖2=1 Ω(u)

]
6

1

2
∆t−1

Thus, with τ = min

{
1

2
,

ε2

4κ2ω2

µ

L

1

max‖u‖2=1 γC(u)×maxu∈C ‖u‖2
}
, we have ∆t 6 (1−

τ)∆t−1, and hence a linear convergence rate.

B Maximum of beta random variables

Given u ∈ R
n such that ‖u‖2 = 1, our goal is to upper-bound E

[
max

i∈{1,...,r}

(w⊤
i u)

2

w⊤
i wi

]
, for wi

sampled i.i.d from a standard normal distribution. Using the representation of Beta random

variables as ratios of independent Gamma variables, each
(w⊤

i u)2

w⊤
i wi

is Beta-distributed with

parameters (12 ,
n−1
2 ). The following lemma provides a bound on the expectation of maxima

of independent Beta variables.

Lemma 2 Let Xi, i = 1, . . . , r, be r i.i.d. Beta random variables with parameter (12 ,
n−1
2 ),

n > 2. Then E
[

max
i∈{1,...,r}

Xi

]
6

4 log r + 16

n
.

Proof We have EXk =
∏k−1

j=0
1+2j
n+2j . For all k > 0, we have EXk 6

∏k−1
j=0

2+2j
n = 2kk!

nk , while

for k > ⌊n/2⌋, we have EXk 6
∏⌊n/2⌋−1

j=0
1+2j
n+2j 6 2−⌊n/2⌋. This leads to, for t 6 n/2,

EetX 6

⌊n/2⌋∑

k=0

(2t
n

)k
+ 2−⌊n/2⌋

∞∑

k=⌊n/2⌋+1

tk

k!
6

1

1− 2t/n
+ 21/2−n/2et.

Using standard results from probability (see, e.g., [14]), we get, with t = n/4:

E
[

max
i∈{1,...,r}

Xi

]
6

log r + EetX

t
6

log r + 2 + 21/2−n/2en/4

n/4
6

4 log r + 16

n
.
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