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Abstract

PER-MARE project aims at adapting MapReduce distribution to pervasive grids. Such adaptation
includes implementing context-awareness capabilities into Hadoop distribution. The main purpose of
this deliverable is to analyze the requirements for including such support for context-awareness on
Hadoop. Context-awareness can be defined as the ability of a system to adapt its operations to the
current context, aiming at increasing usability and effectiveness by taking environmental context into
account [7]. Such environment corresponds, in the case of PER-MARE project, to a pervasive grid
environment and its dynamic resources. It is then important to analyze such environment and its
main characteristics, as well as the impact of observing such environment on Hadoop distribution.
Indeed, performance of MapReduce applications should not be negatively impacted by context-
awareness capabilities, which makes important to carefully consider context-awareness needs and
implications of Hadoop distribution and on MapReduce application over pervasive grids. This
deliverable intends to point out a set of requirements for context-aware support on PER-MARE
project. These requirements will guide subsequent proposals on this domain.
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1 Introduction

Context-awareness is one of the main goals of PER-MARE project. PER-MARE intends adapting
popular MapReduce distribution to pervasive grids, which are characterized by dynamicity of its
resources. Context-awareness becomes then a key element for successfully deployment of
applications on such pervasive environments. Nonetheless, before stating for context-support on
PER-MARE project, we need to understand what is context and context-awareness.

Context-awareness can be defined as the ability of a software application to detect and respond to
changes in the environment [21]. Context-aware systems are then systems capable to “adapt their
operations to the current context without explicit user intervention and thus aim at increasing
usability and effectiveness by taking environmental context into account” [7]. The notion of context is
then central to these definitions. Context can be defined as any information that can be used to
characterize the situation of an entity (a person, place, or object) considered as relevant to the
interaction between a user and an application [14]. It corresponds to a large concept standing for
evolving, structured and shared information spaces, which are designed to serve a particular purpose
[13]. This purpose is adaptation, in the case of context-aware systems. Several aspects of system
behavior can be affected. A system may adapt, according to current context, the supplied content,
the services offered to the users, the components deployment and so on. Indeed, research on
context-aware computing has proposed, on the last few years, multiple solutions, with different
degrees of granularity and complexity [7][14][21][27][28][34]. Choosing most appropriate solution
for a given situation depends on the project needs and expectations, transforming requirements
analysis on an important step towards an appropriate solution. Such requirements must be clearly
identified and considered before proposing any context-awareness support.

The main purpose of this deliverable is then to study concepts behind the notions of context,
context-awareness and pervasive grids in order to establish clear requirements for supporting
context-awareness on PER-MARE project. These requirements will guide subsequent developments
of WP3 regarding context-awareness on pervasive grids.

This document is organized as follows: section 2 introduces the general context of the project,
resuming the project goals and the WP3 goals concerning context-awareness. The section 3 presents
the notion of context and analyses pervasive grids characteristics, while section 4 introduces main
aspects of MapReduce and Hadoop distribution. Finally, section 5 proposes a set of requirements
that have been identified based on the previous analyses, before concluding in section 6.
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2 Project and WP3 goals

The PER-MARE project [26] aims at the adaptation of MapReduce and its most popular distribution,
Hadoop, for pervasive grids. The main goal is to propose scalable techniques to support existent
MapReduce-based, data-intensive applications in the context of loosely coupled networks such as
pervasive and desktop grids.

In order to reach this goal, PER-MARE project proposes a two-fold approach [26]:

(i) to adapt a well-known MapReduce implementation, Hadoop, including on it context-
aware elements that may allow its efficient deployment over a pervasive or desktop grid;

(ii) to implement a Hadoop-compatible APl over a P2P distributed computing environment
originally meant for pervasive grids.

This double approach intends to bring us better insights on the deployment of MapReduce over
pervasive grids. The first one intends handling problems related to context-awareness and task
scheduling, while the second one will deal with data storage and code-compatibility issues. The
ambition behind this double approach is to provide a wider vision on the problem, leading to more
efficient solutions, by conjointly evaluating these approaches.

By focusing on handling such dynamic and loosely coupled environments, PER-MARE projects tackles
a well-known limitation of Hadoop distribution. Hadoop is not designed to fit such volatile and
heterogeneous environments, lacking of adaptation. Context-aware approach proposed by PER-
MARE project intends to address this problem.

The Work Package 3 (WP3) is responsible for context adaptation on PER-MARE project. It is in charge
of context adaptation and its integration within PER-MARE proposals. This work package focuses on
the acquisition, analysis and distribution of context information over a pervasive grid. It has to
carefully consider the nature and the pertinence of context information, as well as its impact on
MapReduce applications, in order to propose appropriate solutions for supporting context-
awareness on the PER-MARE ecosystem.

Context-awareness on a MapReduce application can be used to address different issues. First,
context acquisition mechanism can be used in order to automatically configure nodes during Hadoop
installation. Indeed, configuration of a Hadoop node is statically defined by XML files, which must be
manually edited by the developers. It is a laborious and error-prone task that can be performed
automatically by using acquired context information from the node.

Second issue concerns the nodes volatility. Context information can be used in order to track nodes
availability, allowing MapReduce application to handle nodes volatility on pervasive grids. Even if
Hadoop is able to handle nodes failure in some situations, it cannot handle the arrival of new nodes
without stopping data processing and reconfiguring the cluster at hand [37]. No dynamic

reconfiguration is possible in current Hadoop distribution.

A third issue that should be handled is the context-awareness, properly speaking, on tasks
distribution. In fact, context information can be used for task scheduling according to nodes
availability and current execution context. The main idea consists in distribute tasks according to
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nodes current context (availability, network latency, available memory and storage, etc.) in order to
take fully advantage of all available resources.

Since task scheduling and data placement are strictly coupled on Hadoop distribution, adapting task
schedule should also affect (and be affected by) data placement. Co-localization in a single node of
data and tasks, and notably reduce tasks, is one of the main characteristics of Hadoop and one of its
success reasons. Co-locating data and tasks prevents Hadoop of heavily consuming network
bandwidth with the transfer of large amount of data. When considering adapting task scheduling, we
should also consider adapting data placement to the current context. One cannot fairly do one
without the other.

In order to tackle all these issues, we need first to understand pervasive grid environments and its
characteristics, as well as the notions of context and context-awareness when considered on these
environments. Such understanding forms a common ground defining the requirements that should
be observed in order to reach project and WP3 goals.
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3 About context-awareness and pervasive grids

The term pervasive computing refers to a seamless integration of devices into the users’ everyday life
[7]. Ubiquitous or Pervasive Computing represents an emerging trend towards environments
composed by numerous computing devices that are frequently mobile or embedded and that are
connected to a network infrastructure composed of a wired core and wireless edges [22]. When
considering pervasive environments, one should consider heterogeneous environments composed of
fixed and mobile devices interconnected by a mix of standard infrastructures (fixed networks) and
wireless networks [31].

Pervasive environments open new perspectives for distributed computing. Ausiello [6] illustrates this
idea by suggesting future pervasive systems performing tasks in a distributed and autonomous way.
The authors consider a scenario with hundreds of cooperating processing units (potentially tiny ones,
with small local memory) that collect, fusion and analyze data coming from various sensors, in order
to perform, in an autonomous and adaptive way, the planned tasks. Pervasive grids are about this,
about using resources embedded in pervasive environments in order to perform computing tasks in a
distributed way. Concretely, pervasive grids can be seen as computing grids formed in such dynamic
environment, counting on heterogeneous resources that are potentially mobiles, coming in and out
the grid dynamically.

According to Parshar and Pierson [24], pervasive grids represent the extreme generalization of the
grid concept, in which the resources are pervasive. For these authors, pervasive grids seamlessly
integrate pervasive sensing/actuating instruments and devices together with classical high
performance systems. In the general case, pervasive grids rely on resources contributed by
volunteers. Desktop grids are a particular case of pervasive grids leveraging unused processing cycles
and storage space available within the enterprise.

However, contrarily to simple desktop grids, pervasive grids have to deal with a more dynamic
environment in a transparent way. Indeed, mobile devices should be able to come into the
environment in a natural way, as their owner moves [12]. Devices from different natures, from
desktop and laptop PCs until last generation tablets, should be integrated in seamlessly way. As a
consequence, pervasive grids are inherently large, heterogeneous and dynamic, globally aggregating
large number of independent computing and communication resources [24]. Such dynamic
environment can then be characterized by:

(i) the volatility of its resources, whose participation on the grid is notably a matter of
opportunity and availability;

(ii) the heterogeneity of these resources, whose capabilities may vary on different aspects
(platform, OS, memory and storage capacity, network connection, etc.);

(iii) the variation on the internal status of these resources, which may also vary during the
execution.

Indeed, pervasive grid effort focuses mainly on the closer integration of mobile devices and on the
opportunistic participation of surrounding devices, as well as on context-awareness tackling mobility
[24]. As a consequence, in pervasive grids, we cannot anticipate the apparition of new nodes, neither
the evolution of nodes capabilities. For instance, during the execution of a job, a new mobile device
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can be integrated to a pervasive grid. After integrating the grid, it may then change its network
connection, passing from a wireless connection to a fixed one. Its available memory may vary too:
after starting a job, device’s owner may start new applications that modify device memory status,
affecting tasks performance. Pervasive grids have then to adapt to this changing environment to take
the maximum advantage of available resources in an opportunistic way.

Pervasive grids represent a challenging deployment environment because of its dynamic nature.
They have to deal with additional constraints mainly related to the heterogeneity and volatility of the
resources. They also have to deal with fault tolerance, since nodes may fail or just leave the grid
environment during processing. All these factors may strongly affect the performance of tasks
running on the top of pervasive grids.

Consequently, it becomes essential to adapt the applications to the grid variable behavior and to
coordinate available resources (task scheduling, data placement, etc.). According to Coronato & De
Pietro [12], pervasive grid environments should be able to self-adapt and self-configure in order to
incoming mobile devices. Indeed, a pervasive system should be able to perform a desired function
despite changes on the environmental conditions or the system state [30]. According to [17], the
dynamic and ad-hoc nature of pervasive environments means that the environment has to adapt to
changing operating conditions and to user changing preferences and behaviors in order to enable
more efficient and effective operation while avoiding system failure.

This idea of adapting its behavior to a changing environment corresponds to the notion of context-
awareness. Context-awareness can be defined as the ability of a software application to detect and
respond to changes in the environment [21]. Context-aware systems can be seen as systems
particularly designed to react to context changes and to adapt in consequence their behavior [23].
These systems are able to observe user and execution environment and to react to changes in such
environment, adapting their behavior to these changes in order to better satisfy their goals.
According to Najar et al. [23], they can be seem as systems supporting some variability, in which the
selection of a given variant depends on the observed context. Multiple variation points are possible:
a system can adapt content supplied to its users or the services it offers by selecting, discovering or
composing available services or content; it may adapt its own composition, choosing and deploying
components according available resources or opportunities offered by the environment, and so on.
Indeed, several adaptation possibilities are referenced in the literature. Maamar et al. [21] mention,
for instance, the opportunities for service composition according to execution context. Taylor et al.
[34] also propose to personalize service discovery according to the user context. Preuveneers &
Berbers [27] propose an opportunistic deployment of OSGi bundles according to available resources.
Vanrompay et al. [35] suggests forming groups for information distribution according to nodes
context. Whatever variability is considered, it reposes on “a decision, an action that is taken under a
given context”[23]. Figure 1 illustrates this idea in a schematic way.
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Variation points
Content
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context
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Alignment action: Context-aware System
personalizing or selecting a variant

Figure 1. Schematic view of a context-aware system (based on [23]).

Thus, context information acts as a parameter that leads to the selection of the most appropriate
variant and to the adaptation process inherent to context-aware systems [23]. Context can be seen as
a set of parameters which are extern to the application and that influence the behavior of the
application [11]. It can be defined as any information that can be used to characterize the situation of
an entity (a person, place, or object) considered as relevant to the interaction between a user and an
application [14]. It is worth noting that context corresponds to a large concept, encompassing almost
any information that could be useful to identify the environment in which an application executes
and that could be used for adaptation purposes.

We believe that pervasive grids should behave as context-aware systems. They must adapt its own
behavior to dynamic changes on its environment in order to improve its overall performance by
opportunistically using available resources. Context in such environment can be defined by the
observation of several elements such as available nodes, their location and current status (available
memory, processor type, storage capability, network connectivity, latency, etc.). Variation on context
information (for instance, the arrival of a new node or the reduction of available memory on an
existent one or a low level of battery) can launch adaptation process (for example, the redeployment
of a task). In order to be successful, pervasive grids have to propose appropriate core services
allowing such a context-aware adaptation of running applications. Such services have to cope with
available resources in order to improve applications performance in a transparent way. Traditional
core services offered by grid platforms, such as resource discovery, resource management and job
management services [24] should then be improved with context-awareness capabilities.

The possibilities for context-aware adaptation on pervasive grids being numerous, it is necessary to
establish clear requirements that should be observed by such adaptation mechanism. Nevertheless,
before stating such requirements for our project, we must analyze MapReduce and Hadoop, since
our goal (see section 2) is to improve Hadoop distribution and its MapReduce applications with a
context-aware behavior.
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4 About MapReduce and Hadoop

The main idea behind MapReduce is allowing the treatment of large amount of data in a distributed
way. As an illustration, let’s us consider a catalogue of postal address and phone number for a city
like Paris or Montevideo. If such catalogue is not organized by neighborhood or geographic zone,
how could we know the average of phone numbers by address? Or how many phone numbers at
maximum we have in a building? In order to answer these questions, we must compute all data, but
doing it sequentially will be very time consuming. A better solution, illustrated by Figure 2, will be to
split data into smaller parts and spread out the analysis of such parts over several participants
(nodes). Each participant may then analyze a smaller volume of data, and when all participants finish
analyzing their own piece of data, we will be able to combine all intermediary results and to compute
final result. This example quickly illustrates the working principle of MapReduce: an initial processing
of data partitioned into smaller pieces of data (the map phase) followed by a final processing,
combining first phase results (the reduce phase).

e N s N
123 xvzse. | [<Xvzsw, 1>} g <XVZStr, 1>
— — P 232 Zkwed < ZKW Bd, 1 > < XYZ Str., 1> < XYZ Str., 2>
~ \
>/
123... XYZ Str. / \‘
234... ZKW Bd r ol s
114, zkwed [[<ZKWBd, 1> < ZKWBd, 1 > 8
114..7kwd | —pf 104 xvzs;rj <XYZStr, 1> » Cwed 1. | <ZWBd 2> Zigvgfdzl:
223.. XYZ Str. . v.
435... YZE Av. —
)
L — ] 435 vzEar |[(<YEAT L o 9 cvzEA, 1> [<VYZEAV. 1>
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Figure 2. Schema illustrating MapReduce programming model.

MapReduce is then a programming model essentially for data processing. It works by breaking the
processing into two phases, the map phase and the reduce phase, each one processing a set of key-
value pairs as input and output [38]. MapReduce separates input data (for example, phone number
and address in Figure 2) on a set of input <key, value;,> pairs, which is divided and distributed
among the participants for the map phase. During this phase, participants apply a map function for
processing data, generating a set of intermediary < keyje;, Valueiner > pairs. The output of map phase
is then sorted and transferred to the reduce phase, in which participants will integrate and combine
these results, producing a set of < key,,, value,,; > as output (e.g., an address and its occurrence
number in Figure 2).

MapReduce model fits essentially data-oriented processes. Nevertheless, it is worth noting that,
even if processing data is the center of MapReduce implementations, we may also consider using
MapReduce for intensive computing (for instance, for computing the product of large matrices, or for
dividing and exploring a large search space using a meta-heuristic).
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Different implementations of MapReduce are available, Hadoop® being the most popular one. When
submitting a MapReduce problem to Hadoop, a programmer submits a job. A Hadoop job is the unit
of work a client wants to be performed, including tasks from two types: map tasks and reduce tasks
[38]. Hadoop divides the job in these phases, organizes input data necessary for each phase and
manages the distribution of both tasks and data. Programmer has only to program mapper and
reducer functions. This behavior, like a “black box”, is one of the stronger points of Hadoop: a
programmer has no need to code or to manage data exchange or process communication among
nodes. Hadoop is in charge of all these “management” aspects, and notably data distribution among
tasks.

Data has an important influence on Hadoop behavior. For instance, during map phase, division and
distribution of tasks seem to be guided by volume of input data. Such data is split into smaller blocs,
which are distributed over declared nodes. According to White [38], Hadoop divides the input into
fixed size pieces (about 64Mb), called splits, which are used to create map tasks: Hadoop creates one
map task for each split, which runs the map function for each record on the split. Programmer may
suggest split size and number of map tasks to Hadoop Job configuration, but he may not really
impose such parameters to the framework. Finally, it is worth noting that data distribution is
performed mainly through HDFS system, which is a distributed filesystem particularly designed for
Hadoop. Indeed, tasks are planned in order to minimize data transfers, processing data that is co-
localized in the same node. Hadoop tries to collocate data with the compute node, speeding up data
access as it is locally stored [38]. The influence of data distribution, and consequently of HDFS, over
Hadoop can also be observed during reduce phase. Hadoop tries to concentrate data related to a
given key in a single node and to allocate the same node for reducing of such data. This way, reduce
task distribution can be seen as a consequence of data distribution on Hadoop.

Data distribution can also influence the number of tasks that will be launched by Hadoop during a
job. Ideally, the number of map tasks is determined by the total number of splits, i.e. by amount of
available input data, while the number of reduce tasks is determined by the number of available keys
(i.e. reduce input data). Nevertheless, in the practice, the number of tasks is often delimited by the
number of available nodes.

It is important to observe that there can be many keys in each partition generated by map tasks [38],
and that values related to a single key may be split over different nodes. Thus, data resulting from
map tasks should be organized for the reduce tasks. This intermediary phase, between map and
reduce phases, is called “shuffle and sort”. During the shuffle, each reduce task can be fed by many
map tasks [38], as illustrated by Figure 3. Also during the shuffle, data can be reorganized, being
combined (if there is too many keys available) or partitioned (if there is to many data for each key).
These are the roles of the “combiner” and “partitioner” functions. The combiner tries to combine
different map results, aggregating results from a key, while the partitioner splits map results by
assigning multiple intermediate keys. Programmers can propose such functions for tunneling his
data, but the decision concerning the execution of such functions during a job is made by Hadoop,
based on the results from the map phase.

! http://hadoop.apache.org/
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Figure 3. Data flow between map and reduce phases [38].

The Hadoop framework manages all job execution, launching map, reduce and shuffle phases when
needed. It is also in charge of distributing data (mainly through HDFS) and tasks among declared
nodes. Indeed, when executing on a cluster mode, Hadoop needs a preliminary configuration where
participant nodes are declared. The inclusion of new nodes during execution is not allowed: the
cluster must be stopped and configuration files updated in order to take into account new nodes.

Hadoop schedulers can use the information about the nodes composing the cluster in order to
distribute tasks during execution. Indeed, Hadoop offers the possibility to configure different task
schedulers. By default, Hadoop uses FIFO queue-based scheduler [38], but Fair Scheduler?, Capacity
Scheduler® and HOD Scheduler® are also available. New schedulers can also be added by extending
TaskScheduler (Hadoop 1.x) class and configuring Hadoop to use a new class [33]. The same seems to
be possible in Hadoop 2.x, in which a class named YarnScheduler is responsible for allocating
resources for all the running applications [36].

From an architectural point of view, Hadoop adopts a master/slave approach, where some nodes
(JobTracker and NameNode for Hadoop 1.x, ResourceManager and NodeManager for Hadoop 2.x)
manage data and task distribution over the different slave nodes. NameNode considers data
distribution (i.e. in which node data will be stored), while JobTracker considers the tasks distribution
(what node will execute a task).

Thus, two types of nodes control job execution process [38]: the JobTracker and the TaskTracker. The
first coordinates all jobs runs by scheduling tasks to run on the task trackers and by collecting overall
progress information for each job. The former runs tasks and send progress reports to the JobTracker
[38]. The JobTracker acts then as a master node, while TaskTracker represents the “slave workers”
that actually execute the tasks. For data management, the structure is the same: we have a master,
represented by the NameNode, and multiple “slave workers” represented by the DataNodes.
According to White [38], a NameNode manages the filesystem namespace: it maintains filesystem
information, notably metadata and the location of the data blocks over the DataNodes. These latters

2 http://hadoop.apache.org/docs/stable/fair_scheduler.html
® http://hadoop.apache.org/docs/stable/capacity_scheduler.html
4 http://hadoop.apache.org/docs/stable/hod_scheduler.html
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keep the data blocks (no data block is stored on the NameNode) and are in charge of storing and
retrieving blocks when needed, reporting periodically back to the NameNode with a list of locally
stored blocks.

Both NameNode and JobTracker represent single points of failure in Haddop 1.x architecture. Failures
on these nodes, and notably on JobTracker, are fatal to Hadoop processing (the execution of a
Hadoop job cannot survive to failures on these nodes). This problem has been demonstrated by
[15][16], in which authors used failure injection techniques in order to demonstrate Hadoop
vulnerabilities concerning master nodes failures.

Concerning Hadoop 2.x, its architecture adopts the same master/slave, with ResourceManager and
NodeManager replacing the JobTracker and NameNode. Nevertheless, internal architecture of
Hadoop 2.x seems to be different from its predecessor. Indeed, Hadoop 2.x adopts a different
architecture, based on YARN’. YARN is resource manager, independent from Hadoop MapReduce
applications (running applications that are not necessarily MapReduce ones), that provides a set of
daemons and API for scheduling resource requests and for supervising application execution [20].
YARN proposes to split up into separate daemons two major functionalities of the JobTracker, which
are the resource management and the job scheduling/monitoring. The idea is to have a global
ResourceManager (RM) and per-application ApplicationMaster (AM) [1]. By separating these
elements, Hadoop 2.x allows running multiple applications against relevant data sets. Such multiple
applications can then operate efficiently and in a predictable way within the same cluster [20].

All these changings severely impact Hadoop 2.x architecture, which becomes much more complex
than its predecessor, with several dependencies (such as ProtocolBuffer dependency [10]). Besides,
Hadoop 2.x is still evolving, being still in its alpha version at the moment this document was written.
Analysis of Jira project site illustrates an active project [10], but the question such activity rises is the
code stability: is this code (and subjacent architecture) sufficiently stable for allowing extensions such
as those proposed by PER-MARE project? At this moment, we have no definitive answer for this
important question, and both architectures (Hadoop 1.x and Hadoop 2.x) should be analyzed and
considered for the moment.

> http://hadoop.apache.org/docs/current/hadoop-yarn/hadoop-yarn-site/YARN.html
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5 Requirements for context-aware MapReduce

Based on the analysis of pervasive grids (section 3) and Hadoop (section 4) characteristics, we could
determine a set of important requirements that should be observed by PER-MARE project in order to
supply a context-aware support for MapReduce and Hadoop applications. These requirements were
organized into three main sections: general requirements (section 5.1), context modeling
requirements (section 5.2) and distribution requirements (section 5.3).

5.1 General requirements

According to Coutaz et al. [13], the utility and the usability of a system are derived from the
emergence of information and cooperation rather than the sophistication of its individual
components. Pervasive grids share this point of view, offering to applications an environment that
emerges from available resources instead of a single sophisticate cluster structure. Such emerging
environment can be composed of several different kinds of resources, according opportunities and
availability of these resources. Indeed, as pointed out in section 3, pervasive grids are characterized
by the heterogeneity of the participating nodes. Such heterogeneity distinguishes pervasive grids
from traditional cluster, which can be characterized by a general homogeneity of their resources.

The heterogeneity of pervasive grids imposes some challenges to MapReduce applications. First of
all, applications must consider such heterogeneity when scheduling their tasks. This means to be able
to collect information about nodes configuration and current status, and to able to reason about this
information. In other words, context information about the nodes themselves should be observed,
and this without a significant impact on the nodes performance [32]. This imposes us the following
requirements for context-awareness support on PER-MARE:

* [R1] Applications and frameworks, such as Hadoop, running over pervasive grids should be
able to observe context information of grid resources. Context monitoring is then needed.

* [R2] Context monitoring components should be platform independent. Considering the
heterogeneity of pervasive grids, any mechanism for observing context on the participating
nodes should be made available for a large variety of platforms, covering a large range of
hardware and OS platforms. Platform-dependent solutions should then be avoided. Priority
should be given to platform independent ones.

* [R3] Context information about pervasive grid resources should be made available for
scheduling needs. Scheduling is an important service for grid platforms, being in charge of
the task distribution according to available resources. These resources being heterogeneous
and changing, it is important for a better scheduling to consider current context information
when deciding task distributions.

* [R4] Applications and frameworks running over pervasive grid should be able to easily obtain
context information from participating nodes when needed. Context management is then a
necessary service for pervasive grids.

From an architectural point of view, this means that a new component, offering context
management services, should be made available on MapReduce frameworks like Hadoop. However,
context monitoring and management should not impact the overall performance of the running
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applications, since final goal of using grid environments for MapReducing is precisely to improve

execution performance. A new requirement can then be announced:

* [R5] Context management on MapReduce frameworks should be lightweight since those
frameworks focus mainly on application performance. Performance of MapReduce
applications should not be negatively impacted by context monitoring services.

Besides, pervasive grids are also characterized by their nodes volatility. Indeed, new nodes should be
integrated on the grid on the fly, as well as disconnected nodes should be able to reintegrate the grid
once available again. This means that nodes should be able to dynamically join and leave pervasive
grid [32]. From an architectural point of view, this means a flexible and fully distributed architecture
in order to support nodes discover and nodes fail. Indeed, not only new nodes can join the grid, but
also current nodes may leave the grid or fail. A more fault tolerant architecture is then needed. As
discussed on section 4, such fault tolerant behavior is not necessarily present on Hadoop,
traditionally based on a master/slave architecture, in which fails on master are difficult to overcome
and in which new nodes cannot be added without stopping cluster execution. Indeed, current
Hadoop implementation (as well as most Hadoop-related solutions [2][3][5]) is designed considering
traditional clusters, in which available nodes are predefined during cluster definition. Moreover, as
discussed in section 3, such dynamicity on pervasive environments is one of the reasons motivating a
context-aware behavior on pervasive grids, and on PER-MARE project. Context-aware support on
MapReduce should then be able to allow observing nodes disconnection and joining, which lead to
the following requirements:

* [R6] New nodes can integrate the pervasive grid at any moment. Context management
service should allow this behavior and start monitoring new discovered nodes when available.

* [R7] Inversely, the fail or vanishing of one node must not lead stopping context monitoring
and management services on the other nodes. Consequently, a purely centralized
architecture for context management should then be avoided.

Finally, it is worth noting that heterogeneity of pervasive grids makes harder to configure nodes for
Hadoop execution. As stated before, Hadoop was designed for traditional clusters, which have a set
of predefined homogeneous nodes. And even on such stable environment, Hadoop configuration can
seen as a complex task, since an important set of files and properties must be defined according the
nodes capabilities and their roles on the cluster (a configuration of a master node is roughly different
from that of a slave node). Complexity of configuring and managing Hadoop cluster motivates the
proposal of several tools for managing such clusters, such as Apache Zookeper [5], Ambari [2],
Chukwa [3] or Mesos [4]. Each of these tools proposes solutions at different levels for managing a
Hadoop cluster. However, most of them use platform-specific monitoring tools, needing managing
different versions according available platforms, and they are often quite complex (as complex as
configuring Hadoop). An illustration of this is Ambari, whose configuration and install are particularly
awkward, with multiple dependencies, and whose compatibility is only assured for a small set of
Linux based platforms. This kind of tool fits quite well traditional cluster environments, but it is
difficult to be deployed on heterogeneous pervasive grids. Configuration of pervasive grids remains
an open problem that can demotivate the adoption of these environments for MapReduce
applications. From these observations, a new requirement can be dressed:
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* [R8] An automatic configuration of Hadoop nodes is necessary on pervasive grids. Such
automatic configuration can partially lie on acquired context information (for example, nodes
available memory and storage capacity).

5.2 Context modeling requirements

In order to provide a context-aware behavior for MapReduce applications, different context
information can be observed: node location, available memory, available storage, network latency,
etc. [32] This information can be then used for adaptation purposes (node configuration or task
scheduling, for instance). The way context information is used depends not only on what information
is observed, but also on how it is represented: the adaptation capabilities of a context-aware
applications depend on the context model used on it [23]. Representing context information in an
appropriate model is then a need.

According to Bettini et al. [9], context information models have to deal with a large variety of context
information sources that differ in their update rate and their semantic level. For these authors,
adopting a good context information modeling formalism reduces the complexity of context-aware
applications and improves their maintainability and evolvability. Indeed, formalizing context
information on an appropriate model allows a clear separation between adaptation mechanisms and
context acquisition technologies. Adaptation mechanisms may then take profit of context
information represented through a given context model, without any knowledge on how such
information is acquired or maintained. Thanks to an appropriate context modeling, it is also possible
to evolve context acquisition methods without affecting adaptation mechanisms. Indeed, the former
may evolve independently of the latter, thanks to the evolution on the available technologies or

techniques.

In the last decade, several context models have been proposed in the literature, varying from simple
key-values models until complex ontologies [9][23]. New hybrid models, combining different
formalisms, have also appeared [9]. For instance, Reichle et al. [29] propose a multi-layered model, in
which context information is represented using different formalisms at different levels (ontology for
defining concepts, object-oriented for coding and XML for data transmission). The main goal of such
hybrid models is to overcome performance limitations of ontologies, without ignoring reasoning
advantages offered by those. Concerning context acquisition, several methods and tools are available
[14][25]. Works such as [25] propose extensible mechanisms, based on pluggable components. For
instance, Paspallis et al. [25] propose an extensible architecture in which context plugins can be
dynamically loaded according to application needs.

Based on those observations, two new requirements can be pointed out:

* [R9] Context information should be represented in an appropriate model, respecting
requirement R5.
* [R10] Context model should be extensible, allowing the introduction of new observed

elements.

Different adaptation mechanisms can then be proposed based on a given context model. Such
context model determines reasoning possibilities necessary for adaptation mechanisms. In the case
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of MapReduce application, such adaptation mechanisms may consider the data distribution, based
on schedulers that consider current context on available nodes for placing or moving a task from or
to a node. Nevertheless, as indicated in section 4, task distribution is heavily influenced by data
distribution, the respect of the data locality property being an important aspect for MapReduce
applications. In other words, adapting task distribution means necessarily to adapt data allocation
too. Both cannot be considered in a totally independent way.

* [R11] Context model formalisms should allow the proposition of adaptation mechanisms for
both task distribution (scheduler) and data placement.

5.3 Distribution requirements

Context-aware applications collect and react to context information, exploiting it through predefined
adaptation mechanisms. The success of such mechanisms depends on the availability of such
information, which is disseminated over the network [18]. On pervasive grids, this means to
distribute context information about the available nodes over the grid. In other words, context
information about a node should be relayed to the others nodes in order to allow an efficient data
and task schedule inside the pervasive grid [32]. This gives us the following requirement:

* [R12] Context information about available nodes should be distributed over the grid, allowing
adaptation mechanisms, and notably schedulers, to consider this information during their
tasks.

A context distribution mechanism is then needed. Context distribution can be defined as the function
in charge of distributing relevant context data to interested entities [8]. Different solutions have been
proposed in the literature, using various architecture styles [8][18]. Centralized solutions, in which
central server concentrates and manages context information collected from the environment,
remain numerous [7]. These centralized approaches are prone to scalability and single point of
failure problems. They are then incompatible with requirement R7, stated in section 5.1. On the
opposite, distributed solutions, in which nodes share their context information with all other nodes
on the network, also suffer from scalability problems, being exposed to a risk of message flooding.
This is an important concern for pervasive grids and MapReduce applications. On the one hand,
when considering pervasive grids, it is not possible to guarantee high quality links, as on traditional
cluster. On the other hand, MapReduce paradigm is often used for data intensive applications.
Processing large amount of data in a distributed way may easily lead to an important consumption of
bandwidth. As a result, when considering both, MapReduce applications over pervasive grids,
bandwidth becomes a major key resource that should be managed appropriately, since there is a
significant risk of link saturation.

* [R13] As indicated in requirement R7, distributed approaches should be preferred to totally
centralized solutions for context distribution in order to better support nodes volatility and
fault tolerance.

* [R14] Context distribution mechanisms for MapReduce applications should cope with R5
requirement (being lightweight), and notably avoiding communication flooding. Network
bandwidth is an important resource on pervasive grids. It should not be over-consumed by
context distribution mechanisms.
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Such requirements may appear antagonistic, since the easiest way to prevent excessive
communication is to centralize all messages into a master node. However, such master node
represents a single point of failure. It is then important to find out hybrid approaches, allowing us to
minimize communication over the network without preventing nodes from receiving context
information. In the literature, some hybrid approaches exists, such as [18]. In this work, several
“super-nodes” concentrate context information from simple peer nodes (corresponding to nodes
with less capacity) and form communities (groups) according their context information needs. Only
authorized context information is exchanged among community nodes. Other possible hint could be
to extend the heartbeat mechanism traditionally used by Hadoop to identify nodes failures for
context distribution purposes [32]. In this case, context information would be “piggybacked” over
exchanged messages, preventing bandwidth to be over-consumed with new context distribution
messages.
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6 Conclusions

In this document, we have analyzed definitions concerning context and context-awareness, as well as
the characteristics of pervasive grids. We crossed this analysis with the study of Hadoop and
MapReduce bases in order to extract a set of requirements that should be observed by PER-MARE
project when considering context-awareness support.

Based on these requirements and on the multiples points highlighted by this study, we can now
consider a set of alternatives and possible hints to be explored by PER-MARE partners. Among these,
we can cite, for instance, the support for nodes volatility. It is now clear for us that a P2P-like
behavior is needed in order to allow nodes to dynamically integrate the grid or to disconnect from it.
It is also clear that handling such dynamicity will affect master nodes used for task and data
distribution (JobTracker and DataNode on Hadoop 1.x, ResourceManager and NodeManager on
Hadoop 2.x). A new context management service should be integrated to this platform, with a
minimal impact on the overall performance. A new task scheduler can be proposed based on context
information made available by such new service. Similar to [19], the idea is to adapt task scheduler to
resource characteristics “like Computational or I/O strength” [19]. But contrarily to these authors,
whose schedule is based on a simple classification of nodes (from “very good” to “very bad”), we
intend to consider runtime information about available resources, handling not only nodes
heterogeneity (such as [19]), but also nodes volatility.

Besides, it seems now clear that an extensible mechanism for context acquisition, such as [21], which
allows to easily plugin new sensor capabilities to the platform, is needed. Context distribution too
needs to be flexible, also adopting a P2P-like behavior for supporting nodes volatility. Different hints
are now under study, such as “piggybacking” Hadoop heartbeat mechanism messages with context
information about nodes. Automatic configuration of Hadoop nodes is also under study, since
heterogeneity of such nodes makes complex the configuration of Hadoop platform. A specific
document describing the project advances on this subject shall follow in the next months.

Finally, it is important to observe that not all requirements will be necessarily observed during PER-
MARE project. Some requirements are contradictory and decisions should be made concerning their
realization. The goal of this document is precisely to offer a base for discussion, rising hints and
alternatives for further discussions and decisions.
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