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Secure Degrees of Freedom of MIMO
X-Channels with Output Feedback and
Delayed CSI

Abdellatif Zaidi Zohaib Hassan Awan Shlomo Shamai (Shitz) uclVandendorpe

Abstract

We investigate the problem of secure transmission over auseo multi-input multi-output (MIMO)
X-channel with noiseless local feedback and delayed cHatat information (CSI) available at trans-
mitters. The transmitters are equipped with antennas each, and the receivers are equipped Mith
antennas each. For this model, we characterize the optimabkscure degrees of freedom (SDoF) region.
We show that, in presence of local feedback and delayed @&lsum SDoF region of the MIMO X-
channel issameas the SDoF region of a two-user MIMO BC wihl/ antennas at the transmitter and
N antennas at each receiver. This result shows that, upolalaviy of feedback and delayed CSlI, there
is no performance loss in sum SDoF due to the distributedreaifithe transmitters. Next, we show
that this result also holds if onlglobal feedback is conveyed to the transmitters. We also studyake c
in which only local feedback is provided to the transmittérs, without CSI, and derive a lower bound
on the sum SDoF for this model. Furthermore, we specializeresults to the case in which there are
no security constraints. In particular, similar to the isgttwith security constraints, we show that the

optimal sum degrees of freedom (sum DoF) region of thg M, N, N)-MIMO X-channel is same of
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the DoF region of a two-user MIMO BC witBM antennas at the transmitter and antennas at each

receiver. We illustrate our results with some numericalnepies.

. INTRODUCTION

In modern era, there is a growing requirement for high datsria wireless networks, in which multiple
users communicate with each other over a shared mediumnidreniation transmission by multiple users
on a common channel raises an important issue of interfenangetworks. In existing literature on multi-
user channels, such as [1], several interference alignteehhiques have been proposed. Most of these
techniques rely on the availability of perfect channelestaformation (CSI) at the transmitting nodes.
However, because the wireless medium is characterizedshghierent randomness, such an assumption
is rather idealistic and is difficult to obtain. Inl[2], Madd&li and Tse study a multi-input single-output
(MISO) broadcast channel with delayed CSI available at thasmitter, from a degrees of freedom
(DoF) perspective. They show that delayed (or stale) CSsé&ful, in the sense that it increases the DoF
region in comparison to the same MISO setting without any @iSthe transmitter. The delayed CSI
model of [2] has been extended to study a variety of modelgsé&hinclude the two-user MIMO BC
[3], the three-user MIMO BC[3], [4], the two-user MIMO inference channel [5]| [6], and th&-user
single-input single-output (SISO) interference and Xrutels [7].

In [8], Jafar and Shamai introduced a two-user X-channel @hothe two-user X-channel consists
of two transmitters and two receivers, with each transmgtnding two independent messages to both
receivers. For this model, the authors establish boundseDoF region under the assumption of full CSI.
In [9], Maleki et. al. study a two-user single-input single-output (SISO) X-atelrwith local feedback
provided to the transmitters. They establish a lower bounthe allowed sum degrees of freedom (DoF).
For MIMO X-channels, the setting with no CSI at the transemfitis studied in[[10]; the setting with
delayed CSl is studied [11]; and the setting with delayed &8l noiseless output feedback is studied
in [12], all from a degrees of freedom viewpoint. In all thagerks, a symmetric network topology is
assumed, with each transmitter being equipped withantennas and each receiver equipped wiNth
antennas. In[[11], it is assumed that each receiver knowE8ieof its own channel and also the past
CSI of the channel to the other receiver. Also, the past CSilae at each receiver is provided to the
corresponding transmitter over a noiseless link. For thigleh the authors establish a lower bound on
the total DoF. In[[12], Tandogt. al. study a model which is similar to the one that is investigaefd 1],
but with additional noiseless local output feedback froma taceivers to the transmitters. In particular,

they show that the total DoF of this two-user MIMO X-channdéhwoutput feedback and delayed CSl is
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the same as the sum DoF of a two-user broadcast channeRwittransmit antennas, andl antennas
at each receiver. For this model, the availability at eaelmgmitter of output feedback together with
delayed CSI help it reconstruct the information transrdittg the other transmitter. The reader may refer
to [13]-[15] for some other related works.

In his seminal work[[16], Wyner introduced a basic informattheoretic model to study security by
exploiting the physical layer attributes of the channele Thodel consists of a sender which transmits
information to a legitimate receiver; and this informatisnmeant to be kept secret from an external
wiretapper that overhears the transmission. Wyner's beetigp has been extended to study the secrecy
capacity of various multiuser channels, such as the breaddzannel [[17],[[18], the multi-antennas
wiretap channell[19]-[22], the multiple access wiretaproted [23]-[27], the relay channel [28]=[30],
the interference channel [31], [32] and X networks| [33] (tbader may also refer to [B4] for a review of
many other related contributions). In [35], the authorglgta K -user interference channel with security
constraints, from a secure degrees of freedom (SDoF) petrgpeSimilar to the setting with no security
constraints, the SDoF captures the way the spatial mutiipjegain, or secrecy capacity prelog or
degrees of freedom, scales asymptotically with the logariof the signal-to-noise ratio (SNR). In_[36],
the authors study & -user Gaussian multiaccess channel with an external emmset, and derive a
lower bound on the allowed sum SDoF under the assumption iiégienstantaneous CSI available at
the transmitter and receivers. In_[37], Yaagal. study secure transmission over a two-user MIMO BC
with delayed CSI available at the transmitter. They provdadeexact characterization of the SDoF region.
The coding scheme of [87] can be seen as an appropriate extesfsMaddah Ali-Tse schemél[2] to
accommodate additional noise injection that accountsdgusty constraints.

In this paper, we consider a two-user MIMO X-channel in whégtth transmitter is equipped wiftl
antennas, and each receiver is equipped Witlantennas. Each transmitter sends information messages
to both receivers. More precisely, Transmitter 1 wants amgmit messaged’;; and Wy, to Receiver
1 and Receiver 2, respectively. Similarly, Transmitter 2ntgato transmit messagé®’,; and Wy, to
Receiver 1 and Receiver 2, respectively. The transmissiosubject to fast fading effects. Also, we
make two assumptions, namely 1) each receiver is assumedvto perfect instantaneous knowledge
of its channel coefficients (i.e., CSIR) as well as knowledf¢éhe other receiver's channel coefficients
with one unit delay, and 2) there is a noiseless output andf&iback from Receivet, i = 1,2, to
Transmitteri. We will refer to such output feedback as beilogal, by opposition toglobal feedback
which corresponds to each receiver feeding back its outplioth transmitters. The considered model

is shown in Figuréll. Furthermore, the messages that arinelé$b each receiver are meant to be kept
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Fig. 1. MIMO X-channel with local feedback and delayed CSthw§ecurity constraints.

secret from the other receiver. That is, Receiver 2 wantapture the paifi¥;, W) of messages that
are intended for Receiver 1; and so, in addition to that it isgitimate receiver of the paiiVi2, W),

it also acts as an eavesdropper on the MIMO multiaccess ehamrReceiver 1. Similarly, Receiver 1
wants to capture the paiil’1o, Wao) of messages that are intended for Receiver 2; and so, ini@udit
to that it is a legitimate receiver of the pdii’;;, W), it also acts as an eavesdropper on the MIMO
multiaccess channel to Receiver 2. The model that we studybeaseen as being that of [12] but with
security constraints imposed on the transmitted mess#gesoncentrate on the case of perfect secrecy,
and focus on asymptotic behaviors, captured by the allowedrs degrees of freedom over this network

model.
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A. Contributions

The main contributions of this paper can be summarized daws! First, we characterize the sum
SDoF region of the two-usefM, M, N, N)-MIMO X-channel with local feedback and delayed CSI
shown in Figuré 1. We show that the sum SDoF region of this misdeame as the SDoF region of a
two-user MIMO broadcast channel with\/ transmit antennas andl antennas at each receiver in which
delayed CSl is provided to the transmitter. This result shtvat, for symmetric antennas configurations,
the distributed nature of the transmitters does not caugelaas in terms of sum secure degrees of
freedom. The result also emphasizes the usefulness of datplt feedback when used in conjunction
with delayed CSI in securing the transmission of messagédIMO-X channels, by opposition to in
MIMO broadcast channels. That is, for the two-user MIMO Xanhel, not only local output feedback
with delayed CSI does increase the DoF region as shown In itl&so increases thgecureDoF region
of this network model. The coding scheme that we use for thefpof the direct part is based on an
appropriate extension of that developed by Yangal. [37] in the context of secure transmission over
a two-user MIMO BC with delayed CSI at the transmitter; andiémonstrates how each transmitter
exploits optimally the available output feedback and detaZSI.

Next, concentrating on the role of output feedback in theeabs of CSI at the transmitters from a
secrecy degrees of freedom viewpoint, we study two vanatiof the model of Figur€l1. In the first
model, the transmitters are completely ignorant of the ®&t,are provided witlglobal output feedback.
As we mentioned previously, this output feedback is assutmdze noiselessly and is provided by both
receivers to both transmitters. In the second model, tmsinétters are provided with only local feedback,
i.e., the model of Figurgl1 but with no delayed CSI at the traitiers.

For the model with global feedback at the transmitters, wawsthat the sum SDoF region is same as
the sum SDoF region of the model with local feedback and del&yS| available at the transmitters, i.e.,
the model of Figuréll. In other terms, the lack of CSI at thegmaitters does not cause any loss in terms
of sum SDoF as long as the transmitters are provided withaglobtput feedback. In this case, each
transmitter readily gets the side information or interfexe that is available at the unintended receiver
by means of the global feedback; and, therefore, it can aligvith the information that is destined to
the intended receiver directly, with no need of any CSI.

For the model in which only local output feedback is providedthe transmitters, we establish an
inner bound on the sum SDoF region. This inner bound is in iggrstrictly smaller than that of the

model of Figurd 1l; and, so, although its optimality is showtyan some specific cases, it gives insights
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about the loss incurred by the lack of delayed CSI at the mnétteys. This loss is caused by the fact
that, unlike the coding schemes that we develop for thengettiith local output feedback and delayed
CSI at the transmitters and that with global feedback at thesmitters, for the model with only local
feedback each transmitter can not learn the side informdkiat is available at the unintended receiver
and which is pivotal for the alignment of the interferencesiich models.

Furthermore, we specialize our results to the case in wikiehetare no security constraints. Similar
to the setting with security constraints, we show that thénogd sum degrees of freedom (sum DoF)
region of the(M, M, N, N)-MIMO X-channel is same of the DoF region of a two-user MIMO B@h
2M antennas at the transmitter and antennas at each receiver. Finally, we illustrate our tesuith

some numerical examples.

B. Outline and Notation

An outline of the remainder of this paper is as follows. Sedfil provides a formal description of the
channel model that we consider, together with some usefiditiens. SectiorL Il states the sum SDoF
region of the two-usefM, M, N, N)-MIMO X-channel with local feedback and delayed CSI of Figldr
In sectior 1V, we provide the formal proof of the coding sclestimat we use to establish the achievability
result. In sectio V, we study the role of output feedbackhie absence of CSI at the transmitters. In
Section V], we specialize the results to the setting with ecusity constraints; and, in Sectién VI, we
illustrate our results through some numerical examplesti®@€ VIl concludes the paper.

We use the following notations throughout the paper. Baefapper case letters, e.&, denote
matrices; boldface lower case letters, exg.denote vectors; and calligraphic letters designate aipisa
i.e., X. For integersi < j, we use the notatiorX{ as a shorthand fo(X,,...,X;). The notation
diag{H[t]}:) denotes the block diagonal matrix with[t] as diagonal elements for all The Gaussian
distribution with mean and variance? is denoted by N, o2). Finally, throughout the paper, logarithms

are taken to basg, and the complement to unity of a scatae [0, 1] is denoted by, i.e.,u =1 — u.

Il. SYSTEM MODEL AND DEFINITIONS

We consider a two-us€iM, M, N, N) X-channel, as shown in Figuté 1. There are two transmitters
and two receivers. Both transmitters send messages to bo#ivers. Transmitter 1 wants to transmit
messagély; € Wy = {1,...,2"(P)} to Receiver 1, and messa§ig, € Wi, = {1,..., 2P
to Receiver 2. Similarly, Transmitter 2 wants to transmitssagelVy; € Wh = {1,... ,2"R21(P)} to

Receiver 1, and messaiy, € Why = {1,...,2"=2(P)} to Receiver 2. The messages pdir;;, Wa;)

April 8, 2013 DRAFT



that is intended to Receiver 1 is meant to be concealed froreiRer 2; and the messages p@ira;, Was)
that is intended to Receiver 2 is meant to be concealed frooeiRer 1.

We consider a fast fading model, and assume that each red@ige/s the perfect instantaneous CSI
along with the past CSI of the other receiver. Also, we asstimé Receiver, 1 = 1,2, feeds back
its channel output along with the delayed CSI to Transmittdrhe outputs received at Receiver 1 and

Receiver 2 at each time instant are given by

Yilt] = Hu[t]x1[t] + Hialt]x2[t] + 21 [¢]
yz[t] = Hgl[t]Xl[t] + Hgg[t]Xz[t] + Zg[t], t=1,...,n Q)

wherex; € CM is the input vector from Transmittér i = 1,2, andH;; € CV*M is the channel matrix
connecting Transmitter to Receiverj, j = 1,2. We assume arbitrary stationary fading processes, such
that Hy, [t], Hi2[t], Ho1[t] and Hyy[t] are mutually independent and change independently adross t
The noise vectorg;[t] € CV are assumed to be independent and identically distribited.)( white
Gaussian, withz; ~ CN (0,1 ) for j = 1,2. Furthermore, we consider average block power constraints

on the transmitters inputs, as

n

SCEl[AIP <nP. for i€ {1,2). )
t=1

Hll[t} ng[t]

For convenience, we l¢t[t] = [Hmm Hao1]

} designate the channel state matrix &tfd! = {H[1],... , H[t—
1]} designate the collection of channel state matrices for #s¢(p — 1) symbols. For convenience, we
setH® = (). We assume that, at each time instanthe channel state matrix [t] is full rank almost
surely. Also, we denote by§‘1 = {y;[1],...,y;[t — 1]} the collection of the outputs at Receivgr

j = 1,2, over the pastt — 1) symbols. At each time instanf the past states of the chann¢i~! are
known to all terminals. However the instantaneous stétgs|¢], H21[t]) are known only to Receiver 1,
and the instantaneous statgs$;»[t], Ha2[t]) are known only to Receiver 2. Furthermore, at each time
instant, Receiver 1 feeds back the output vegfor to Transmitter 1, and Receiver 2 feeds back the

output vectory’™! to Transmitter 2.

Definition 1: A code for the GaussiafM, M, N, N)-MIMO X-channel with local feedback and

delayed CSI consists of two sequences of stochastic ergati¢he transmitters,

{p1+ : W11><W12><7'lt_1><yfv(t_l) — XM

{par : W21><W22><7'lt_1><yév(t_l) — X 3)
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where the messagé¥,1, Wi, Wo1 and Wy, are drawn uniformly over the setd);;, Wis, Wo and

Wha, respectively; and four decoding functions at the recsiver
P10 PNOXH T )M xHaa — Wi
Po1 + VYOXH I xHii xHiz — W
Pr2 0 VOXH  xHoy xHay — Wia

Yoo+ VNP H I Hay xHag — W, (4)

Definition 2: A rate quadruplg Ry (P), Ri2(P), R21(P), Ro2(P)) is said to be achievable if there

exists a sequence of codes such that,

im limsup P{W;; # W;;|Wi;} =0, for all (i,7) € {1,2}% (5)

|
P—oco n—oco

Definition 3: A SDoF quadrupled;;, di2,ds1,d22) is said to be achievable if there exists a sequence

of codes satisfying the following reliability conditions$ both receivers,

lim Tim inf 28V Pl

>d,;;, forall (i,j 1,2}?
P00 n—oo nlog P = (i,7) € {1,2}

Jim lim sup Pr{W;; # Wij|Wi;} =0, forall (4,5) € {1,2} (6)
—0 n—oo

as well as the perfect secrecy conditions

I(Wig, Wag; yi, H™)

lim i =
Pl lgl_fogp nlog P 0
I N Hn
lim limsup (Vi1 Wou: v, HY) =0. (7
P00 m—soo nlog P

Definition 4: We define the sum secure degrees of freedom region of the MIMsBaxnel with local
feedback and delayed CSI, which we denote€B{l -, as the set of all of all pair§;; +da1, d12+da2) for
all achievable non-negative quadruplés:, d21, d12, d22). We also define the total (sum) secure degrees

of freedom as SDAf"" = max(,, dy, du.dsn) i1 + da1 + di2 + daa.

[1l. Sum SDoF oF (M, M, N, N)-MIMO X-CHANNEL WITH LOCAL FEEDBACK AND DELAYED CSI

In this section we state our main result on the optimal sumFSEgion of the two-user MIMO X-
channel with local feedback and delayed CSI. We illustrateresult by providing few examples which

give insights into the proposed coding scheme.
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For convenience we define the following quantity that we wile extensively in the sequel. Let, for

given non-negativé M, N),

0 if M <N
_ NM(M—N) :
ds(N,N, M) = ¢ sy if N<M<2N (8)
v if M >2N

3
The following theorem characterizes the sum SDoF regiomefMIMO X-channel with local feedback

and delayed CSlI.

Theorem 1:The sum SDoF regio@2gy of the two-user(M, M, N, N)-MIMO X-channel with local
feedback and delayed CSl is given by the set of all non-negatirs(d, + da1, d12 + dao) satisfying

di1 + doy di2 + dao <1
ds(N,N,2M)  min(2M,2N) —
d d d d
11 T a21 12 + d22 <1 ©)

min(2M,2N) ' dy(N,N,2M) —
for 2M > N; andCgige = {(0,0)} if 2M < N.

Proof: The converse proof follows by allowing the transmitters twpgerate and then using the
outer bound established in [37, Theorem 3] in the contexkectise transmission over MIMO broadcast
channels with delayed CSI at the transmitter, by taklidg transmit antennas an¥ antennas at each
receiver. Note that Theorem 3 af [37] continues to hold if gmevides additional feedback from the

receivers to the transmitter. The proof of achievabilitgigen in Section IV. ]

Remark 1:In the case in whicRM > N, the sum SDoF region of Theordr 1 is characterized fully
by the three corner pointgls(N, N,2M),0), (0,ds(N, N, 2M)) and

(N@M—N) N(2M—N>> if N<2M <2N

2M ) 2M

(di1 + da1,di2 + da2) = (10)

(5.9) if 2N < 2M

Remark 2: The sum SDoF region of Theordrh 1 is same as the SDoF regionwaf-ager MIMO BC
in which the transmitter is equipped with\/ antennas and each receiver is equipped Witlantennas,
and delayed CSl is provided to the transmitter| [37, TheorgnTBerefore, Theoreml 1 shows that there
is no performance loss in terms of sum SDoF due to the diséribnature of the transmitters in the
MIMO X-channel that we consider. Note that, in particuldnistimplies that, like the setting with no

security constraints [12, Theorem 1], the total secureeksyof freedom, defined as in Definitioh 4 and
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Case | SDoFg"" | DOFGe™" [12] | DoRg™ [0]
2M < N 0 oM oM
N(Q2M-N
N <2M < 2N % Qﬁﬁ\]]\f N
2N < 2M N ay N
TABLE |

TOTAL SDOF AND TOTAL DOF OF (M, M, N, N)=MIMO X-CHANNELS WITH DIFFERENT DEGREES OF OUTPUT FEEDBACK
AND DELAYED CSI.

(M, N) = (4,4), Case2M > 2N

2 57 (M,N) = (2,3), CaseN < 2M < 2N
[ ] Case2M < N

0.5 1 1.5 2 2.5 3
di1 + da

Fig. 2. Sum SDoF region of théM, M, N, N)-MIMO X-channel with local output feedback and delayed O8t, different
antennas configurations.

given by
0 if 2M <N
SDoFpe ! F={ NCMZN) it N <o <N (11)
N if 2M > 2N

is also preserved upon the availability of output feedbauk delayed CSI at the transmitters, although

the latters are distributed.

Figure[2 illustrates the optimal sum SDoF of the/, M, N, N)-MIMO X-channel with local output
feedback and delayed CSl as given in Thedrém 1, for differeloes of the transmit- and receive antennas.
Obviously, secure messages transmission is not possjldedbunting for the antennas available at both

transmitters, there are less transmit antennas than ssaatennas at each receiver, i2Y/ < N. Also,
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Total secure DoF with local feedback and delayed (11)

Total DoF with local feedback and delayed CSI|[12, Theorem 1|

Degrees of Freedom

Total DoF with no feedback and no CSI[10, Theorem 11]

4 5 6 7 .
Number of transmit antennad at each transmitter

Fig. 3. Total secure degrees of freedom of {id, M, N, N)-MIMO X-channel as a function of the numb@t of transmit

antennas at each transmitter, for a fixed numiWet 4 of receive antennas at each receiver.

the sum SDoF region increases with the gaif, N) if N < 2M < 2N. For a given numbeN of receiver
antennas at each receiver, the sum SDoF region no longeases with the number of transmit-antennas
M at each transmitter as long &8 > N. This shows that, from a sum SDoF perspective, there is no gai
from equipping the transmitters with more thAhantennas each. A similar behavior is shown in Table I
and Figurd_B from a total secure degrees of freedom viewp®datile[Ill summarizes the optimal total
SDoF of the(M, M, N, N)-MIMO X-channel with local output feedback and delayed CSlgaven by
(11), as well as the total DoF of thé/, M, N, N)-MIMO X-channel without security constraints, with
local output feedback and delayed CSI at the transmitté2s Theorem 1] and with no output feedback
and no CSI at the transmittefs [10, Theorem 11]. Figuire 3atiegie evolution of the total SDoE(11) as
a function of the number of transmit antennas at each tratesyrfior an example configuration in which
each receiver is equipped witN = 4 antennas. It is interesting to note that for the cAfse> N the
total SDoF of the MIMO X-channel with local output feedbacdidadelayed CSl is the same as the DoF
of the MIMO X-channel with no feedback and no CSI at transenitt Thus, providing the transmitters

with local output feedback and delayed CSI can be intergratethe price for secrecy in this case.
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IV. PROOF OFDIRECT PART OF THEOREM[I]

In this section, we provide a description of the coding sabémat we use for the proof of Theorém 1.
This coding scheme can be seen as an extension, to the case-oboperative or distributed transmitters,
of that established by Yanet al. [37] in the context of secure transmission over a two-usevi®IBC
with delayed CSI provided to the transmitter.

In the case in whiclkM < N, every receiver has enough antennas to decode all of themiafion
that is sent by the transmitters; and, so, secure transmisgimessages is not possible. In the case in
which 2M > N,it is enough to prove that the corner points that are giveReémarkl are achievable,
since the entire region can then be achieved by time-sharFimg achievability of each of the two corner
points (ds(N, N,2M),0) follows by the coding scheme df [37, Theorem 1], by having tia@smitters
sending information messages only to one receiver and tier oéceiver acting as an eavesdropper. In

what follows, we show that the point given Hy [10) is achidgaliVe divide the analysis into two cases.

A. Case 1:N <2M < 2N

The achievability in this case follows by a careful combimatof Maddah Ali-Tse coding scheme [2]
developed for the MIMO broadcast channel with additionasadnjection. Also, as we already mentioned,
it has connections with, and can be seen as an extension wafeeof distributed transmitters of that
developed by Yangt. al. [37] in the context of secure transmission over a two-useM®Ibroadcast
channel with delayed CSI at the transmitter. The schemeeaitends Tandoet. al. [12] coding scheme
about X-channels without security constraints to the rsgtivith secrecy. The communication takes place
in four phases. For simplicity of the analysis and, in acaa with the degrees of freedom framework,
we ignore the additive noise impairment.

Phase 1: Injecting artificial noise

In the first phase, the communication takes plac&ir- N2 channel uses. Let; = [u},...,«"]” and
Ug = [ud, ... ,ué”Tl]T denote the artificial noises injected by Transmitter 1 arah$mitter 2 respectively.
The channel outputs at Receiver 1 and Receiver 2 during tiasepare given by
y =ABDu + 72U, (12)
vy =aNu + B U, (13)

wherelzlﬁ) = diag({Hg)[t]}t) € CNTXMT: for ¢ = 1,..., Ty, i =1,2, j = 1,2, y\") € C¥" and

ygl) € CNT1, During this phase, each receiver gatgy linearly independent equations that relafe 7,
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u;- and us-variables. At the end of this phase, the channel output aeReri, i = 1,2, is fed back
along with the past CSI to Transmittér

Phase 2: Fresh information for Receiver 1

In this phase, the communication takes placelin= N(2M — N) channel uses. Both transmitters
transmit to Receiver 1 confidential messages that they wagbhceal from Receiver 2. To this end,
Transmitter 1 sends fresh information; = [v},...,v}17*]” along with a linear combination of the
channel outpuygl) of Receiver 1 during the first phase; and Transmitter 2 senbjsfeesh information

Vor = [vd,,...,v72]" intended for Receiver 1, i.e.,

X1 = Vi1 + @13’51)

X2 = Va1 (14)

where®; € CMT2xNT1 is a matrix that is known at all nodes and whose choice will fpeciied below.

The channel outputs at the receivers during this phase e tiy

y§2) = Hﬁ) (Vi1 + @1}’51)) + I:Ig)Vm (15a)
y§2) = flg‘? (Vi1 + @1}’51)) + ﬁ%’Vm (15b)

WhereI:Iﬁ) = diag({Hﬁ)[t]}t) € CNEXMT: for ¢t = 1,... Ty, i =12 j=12y» € CN> and
ygz) € CNT:, At the end of this phase, the channel output at Recéjviee= 1,2, is fed back along with
the delayed CSI to Transmitter
Since Receiver 1 knows the C&ﬁﬁ),ﬁg)) and the channel outpyﬁl) from Phase 1, it subtracts out the
contribution ofygl) from the received signay?) and, thus, obtain&'T; linearly independent equations
with 2MT; vi1- and vyp-variables. Thus, Receiver 1 requir€sV — N)T5, extra linearly independent
equations to successfully decode the- andvsy;-symbols that are intended to it during this phase. Let
yg” e CeM-N)T> denote a set of2M — N)T, such linearly independent equations, selected among the
available NT; side information equationgf) € CNT: (recall that2M — N < N in this case). If these
equations can be conveyed to Receiver 1, they will sufficeelp it decode ther;;- andvsy;-symbols,
since the latter already knovgél). These equations will be transmittgaintly by the two transmitters
in Phase 4, and are learned as follows. Transmitter 2 Iegéfﬁ,sand soygz), directly by means of the
output feedback from Receiver 2 at the end of this phase.shmdter 1 Iearnsyg), and soyg), by
means of output as well as delayed CSI feedback from Recéiarthe end of Phase 2, as follows.

First, Transmitter 1 utilizes the fed back outgzi?) to learn thevy;-symbols that are transmitted by

Transmitter 2 during this phase. This can be accomplisheeaity since Transmitter 1, which already
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knowsv;; and ygl), has also gotten the delayed C&I[ﬁ),ﬁ%)) and M < N. Next, Transmitter 1,
which also knows the delayed CGH H?)), reconstructy? as given by[[(I5b).

Phase 3: Fresh information for Receiver 2

This phase is similar to Phase 2, with the roles of Transmittend Transmitter 2, as well as those
of Receiver 1 and Receiver 2, being swapped. More specificdle communication takes place in

T, = N(2M — N) channel uses. Fresh information is sent by both transmsitterReceiver 2, and is

to be concealed from Receiver 1. Transmitter 1 transmitshfiaformationvyy = [vly,...,v127*]" to
Receiver 2, and Transmitter 2 transmits = [vl,, ..., v53.2]T along with a linear combination of the

channel outpuygl) at Receiver 2 during Phase 1, i.e.,
X1 = V12
Xo = Voo + 92}’%1) (16)

where©, € CMT2xNTi s matrix that is known at all nodes and whose choice will becgffed below.

The channel outputs during this phase are given by

v = Avp, + B (vay + 00y1) (17a)
ygg) = I:Ig)i)vlz + Iilg) (V22 + @Qyél)) (17b)

whereI:Ig’) = diag({Hg.i?)[t]}t) € CNEXMT: for ¢ = 1. Ty, i =1,2,j = 1,2, y{) € CV2 and
yg?’) e CNT> | At the end of this phase, the channel output at Recéjver 1,2, is fed back along with
the delayed CSI to Transmitter

Similar to Phase 2, at the end of Phase 3 since Receiver 2 l«h@/\GSI(ﬁQ),ﬂg) and the channel
outputygl) from Phase 1, it subtracts out the contributiory@l? from the received signqig?’) and, thus,
obtain N'Ty linearly independent equations wigd/ T, v15- andvqs-variables. Thus, similar to Receiver 1
atthe end of Phase 2, Receiver 2 requitge/ — N)T» extra linearly independent equations to successfully
decode thev;,- andva,-symbols that are intended to it during this phase.ﬂ;@( e C2M-N)T: denote
a set of (2M — N)T, such linearly independent equations, selected among tagalkle N7, side
information equationgrf’) € CNT2 | |f these equations can be conveyed to Receiver 2, they uffice
to help it decode th&,2- andvss-symbols, since the latter already knoy(&). These equations will be
transmittedjointly by the two transmitters in Phase 4, and are learned as folldremsmitter 1 learns
yf’), and soyf”), directly by means of the output feedback from Receiver lhatend of this phase.
Transmitter 2 Iearnyf’), and soyg?’), by means of output as well as delayed CSI feedback from Rexcei

2 at the end of Phase 3, as follows. First, Transmitter 2zeslithe fed back Outplyég) to learn the
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vi2-symbols that are transmitted by Transmitter 1 during tthiage. This can be accomplished correctly
since Transmitter 2, which already knows andygl), has also gotten the delayed C($~I§i), ﬁg)) and

M < N. Next, Transmitter 2, which also knows the delayed (ﬁﬁ),f{g)), reconstruct:yf’) as given
by (I74).

Phase 4: Interference alignment and decoding

Recall that, at the end of Phase 3, Receiver 1 requd6— N )T, extra equations to successfully decode
the sent/;;- andv,;-symbols, and Receiver 2 requirgs\/ — N )T, extra equations to successfully decode
the sentvi5- andvys-symbols. Also, recall that at the end of this third phdsath transmitters can re-
construct the side information, or interference, equatipii’ € CM-M% andy?) € CEM-NT: that
are required by both receivers. In this phase, both tratsmitransmit these equations jointly, as follows.

The communication takes place iy = (2M — N)? channel uses. Let

I=a 39 6 T +d 3P 6 I
~— ~—~ N~ ~—
(2M-N)T, (2N—-2M)T; (2M—N)T» (2N—2M)T:

where ®; € C2MTxNT> gnd @, € C2MT5xNT2 gre linear combination matrices that are assumed to be

known to all the nodes. During this phase, the transmittersl s

X, = [I,..., M3

Xy = [[FITs 2T,

At the end of Phase 4, Receiver 1 g&f93; equations ir2 NT3 variables. Since Receiver 1 knovyg’)
from Phase 3 as well as the CSI, it can subtract out the coitityib of yf” from its received signal to
get NT3 equations inNT3 variables. Thus, Receiver 1 can recover ﬂi@ e CEM-NT> interference
equations. Then, using the pair of output vec(q/ﬁ),yf)), Receiver 1 first subtracts out the contribution
of y§1>; and, then, it inverts the resultify\/ T, linearly independent equations relating the s&wtT,
vi1- andvsi-symbols. Thus, Receiver 1 successfully decodes/theandvs,;-symbols that are intended
to it. Receiver 2 performs similar operations to succelsfilécode thevi,- and vys-symbols that are
intended to it.

Security analysis

The analysis and algebra in this section are similar to thlesen [37] in context of secure broadcasting

of messages on a two-user MIMO broadcast channel with del@f known at the transmitter.
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At the end of Phase 4, the channel outputs at the receiverbearitten as

Hy HYe, 0
P Vi
H4¢1Gg H4(I)1H21 @1 H4q)2 3
Y1 = Hqu (18)
0 InT, 0
0 0 1 Hsvy + H@@gGlu
NT,

Vv
H € C4M2Nx4aM?N

0 InT, 0
Vo
0 0 Int, .
Yo = B - (3) Gu (29)
G3 Hoyy O2 0 ~ ~@) . -
~ ~ ~ -3 ~ Gavy + Hyy ©:Hju
_G4(I)2H3 G PoH 5 09 G4(I>1_
G € C4M2Nx4aM2N
whereF, = [AY AW, &, =AY AY), fort=1,....4, u=[uT uI]7, vi = VT, VLT, andv, =
t— 11 12 t — 21 221 Tt — M1 21 5> V1= 1V11 Va1l » 2=

v, vi,]T. The information rate to Receiver 1 is given by the mutuabinfation(vy;y;), and can be

evaluated as
~ ~ ~ 3 ~
I(vi;y;) = I(vi,Hiu,Hsvo + H§2)@2G1U;Y1)

~ ~ ~ 3 ~
—I(Fyu, Asvs + A 0,605y, v

AYe, o
~ ~ 2 ~
N 40, H5 0, Ayd,
= rank(H).log(2P) — rank log(2P)
InT, 0
0 InT,
Ho
© N(Ty + Ty).log(2P) + rank | _ _ | -log(2P)
Hy®1Go

—N(T1 + T3). log(2P)

Ho
= rank| _ _ | -log(2P)
H1®1Go
© 9MN©@M — N).log(2P) (20)
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where (a) follows from [37, Lemma 2];(b) follows from the block diagonalization structure Ef and
(c) follows by reasoning as in_[37] for the selection ®f with appropriate rank such that the equality
holds.

Similarly, the information leaked to Receiver 2 can be bathds
I(v1;yy) = I(V1;Y5|Va)
< I(GaVy;Ys|Va)

= I(GaVy,U;Y,|Va) — I(U;yy|Gavy, Va)

~ ~ ~ 2 ~ ~
< I(G1u, Govy + A5 O1H1U; Yo |Va) — T(U; ya|Gavi, vs)
INT1 0
@ 0 Inz,
= rank " log(2P)
A%, 0
(3)

—rank . .log(2P)

~ ~ 3 ~ ~ ~ 2 ~
G10,AY 0,6, + G2 A% 011,

Gy
= N(T1 + T»).log(2P) — rank @) log(2P)

©y 1)

where(a) follows from [37, Lemma 2]; andb) follows by choosing®; by reasoning similar to if [37].
Summarizing, the above shows ti2dt/ N (2M — N) symbols are transmitted securely to Receiver 1 over
a total of4M/2 time slots, thus yielding;; +d2; = N(2M — N)/2M sum SDoF at this receiver. Similar
reasoning and algebra show tia¥/ N(2M — N) symbols are also transmitted securely to Receiver 2

over a total of4A/? time slots, thus yieldinglys + dos = N(2M — N)/2M sum SDoF at this receiver.

B. Case 22M > 2N

In this case, it is sufficient that each transmitter utilibedy N antennas; and that Receivigr = 1,2,

feeds back only its output to transmittei.e., no delayed CSI. The details of the coding scheme amaf pr
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are similar to in Case 2, and are provided below for compktenMore specifically, the communication
takes place in four phases, each composed of only one tine slo

Phase 1: Injecting artificial noise

In this phase, both transmitters inject artificial noiset ue = [u},...,u]? denote the artificial noise
injected by Transmitter 1, andy = [ul,...,u)]” denote the artificial noise injected by Transmitter 2.

The channel outputs at the receivers during this phase ae ty
vy = Yy + HYu, (22)
y =B u + HYu, (23)

whereHﬁ) e CNXN fori=1,2,j=1,2, y§” e CN and ygl) € CN. At the end of this phase, the
output at Receivetf, i = 1,2, is fed back to Transmitter.

Phase 2: Fresh information for Receiver 1

In this phase, both transmitters transmit confidential mgss to Receiver 1. These messages are meant to
be concealed from Receiver 2. To this end, Transmitter srits fresh information;; = [vi;,..., v}

along with a linear combination of the channel output at Rexel during Phase 1, and Transmitter 2

transmits fresh informationy; = [v4,,...,v3]7 intended for Receiver 1, i.e.,

X1 = Vi1 + @13’51)

Xg = V21

where®, € ¢V is a matrix that is assumed to be known at all the nodes, andevbboice will be

specified below. The channel outputs at the receivers duhisgphase are given by

y§2) = Hﬁ) (Vi1 + @1}’51)) + H§22)V21 (24)
yéz) = ngl) (Vi1 + @1}’51)) + Hé?m (25)

whereHﬁ) e CNXN fori=1,2,j=1,2, y§2) e CN and yf) € CN. At the end of this phase, the
channel output at Receivéri = 1,2, is fed back to Transmitter Since Receiver 1 knows the CSI and
the channel outpqxgl) from Phase 1, it subtracts out the contributiory@f from y§2> and, thus, obtains
N linearly independent equations that relates2hevy;- andvsy;-symbols. Thus, Receiver 1 requir@s
extra linearly independent equations to successfully dedbev;;- andvsy;-symbols that are intended
to it during this phase. These extra equations will be predidy transmittingyf) by Transmitter 2 in
Phase 4. Transmitter 2 Iearyg) directly by means of the output feedback from Receiver 2 atethd

of this phase.
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Phase 3: Fresh information for Receiver 2

This phase is similar to Phase 2, with the roles of Transmittand Transmitter 2, as well as those
of Receiver 1 and Receiver 2, being swapped. The informatiessages are sent by both transmitters
to Receiver 2, and are to be concealed from Receiver 1. Mareifggally, Transmitter 1 transmits fresh
informationvis = [vl, ..., v{]T to Receiver 2, and Transmitter 2 transmits = [vd,, ..., v3]7 along

with a linear combination of the channel output received etdiver 2 during Phase 1, i.e.,

X1 = Vi2

1
X = Voo + @2}’5 )

where©®, € CV*V is matrix that is known at all nodes and whose choice will bec#ffed below. The

channel outputs at the receivers during this phase are gpyen
vV = Hvo + HY (var + 02y3") (26)
ys) = H5vor + HSY (vaz + ©2y3") (27)

WhereHg’) e CN*N fori=1,2,j=12, yf’) e CN and yg’) € CN. At the end of this phase, the
channel output at Receiveri = 1,2, is fed back to Transmitter. Since Receiver 1 knows the CSI and
the channel outplyél) from Phase 1, it subtracts out the contributiory{ﬁ from yg)’) and, thus, obtains
N linearly independent equations that relates2hevsy; - andvys-symbols. Thus, Receiver 1 requir@s
extra linearly independent equations to successfully dedbevs;- andvy,-symbols that are intended
to it during this phase. These extra equations will be predidy transmittingygg) by Transmitter 1 in
Phase 4. Transmitter 1 Iearyg) directly by means of the output feedback from Receiver 1 ateihd
of this phase.

Phase 4: Interference alignment and decoding

Recall that, at the end of Phase 3, Receiver 1 kryﬁ)sind requiresféz); and Receiver 2 know;sf) and
requiresyg?’). Also, at the end of this phase, Transmitter 1 has Ieayﬁ@cby means of output feedback
from Receiver 1; and Transmitter 2 has Iearlyéga by means of output feedback from Receiver 2. The

inputs by the two transmitters during Phase 4 are given by

X1 = %ygg)

Xo = q)lygz)

where®; € CV*N and®, € ¢V*N are matrices that are assumed to be known by all the nodebeAt t

end of Phase 4, Receiver 1 getsequations il2 N variables. Since Receiver 1 knovy%g), as well as
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the CSI, it can subtract out the side information, or intexfiee, equationyéz) that are seen at Receiver

(2)

2 during Phase 2. Then, using the pair of output vec(gﬁg),y2 ), Receiver 1 first subtracts out the

contribution ofygl); and, then, it inverts the resultingV linearly independent equations relating the
sent2N vip- andvyi-symbols. Thus, Receiver 1 successfully decodes/theandv,;-symbols that are
intended to it. Receiver 2 performs similar operations tocegsfully decode the;»- and v,2-symbols
that are intended to it.

Security analysis

At the end of Phase 4, the channel outputs at the receivergiae by

Hy HYe, 0
Vi
HY®.G, HY e HYO, HYo,
Y1 = Hiu (28)
0 Iy 0
Hsvsy + H§32)®261U
0 0 Iy
|2| ECZNXALN
[0 Iy 0 |
V2
0 0 Iy
Yo = X Guu (29)
Gs HY e, 0
(4) @) g 14(3) (4) Govy +HyO1Hu
_H21 ®oH3  Hy PaH Y, O, Hoo <I>1_
G € CaNxaN
whereH, = [H') HY], 6, = HY HY) fort=1,....3, u=[ul ul|T, v; = V§ V4T, andv, =

v, vEL]T. Similar to in the analysis of the previous case, the infdiomarate to Receiver 1 is given by

the mutual informatior/ (vy;y;), and can be evaluated as

3)

I(vi3y,) = I(vi,Hiu,H3vo + H§2 ©:G1u;y,)

—I(H1u,Havs + H 0,603y, 1)

(a)
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Ho

Y 9N.log(2P) + rank .log(2P) — 2N.log(2P)

H{Y 3G,
Ho
= rank @ .log(2P)
HY) o, G,
9 9N, log(2P) (30)

where (a) follows from [37, Lemma 2];(b) follows by using the block diagonalization structure Hf
and(c) follows by reasoning as in [37] for the selection®f with appropriate rank such that the equality
holds.

Similarly, the information leaked to Receiver 2 can be bathds

I(vy;y,) < I(Gyu,Gavy + Hg)(alHlu;yQ\vg) — I(U;y5|Gavy, Va)

Ix 0
(@) 0 Iy
= rank log(2P)
HY ©2 0
4

Hy ®:HT 0, Hiz e,
G
HZe1H,

—rank log(2P)
H©,G,

HSY @2HY 0261 + HY @1HS 01H,

Gy
= 2N.log(2P) — rank .log(2P)
AISUCHCR

SO (31)

where (a) follows from [37, Lemma 2]; andb) follows by choosing®; with the reasoning similar to
[37].

Summarizing, the above shows ttaV symbols are transmitted securely to Receiver 1, over a tdtal

4 time slots, yieldingdy; + doy = % sum SDoF. Similar analysis shows that the scheme also offers
di2 + dos = & sum SDoF for Receiver 2.

This concludes the proof of the direct part of Theofdm 1.
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Remark 3:Investigating the coding scheme of Theorem 1, it can be desnin the case in which
N < M, local output feedback only suffices to achieve the optimum $DoF. That is, the transmitters

exploit only the availability of local output feedback, add not make use of the available delayed CSI.

V. SDoF oF MIMO X- CHANNEL WITH ONLY OUTPUT FEEDBACK

In this section, we focus on the two-user MIMO X-channel vatily feedback available at transmitters.
We study two special cases of availability of feedback atdmaitters, 1) the case in which each receiver
feeds back its channel output to both transmitters, to whiehwill refer asglobal feedbackand 2) the
case in which Receivei, i = 1,2, feeds back its output only to Transmittgri.e., local feedback. In

both cases, no CSl is provided to the transmitters.

A. MIMO X-channel with global feedback

As we mentioned previously, in this model the output at eadeiver is fed back to both transmitters.
The following remark sheds some light on the usefulness ol snodel in security-oriented contexts.

Remark 4:In realistic wiretap settings, it is not reasonable to assthm availability of any CSI on the
eavesdropper channel at the transmitter side. This is Becau eavesdropper is generally not willing to
feed back information about its channel to the transmit@nfwhich it wants to intercept the transmission.
In an X-channel however, each receiver is not merely an eavpper for the information sent by the
transmitters to the other receiver; it is also a legitimatziver intended to get other information messages
from thesameransmitters. This holds since each transmitter sendairgtion messages to both receivers,
not to only one receiver as in interference channels. Fomelg Receiver 2 acts as an eavesdropper
for the messagé#i/;; transmitted by Transmitter 1 to Receiver 1, but it also getssageil, from
Transmitter 1. Although it can possibly diminish its alyilito capture messagé’ 1, in its desire that
Transmitter 1 learns better the channel so that it bettesiréts messag#/,,, Receiver 2 may find it
useful to feed back information about the CSI on its chanoelransmitter 1, nonetheless. A similar
observation holds for Receiver 1.
The following theorem provides the sum SDoF region of the I@M-channel with global feedback.

Theorem 2:The sum SDoF region of the two-uséit/, M, N, N)-MIMO X-channel with global
output feedback is given by that of Theoréin 1.

Remark 5: The sum SDoF region of the MIMO X-channel with global feedbacsame as the sum
SDoF region of the MIMO X-channel with local feedback andageld CSI. Investigating the coding
scheme of the MIMO X-channel with local feedback and dela@&tlof Theoreni1l, it can be seen that the
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delayed CSl is utilized therein to provide each transmitith the equations (or, side information) that are
heard at the other receiver, which is unintended. With tteélalvility of global feedback, this information
is readily available at each transmitter; and, thus, ther@ineed for any CSI at the transmitters in order

to achieve the same sum SDoF as that of Thedrdem 1.

Proof: The proof of the outer bound can be obtained by reasoning lEsvio Let us denote the
two-user MIMO X-channel with global feedback that we studyNMIMO-X (). Consider the MIMO-X
channel obtained by assuming that, in addition to globatflfeek, i) delayed CSI is provided to both
transmitters and that ii) these transmitters are allowembtiperate. Denote the obtained MIMO-X channel
as MIMO-X(1). Since the transmitters cooperate in MIMO!X this model is in fact a MIMO BC with
2M antennas at the transmitter and antennas at each receiver, with delayed CSI as well as output
feedback given to the transmitter. Then, an outer bound enSiRoF of this MIMO-XV is given by
[37, Theorem 3]. This holds because the result[of [37, Theadd¢ continues to hold if one provides
outputs feedback from the receivers to the transmitter énttbo-user MIMO BC with delayed CSI that
is considered in [37]. Next, since delayed CSI at the tratiersiand cooperation can only increase the
SDoF, it follows that the obtained outer bound is also anmdeind on the SDoF of MIMO-$). Thus,
the region of Theorernl1 is an outer bound on the sum SDoF foMiMO X-channel in which the
transmitters are provided only with global feedback.

We now provide a brief outline of the coding scheme that we tasestablish the sum SDoF region
of Theoren2. This coding scheme is very similar to that we fosehe proof of Theoremll, with the
following (rather minor) differences. For the case in whith/ < N and that in whicleN < 2M, the
coding strategies are exactly same as those that we usebefgrroof of Theorem]1. For the case in
which N < 2M < 2N, the first three phases are similar to those in the codingnseraf Theorentll,
but with, at the end of these phases, the receivers feeditlgthair outputs to both transmitters, instead
of Receiveri, i = 1,2, feeding back its output together with the delayed CSI ton3naitter ;. Note
that, during these phases, each transmitter learns théedaide information equatiordirectly from
the global output feedback that it gets from the receiveee (Remark]5). Phase 4 and the decoding

procedures are similar to those in the proof of Theorém 1s €bincludes the proof of Theordm 200

B. MIMO X-channel with only local feedback

We now consider the case in which only local feedback is pledifrom the receivers to the receivers,

i.e., Receivetl, i = 1,2, feeds back its output to only Transmitter
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For convenience we define the following quantity. Let, foregi non-negativ¢ M, V),
0 if M <N

local _ M?*(M—-N :
AN N, M) = st iy f N <M <2N (32)

2y if M>2N
The following theorem provides an inner bound on the sum Sbafton of the two-user MIMO-X
channel with local feedback.

Theorem 3:An inner bound on the sum SDoF region of the two-uggf, M, N, N)-MIMO X-

channel with local feedback is given by the set of all nonatieg pairs(di1 + do1, di2 + da2) satisfying

di1 + doy di2 + dao <1
AN, N, 20M) | min(2M,2N) =
di1 + da1 dy2 + da2 <1 (33)

min(2M,2N) ' d9°ca(N, N,2M) —
for 2M > N; andCgige = {(0,0)} if 2M < N.

Remark 6:Obviously, the region of Theorefd 1 is an outer bound on the SIoF region of the
MIMO X-channel with local feedback. Also, it is easy to seattthe inner bound of Theorelm 3 is tight

in the case in which\/ > N.

Remark 7: The main reason for which the SDoF of the MIMO X-channel witicdl feedback is
smaller than that in Theorem 1 for the model with local feed#band delayed CSI can be explained as
follows. Consider the Phase 4 in the coding scheme of ThefiranSectior IV-B. Each receiver requires
N(2M — N)(2M — N) extra equations to decode the symbols that are intendedcurrigctly. Given
that there are more equations that need to be transmittedtkoréceivers than the number of available
antennas at the transmitters, some of the equations neeel $erti by both transmitters, i.e., some of
the available antennas send sums of two equations, onad@ddor each receiver. Then, it can be seen
easily that this is only possible if both transmitters kndw £nsemble of side information equations that
they need to transmit, i.e., not only a subset of them coardipg to one receiver. In the coding scheme
of Theorend L, this is made possible by means of availabifitpath local output feedback and delayed
CSl at the transmitters. Similarly, in the coding scheme lnédreni 2, this is made possible by means of
availability of global feedback at the transmitters. Fag thodel with only local feedback, however, this
is not possible; and this explains the loss incurred in thra SIDoF region. More specifically, consider
Phase 2 of the coding scheme of Theoifdm 1. Recall that, atabmring of this phase, Transmitter

1 utilizes the fed back CS(Iﬁﬁ), ﬂ%)) to learn thevy;-symbols that are transmitted by Transmitter 2
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during this phase; and then utilizes the fed back Cﬁﬁ),ﬁg) to reconstruct the side information
output vectorygz) that is required by Receiver 1 (given By (15b)). Also, Traiten2 performs similar
operations to learn the side information output veglfi)r that is required by Receiver 2 (given liy (17a)).
In the case of only local output feedback given to the trattensi as we mentioned previously, this is
not possible because of the lack of availability of CSI.

Proof: We now provide an outline of the coding scheme for the MIMO hé&enel with local
feedback.
For the case in whicRM < N and the case in whiclv < M, the achievability follows trivially by
using the coding scheme of Theoréin 1 (see Rermark 3).
For the case in whictlvV < 2M < 2N, the proof of achievability follows by a variation of the dénd
scheme of Theoref 1 that we outline briefly in what followseTdommunication takes place in four
phases.
Phase 1: The transmission scheme in this phase is similar to that ias@H of the coding scheme
of Theorem( 1L, but with at the end of this phase, Receiyér= 1,2, feeding back only its output to
Transmitter:, instead of feeding back its output together with the dela@&l to Transmittet.
Phase 2: The communication takes placeTs = M (2M — N) channel uses. The transmission scheme is
same as that of Phase 2 of the coding scheme of Thédrem 1 heifoltowing modifications. The inputs
(X1,X2) from the transmitters and outpu@;1 . Y5 )) at the receivers are again given ly](14) and (15),
respectively. At the end of these phases, Receiver 1,2, feeds back its output to TransmitterAt the
end of this phase, Receiver 1 requif@d/ — N)T, extra linearly independent equations to successfully
decode thev;;- andvy;-symbols that are intended to it during this phase.&g)( e CCM-NT: denote
a set of (2M — N)T, such linearly independent equations, selected among tagalble N7, side
information equationsrf) € CN™: (recall that2M — N < N in this case). If these equations can be
conveyed to Receiver 1, they will suffice to help it decode the and vy-symbols, since the latter
already knowsygl). These equations will be transmitted by (only) Transmitén Phase 4. Transmitter
2 Iearnsy(2) and soygz), directly by means of the output feedback from Receiver hatdnd of this
phase.
Phase 3: The communication takes place T3 = M (2M — N) channel uses. The transmission scheme
is same as that of Phase 3 of the coding scheme of ThddremH theitfollowing modifications. The
inputs (X1, X2) from the transmitters and outpu(l}i;1 . Y5 )) at the receivers are again given by|(16) and
(17), respectively. At the end of this phase, Receiver 2ireq@2M — N)T5, extra linearly independent

equations to successfully decode the- andvsys-symbols that are intended to it during this phase. Let

April 8, 2013 DRAFT



26

yf’) e CCM-N)T: denote a set of2M — N)T;, such linearly independent equations, selected among the
available NT, side information equationyf’) € CNT: (recall that2A/ — N < N in this case). These
equations will be transmitted by (only) Transmitter 1 in B&d&. Transmitter 1 Iearr;ég), and soyf’),
directly by means of the output feedback from Receiver 1 atethd of this phase.
Phase 4. Recall that at the end of Phase 3, Receiver 1 requires therdmenation output vectoyf),
and Receiver 2 requires the side information output vejzﬁ%]’. In Phase 4, the communication takes
place inT3 = (2M — N)(2M — N) channel uses. During this phase, Transmitter 1 transmits <I>2y§3)
and Transmitter 2 transmits, = <I>1y§2), where®, € CMTxNT>  gnddy, € CMTsXNT2 in Ty channel
uses.
Decoding: At the end of Phase 4, Receiver 1 g&fd3 equations in2M T3 variables. Since Receiver
1 know5y§3) from Phase 3 as well as the CSI, it can subtract out the caotitib of 953) from its
received signal to obtain the side information output ve@ré%). Then, using the pair of output vectors
(y§2>,y§2)), Receiver 1 first subtracts out the contribution yﬁ“); and, then, it inverts the resulting
2MT,; linearly independent equations relating the seM 7, vi;- and vo;-symbols. Thus, Receiver
1 successfully decodes thg;- and v,;-symbols that are intended to it. Receiver 2 performs simila
operations to successfully decode the- andv,,-symbols that are intended to it.
The analysis of the sum SDoF that is allowed by the descrilweling scheme can be obtained by
proceeding as in the proof of Theoréin 1, to show thet? (27 — N) symbols are transmitted securely
to Receiver 1 over a total ofy + 27, + T3 = 2(4M? — 3M N + N?) channel uses, thus yielding
di1 + dog = M?*(2M — N)/(4M? —3M N + N?) sum SDoF at this receiver. Similar reasoning and
algebra show thatl;s + dos = M2(2M — N)/(4M? — 3M N + N?) sum SDoF for Receiver 2. This
concludes the proof of Theorem 3. O
The analysis so far reflects the utility of both output feeskband delayed CSI that are provided to
both transmitters in terms of secure degrees of freedom.edexythe models that we have considered so
far aresymmetridn the sense that both transmitters see the same degreepoit eeedback and delayed
CSI from the receivers. The relative importance of outpedfeack and delayed CSI depends on the
studied configuration. In what follows, it will be shown that the symmetric model of Theorelmh 3 one
can replace the local output feedback that is provided totraresmitter with delayed CSI given to the

other transmitter without diminishing the achievable subobB region.

Remark 8:Investigating closely the coding scheme of Theorém 3, itteaseen that the key ingredient

in the achievability proof is that, at the end of the third phaeach of the side information output vector
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Fig. 4. MIMO X-channel with asymmetric local feedback andagted CSI with security constraints.

yg” that is required by Receiver 1 to successfully decode thébsisrihat are intended to it and the side
information output vectofrf’) that is required by Receiver 2 to successfully decode thebsisrihat are
intended to it be learned bgxactlyone of the transmitteHs In the coding scheme of Theordrm 3, the
side information output vectorﬁf’) andyéz) are learned by distinct transmitters at the end of Phase 3.
However, the above suggests that the lower bound of Theldreit 8lso remain achievable if these side
information output vectors are both learned by saenetransmitter. Figurél4 shows a variation model that
is asymmetric in the sense that local output feedback araydeICSI are provided only to Transmitter
1. In this model, by means of the output feedback and delay®dff@m Receiver 1, Transmitter 1 can
learnboth side information output vecto(sgrgg),ygz)) (See the analysis of Phase 2 in the coding scheme
of Theorent1). Taking this into account, it is easy to showt tha lower bound of Theorem 3 is also

achievable for the model shown in Figure 4.

By opposition, in the coding scheme of Theofem 1, both sitterimation output vectors have been learned by both tratersit

at the end of Phase 3, as we mentioned previously.
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Proposition 1: For the model with local output feedback and delayed CSligea/only to Transmitter
1 shown in Figuré}4, an inner bound on the sum SDoF region isngiy Theoren]3.

V1. MIMO-X C HANNELS WITHOUT SECURITY CONSTRAINTS

In this section, we consider am/, M, N, N)-X channelwithout security constraints. We show that
the main equivalences that we established in the previati®oes continue to hold.

Theorem 4:The sum DoF regio3;f of the two-user(M, M, N, N)-MIMO X-channel with local
feedback and delayed CSl is given by the set of all non-negatirs(d, + da1, d12 + dao) satisfying

di1 + day di2 + da2

- + — <1
min(2M,2N)  min(2M, N)

d d d d

.11+ 21 ‘12+ 22 <1 (34)
min(2M, N) = min(2M,2N)

Proof: The converse proof follows immediately from the DoF regidraawo-user MIMO BC with
delayed CSITI[[B, Theorem 2] in which the transmitter is egagbwith2) antennas et the receivers are
equipped withM antennas each. The proof of the direct part follows by a apditheme that can be
obtained by specializing that of Theorém 1 to the settindiexit security constraints, and that we only
outline briefly here. First, note that the region of Theoféns fully characterized by the corner points
(min(2M, N),0), (0,min(2M, N)) and the pointP defined as the intersection of the lines defining the
equations[(34). It is not difficult to see that the corner pifmin(2M, N),0) and (0, min(2M, N))
are achievable without feedback and without delayed CSthassystem is equivalent to coding for a
MIMO multiple access channel for which the achievabilityidas from straightforward results. We now
outline the achievability of the poinP. If 2A/ < N, the pointP = (M, M) is clearly achievable. If
N < 2M < 2N, the achievability of the poinP = (2NM/(2M+N),2NM/(2M+ N)) can be obtained
by modifying the coding scheme of Theoréin 1, essentiallygmpiing Phase 1. Note that, at the end of
the transmissiory M N (2M — N) symbols are sent to each receiver o¥&+7, = (2M —N)(2M +N),
i.e., a sum DoF oRM N/(2M + N) for each. In the case in whichM > 2N, one can use the coding
scheme of the previous case with each transmitter utilipinly N antennas. O

Remark 9: The sum DoF region of Theore 4 is same as the DoF region of aiseo MIMO BC
in which the transmitter is equipped with\/ antennas and each receiver is equipped Witlantennas,
and delayed CSIT is provided to the transmitteér [3, TheorgnTRus, similar to Theoreinl 1, Theordrh 4
shows that, in the context of no security constraints as, el distributed nature of the transmitters in

the MIMO X-model with a symmetric antenna configuration does cause any loss in terms of sum
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Fig. 5. Sum SDoF and sum DoF regions of e/, M, N, N)-X channel with local output feedback and delayed CSlI, for
different antennas configurations.

degrees of freedom. This can be seen as a generalizatior2oT fleorem 1] in which it is shown that
the loss is zero from a total degrees of freedom perspective.
Remark 10:Like for the setting with secrecy constraints, it can be lgagiown that the sum DoF

of the (M, M, N, N)-MIMO X-channel with global output feedback is also giventbgat of Theoreni 4.

VIl. NUMERICAL EXAMPLES

In this section, we illustrate the results of the previoustises (i.e., Theoremis] 1[12[] 3 andl 4)
through some numerical examples. We also include comparigith some previously known results for
the MIMO-X channel without security constraints and witlffelient degrees of CSI and output feedback.

Figure[5 illustrates the optimal sum SDoF of th/, M, N, N)-MIMO X-channel with local output
feedback and delayed CSI given by Theotém 1, for differehtesof the transmit- and receive antennas.
For comparison reasons, Figure 5 also shows the optimal Dafeasame model, i.e(M, M, N, N)-
MIMO X-channel with local output feedback and delayed C$it, Wwithout security constraints, as given
by Theoreni L. The gap that is visible in the figure illustratesrate loss that is caused asymptotically,
in the signal-to-noise ratio, in by imposing security coasits on the(M, M, N, N)-MIMO X-channel
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for a fixed numb&t = 4 of receive antennas at each receiver.

Total secure degrees of freedom of the MIM®/, M, N, N)-X channel, as a function of the number of transmit
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with local output feedback and delayed CSI. Thus, it can bermeted as therice for secrecyfor the
model that we study.

Figure[6 shows the inner bound of Theorem 3, for differenéanés configurations. As we mentioned
previously, although the optimality of the inner bound ofebheni 3 is still to be shown, the loss in terms
of secure degrees of freedom that is visible in the figurelfox 2M < 2N sheds light on the role and
utility of providing delayed CSI to the transmitters from eceecy viewpoint. Fol/ > N, however, the
lack of delayed CSI at the transmitters does not cause asyilagrms of secure degrees of freedom in
comparison with the model with output and delayed CSI feekllmd Theoreni L.

Figure[T depicts the evolution of the total secure degreeBeeidom of the(M, M, N, N)-MIMO
X-channel with local output feedback and delayed CSI astfanof the number of transmit-antennas
M at each transmitter, for a given number of receive-anteah@&sach receivelN = 4. The figure also
shows the total secure degrees of freedom with only locallfaek provided to the transmitters (obtained
from TheoreniB), as well as the total degrees of freedom witlsecurity constraints [12, Theorem 1]
(which can also be obtained from Theoreim 4). Furthermom fitfure also shows the sum DoF of the

MIMO X-channel with only delayed CSI, no feedback and no siéggwonstraints([11].

VIIl. CONCLUDING REMARKS

In this paper, we study the sum secure degrees of freedom%80f) region of a two-user multi-input
multi-output X-channel with\/ antennas at each transmitter alidantennas at each receiver. We assume
perfect CSIR, i.e., each receiver has perfect knowledge¢safhiannel. In addition, all the terminals are
assumed to know the past channel states of the channel; arelitha noiseless local output feedback
at the transmitters, i.e., Receivgri = 1,2, feeds back its past channel output to Transmitteffor
this MIMO X-channel with symmetric antennas configuratiarg characterize the optimal sum SDoF
region. We show that the sum SDoF region of this MIMO-X chdmwi¢h local feedback and delayed
CSl issameas the SDoF region of the two-user MIMO BC wild/ transmit antennas andl antennas
at each receiver. The coding scheme that we use for the protifeodirect part follows through an
appropriate extension of a coding scheme that is developethbg et. al. [37] in the context of secure
transmission over MIMO broadcast channels. Furthermaorgstigating the role of the delayed CSI at
the transmitters, we also study two MIMO X-channel modelthwio CSI at the transmitters. In the first
model, the transmitters have no knowledge of the CSI but eveiged with noiseless output feedback
from both receivers, i.eglobal feedback. In the second model, the transmitters are provigeonly

local feedback. For the model with global output feedback, skow that the sum SDoF is the same
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as that of the MIMO X-channel with local feedback and delagsl. For the model with onlyocal
output feedback, we establish an inner bound on the allowedSDoF region. Next, we specialize our
results to the setting without security constraints, aramhsthat the sum DoF region of dd/, M, N, N )-
MIMO X-channel with local output feedback and delayed CSivided to the transmitters is same as
the DoF region of a two-user MIMO BC withM transmit antennas an antennas at each receiver.
The established results emphasize the usefulness of deguiback and delayed CSI at the transmitters

for transmission over a two-user MIMO X-channel with andheitit security constraints.
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