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Tomographic method for evaluation of apparent activation energy of
steady-state creep
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a Max-Planck-Institut für Eisenforschung GmbH, Max-Planck-Strasse 1, 40237 Düsseldorf, Germany
b Helmholtz Centre Berlin for Materials and Energy GmbH, Glienicker Strasse 100, 14109 Berlin, Germany

A new method for the evaluation of the apparent activation energy of steady-state creep in metals is pre-sented. It is based on in situ monitoring by 

microtomography the geometry of a specimen subjected to uniaxial load and inhomogeneous temperature distribution. It is shown that 

microtomography acting as a three dimensional extensometer enables the evaluation of local strain-rates of small material volumes and is an adequate 

tool for characterization of inhomogeneously deforming specimens. Activation ener-gies obtained with the new method for stainless steel agree 

within an error of 5% with values obtained according to the classical procedure.

1. Introduction

Creep deformation of metals at temperatures higher than about

1/3rd of the melting temperature Tm is governed by several

thermally activated processes enhancing dislocation motion and

recovery, diffusion of vacancies as well as dynamic recrystallization

[1]. These mechanisms influence mainly stage II of creep, where

specimens under constant stress deform usually at nearly constant

strain-rate. The relationship between this steady-state strain-rate

and stress in pure metals and Class M alloys is often described by a

power-law function [1,2]:

ε̇ss = C ·

(

�

G(T)

)n

· exp

(

−
Qa

R · T

)

. (1)

The pre-exponential factor C comprises structure-dependent

parameters and is usually considered constant [3]. �/G(T) is the

shear modulus normalized stress (some authors are using the

Young’s modulus E(T)), n is the stress exponent, R is the gas constant

and Qa is the apparent activation energy of steady-state creep. The

key parameters of this phenomenological description are n and Qa,

which once evaluated give good hints about the main creep mech-

anism. It is the aim of the present work to present a new evaluation

method of Qa based on in situ microtomography. Before present-
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ing the new method, however, the usual evaluation procedures are

recalled.

Based on Eq. (1) the apparent activation energy for creep is

defined as follows:

Qa = −R ·

[

∂(ln ε̇)

∂(1/T)

]

�/G,s

, (2)

where �/G and “s” indicate that the data should represent constant

normalized stress and constant structure conditions. In practice

several creep tests at constant normalized-stress and different tem-

peratures are performed and Qa is obtained from the slope of the

line fitting the steady-state creep-rates vs. the inverse of temper-

ature (1/T). Nix et al. [4] have compiled the activation energies

of creep for a large class of materials and compared them with

the corresponding activation energies of lattice self-diffusion, Qsd.

They have shown that the two quantities are essentially equal,

which supports the idea that the mechanism of five-power-law

creep (with stress exponent n ≈ 5) is strongly related to diffusion of

vacancies. Sherby et al. [5], using the same classical method, have

obtained the activation energy of pure aluminum over a large range

of temperatures, from about 0.3 Tm to 0.9 Tm. Their results confirm

that above 0.6 Tm, Qa is comparable to that of lattice self-diffusion,

but below 0.6 Tm is smaller than Qsd. Luthy et al. [6] obtained sim-

ilar results for aluminum from torsion creep tests over a range of

temperatures from about 0.29 Tm to 0.93 Tm.

The definition of activation energy (Eq. (2)) indicates that

only tests performed at constant normalized stress, �/G(T) and
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characterized by identical structures can be used for evaluation.

This requirement seems to be partly satisfied already by tests

performed at constant �/G(T), when the average subgrain size and

average distance between free dislocations were found to obey a

power-law relationship with �/G(T) [7]. Subgrain misorientations,

however, are not constant and slightly evolve with strain [8].

Importance of subgrain boundaries can be related to their role

played in the recovery of free dislocations, which controls the

creep rate [9]. This indicates that samples at different temperatures

and strains have slightly different structures and suggests that

an evaluation method based on one single specimen is more

adequate [10–12]. Since temperature appears in the exponent

of Eq. (1) a small temperature change can have a large effect on

the strain-rate. Therefore applying a small temperature jump

�T = T2 − T1 will considerably change the creep rate from ε̇1 to ε̇2.

If the structure does not change much for the �T jump the creep

rates and temperatures can be related as [10–12]:

R · ln

(

ε̇1

ε̇2

)

= Qa ·

(

1

T2
−

1

T1

)

. (3)

The procedure can be repeated several times for different tempera-

ture jumps and the activation energy can be obtained from the slope

of the line fitted to the logarithm of strain-rate ratios as a function

of the difference of the inverse temperatures (Eq. (3)). Activation

energies evaluated according to this method for Al, Cu and Ni were

published by Refs. [13,14]. The values for Al above 0.6 Tm are by

about 7% higher than those obtained by the classical method [5,6].

Based on the concept that the effective stress (�*) acting on a

moving dislocation is the difference between the applied stress �
and the internal stress �i created by neighboring dislocations and

other obstacles, Ahlquist et al. [15] have proposed two other defi-

nitions of the activation energy Q* and Qi (with equations similar to

Eq. (2)) at constant effective stress and internal stress, respectively.

The former energy characterizes dislocation glide, while the latter

the recovery process [15]. Dobeš and Milička [16] have suggested

the determination of the activation energy at the same structural

state, i.e. at an identical level of the internal stress, and at the same

applied stress:

Q ∗

i = −R

[

∂ ln ε̇s

∂(1/T)

]

�i,�

. (4)

They have argued (using experimental data for the aluminum alloy

Al–13.7 wt.% Zn) that the extrapolated value of Q ∗

i
to zero applied

stress becomes identical to the apparent activation energy of creep

obtained from classical tests. The constant structural stress state

condition in this definition resembles the constant structure con-

dition of Eq. (2).

More recently, Synchrotron X-ray Microtomography (SXRM)

has emerged as a powerful technique [17–24] that enables a three

dimensional (3D) characterization of heterogeneous microstruc-

tures and specimen’s shape. The non-destructive nature of this

technique associated with an adequate time resolution provides

new possibilities for in situ characterization of creep. The high

resolution achievable with microtomography turns this technique

into an excellent tool for the evaluation of local deformations

at the micrometer scale especially for inhomogeneous condi-

tions. It is the aim of the present investigation to demonstrate

the adequacy of in situ tomography for the evaluation of acti-

vation energy of creep. The method is exemplified on stainless

steel specimens deformed under two different conditions and the

tomographic outcome is compared with results of the traditional

method.

2. Experimental details

2.1. Specimen geometry adapted to tomographic measurement

conditions

Test specimens were specially developed to meet the require-

ments of the tomographic set-up at ID15A of the European

Synchrotron Radiation Facility (ESRF), which was equipped with

a CCD camera having a restricted field of view of about

1.2 mm × 1.1 mm. The effective pixel size of the detector was

1.6 �m and had a resolution of about 2 �m (the full width at half

maximum of the point spread function). The tomograms were

recorded using a high-energy beam (∼80 keV) with a large band-

width (∼50%). The geometry of the investigated specimens is

shown in Fig. 1 and has the diameter and the gauge length (L)

of about 1 mm. Fig. 1 also shows the position of the illuminated

volume in the sample and its reconstruction by tomography. The

reconstructed volume is constituted of voxels, each voxel repre-

senting a volume of 1.63 �m3. The specimens are designed with

threads at both ends which are screwed in at one end into the

load cell and at the other end into the reaction yoke of the creep

machine. The specimens have two small holes placed 4 mm apart

from the center of the sample where thermocouples for tem-

perature measurement are placed (T1 and T2). The elongation of

the sample is measured with an inductive displacement trans-

ducer (Fig. 2) attached to the head of the load cell. Recording

of data as well as the control of the machine are made through

computer.

Fig. 1. Schematic drawing of the specimen used for in situ investigations, illumi-

nated volume in the sample and its reconstruction by tomography.
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Fig. 2. Creep machine for in situ measurements.

2.2. Creep tests under nearly constant load or stress

The load is applied to the specimen via two springs (material

spring steel 1.1200 Class C) with proper constant to achieve the

required stress value. When the springs are compressed the load

is transferred to the sample through the load cell, which measures

the actual load applied to the specimen. The whole loading system

is mounted on a ceramic tube with good creep resistance at high

temperatures and transparent to high-energy beams. By a proper

selection of the spring constant nearly constant load or constant

stress conditions can be applied. Evidently the elongation of the

sample produces a load change by the expansion of the springs,

however, this change can be kept below a certain tolerance by

selecting a proper spring constant. The admissible relative load

change or tolerance is defined as follows:

�F =
F0 − Fr

F0
=

x0 − xr

x0
≤ tolerance, (5)

where F0 and Fr are the loads at the beginning and at the end of the

creep test and x0 and xr the corresponding compression lengths of

the springs. The maximum spring constant fulfilling this criterion

is obtained as:

kmax =
�0 · A0 · tolerance

Ns · l0 · (eεr − 1)
, (6)

where l0 is the initial length of the sample, A0 the initial cross-

section, �0 the initial stress, Ns the number of springs and εr the

strain to rupture. In our experiments usually a tolerance of 5% was

selected.

A test at nearly constant stress becomes also possible if the relax-

ation of the load due to the elongation of the springs equals the

decrease in load due to the decrease of cross-sectional area (assum-

ing the stress constant) of the specimen. The equal stress condition

will be valid at two strains, which can be adequately selected for

example at the beginning and at the end of secondary creep regime.

The following general condition can be written:

�(ε1) = �(ε2), (7)

where ε1 and ε2 are the selected strains. Assuming that the vol-

ume of the sample remains constant during deformation, the initial

compression x0 of the spring can be worked out:

x0 = l0
(eε2 − 1) · eε2 − (eε1 − 1) · eε1

eε2 − eε1
, (8)

with l0 being the initial gauge length.

The spring constant is determined by the selected stress �0 and

is given by:

k =
�0 · A0

Ns · eεi · (x0 − l0 · (eεi − 1))
, (9)

where εi denotes either ε1 or ε2. Selecting for example the strains

ε1 = 0.08 and ε2 = 0.3 where the equal stress condition is imposed it

can be shown that the relative stress variation in the [0, 0.35] strain

interval is less than 2%.

2.3. Testing conditions

The high temperature necessary for creep was imposed by

two resistive heating coils placed around the ends of the sam-
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Table 1

Chemical composition (wt.%) of the investigated stainless steel AISI 440B.

C Si Mn P S Cr Mo V

0.85–0.95 ≤1.00 ≤1.00 ≤0.04 ≤0.015 17.0–19.0 0.90–1.30 0.07–0.12

Table 2

Measurement conditions of in situ experiments. Applied stress �, temperature at the bottom of the sample Tb , measured temperature difference between calibration points

�T, temperature gradient in region with constant cross-section ▽T, minimum strain-rate ε̇ss and rupture time tr .

Sample � [MPa] Tb [K] �T [K] ▽T [K/mm] ε̇ss [1/s] tr [h]

A 180 985 ± 1 624 ± 2 99 3.1 × 10−6 24.7

B 210 1013 ± 1 645 ± 2 105 1.2 × 10−5 7.9

ple (Fig. 2). At the position of each heating coil thermocouples

measure the temperature and a proportional-integral-derivative

(PID) controller is used to keep the imposed temperature within

±1 K. Asymmetric heating becomes possible by setting different

temperatures for the two coils, making possible tests with a tem-

perature distribution (sample regions with constant cross-sectional

area experiencing a constant gradient in this case). The tomo-

graphic investigations were performed on a commercial stainless

steel AISI 440B with chemical composition given in Table 1. Two

experiments with asymmetric heating (with upper coil switched

off) were performed at stress values of 180 MPa and at 210 MPa,

which correspond to the minimum creep rate of the samples A

and B, respectively. The detailed conditions of the experiments are

given in Table 2.

2.4. Image correlation for evaluation of tomographic data

The tomographic reconstructions as well as their processing

were done with in-house software written in Interactive Data Lan-

guage (IDL) and Matlab. To monitor changes in the sample’s shape,

material slices (height of 1 voxel) lying perpendicular to the stress

axis were chosen, which due to the axial symmetry of the exper-

iment will move during creep along this axis. Slice displacement

was evaluated by cross correlating a selected slice from the initial

volume with slices from consecutive reconstructions. The most sen-

sitive correlation indicator was found to be the product between the

amplitude of the inverse cross-power spectrum of the correlated

images and the classical cross-correlation coefficient [25]. Once

the displacement of a slice was found, the corresponding local true

strain could be calculated as the logarithm of the ratio between slice

area in the reference and actual configurations. For higher accuracy

an average strain over 10 slices making up a slab was calculated.

Selecting a slab as structural unit for evaluations was imposed also

by the nearly constant temperature condition required in the slab

in the time interval selected for evaluation. Usually the difference

in temperature between the lower and upper slice of the slab is

larger then the average temperature change of the slab over the

selected time interval.

3. Method for Qa evaluation exemplified on experimental

data

3.1. In situ creep curves

The overall creep curves for samples A and B are plotted in

Fig. 3a and b, respectively, together with the local creep curves

of the material slabs. The thick solid lines are the curves calcu-

lated from the total displacement of the samples (during the in

situ measurement) considering an effective length of 1.8 mm as

defined in Section 4.2. The local curves (gray lines with symbols)

were obtained from tomographic evaluations by averaging the local

strain over the slices making up the slab. The reference state for cal-

culation of the local creep curves was considered at time 852 min

and 156 min for sample A and B, respectively. For easier compar-

ison the local creep curves where shifted vertically to bring them

together with the overall curves. The insert in Fig. 3a serves this

purpose, too. The different creep behavior of the slabs is primarily

due to the temperature gradient leading to inhomogeneous strain

distribution in the sample, i.e. the creep behavior of local material

slabs will differ from the overall behavior of the sample. Fig. 3c and d

shows the global strain-rates as a function of time for samples A and

B, respectively. Sample A experiences a long primary creep regime

in which the strain-rate decreases continuously reaching a steady-

state after about 15 h. For sample B, deformed at higher stress and

higher temperatures, a short transient regime with increasing and

decreasing strain-rate is observed between 60 and 120 min of the

creep test. Such transient was also observed during creep of a small

brass sample [26]. All tomographic evaluations as well as the evalu-

ation of the activation energy of creep are focused on the secondary

regime, when a nearly steady-state in the whole sample and in local

material slabs was reached.

3.2. Temperature distribution calibration

The temperature distribution in the specimen was calibrated

through finite element (FE) calculations taking into account the

accurate shape of the sample and the temperatures measured by

the thermocouples. The calculations were performed for thermal

steady-state using the following material constants: heat conduc-

tivity � = 24.2 W/m K, specific heat c = 460 J/kg K and mass density

� = 7650 kg/m3. Fig. 4 shows the temperature distribution in sam-

ples A and B as a function of the distance from the center of the

specimens. There is a non-linear temperature variation in regions

with varying cross-section, while in the middle of the samples,

where the cross-section is practically constant the temperature

changes linearly with distance. Based on temperature profiles

obtained from FE simulations a certain average temperature and

a corresponding tolerance can be now ascribed to each slab. It will

be shown later that the temperature change of one slab during the

short strain interval considered for the evaluation of Qa is small and

the error in temperature is mainly determined by its variation over

the slab’s height.

3.3. Evaluation of the apparent activation energy Qa

Applying Eq. (1) to two slabs one located at a reference temper-

ature T0 (usually the smallest temperature in the analyzed region)

and the second at temperature T, the ratio of the corresponding

strain-rates can be written as follows:

ln

[

ε̇(T, t)

ε̇(T0, t)
·

(

�(T0, t)

�(T, t)

)n

·

(

G(T)

G(T0)

)n
]

= Qa ·

(

�T

R · T0 · T

)

, (10)

where �T = T − T0. The local strains (and strain-rates) are obtained

from tomographic reconstructions performed at the reference time
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Fig. 3. Overall creep curves for samples A and B (thick solid lines) together with creep curves of local material slabs (gray lines with symbols) obtained from tomographic

evaluations (a) and (b). Overall creep rate vs. time for sample A (c) and B (d).

Fig. 4. Temperature profiles along the stress axis as obtained from FE simulations for samples A and B.

t0 and current time t. Assuming that the volume of the creeping

material is constant the local strain in the slab can be related to the

local change in sample’s cross-section as:

ε(T, t) = ln

(

A(T, t0)

A(T, t)

)

, (11)

while the local strain-rate in the time interval �t = t2 − t1 (and asso-

ciated to time t2) is given by:

ε̇(T, t2) =
ε(T, t2) − ε(T, t1)

�t
=

1

�t

[

ln

(

A(T, t0)

A(T, t2)

)

− ln

(

A(T, t0)

A(T, t1)

)]

=
1

�t
ln

(

A(T, t1)

A(T, t2)

)

, (12)

where A(T, t) is the average area of the slab at temperature T and

time t. It is important to note that evaluation of the strain-rate at

time t2 does not require the measurement of the initial state (at
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Fig. 5. Examples of slab displacement along the tensile axis and the methodology of strain and strain-rate calculation for the slab. N represents the number of slices in the

slab.

time t0) but only the state at time t1. However, if the local creep

curves are of interest then the reference state is also required. Fig. 5

exemplifies the position change of three slabs during creep and the

methodology used for strain evaluation.

Considering a sample with constant cross-section in the refer-

ence state it becomes possible within certain conditions to evaluate

Qa without knowing the stress exponent n. The method was already

applied to evaluation of Qa in brass (with n = 3.4) and good agree-

ment with literature data was obtained [27]. Usually in practice

not only volumes with constant cross-section are reconstructed,

but also regions with varying section (see Fig. 5) where the stress is

slightly changing. The stress ratio in Eq. (10) can be expanded in a

series of the strain difference between slabs at temperatures T and

T0 from which keeping only the first terms we get:
[

�(T0, t)

�(T, t)

]n

=

[

A(T, t)

A(T0, t)

]n
∼= 1 − n(ε(T, t) − ε(T0, t)), (13)

This equation suggests that the stress ratio approaches 1 if the strain

difference between slabs is small. This condition is usually fulfilled

in case of small temperature gradients, when the ratio of the shear

moduli approaches unity, too. Considering the stress exponent n

to be known, Eq. (10) suggests that Qa can be determined even

in such cases, however, only with the restriction that the cross-

sectional area of the slices does not vary fast and the assumption of

a uniaxial stress state is approximately fulfilled. In case of present

experiments the stress triaxiality in the investigated region with

varying cross-section was below 0.38.

4. Results and discussion

4.1. Qa values according to classical and tomographic methods

The creep behavior of the AISI 440B steel was first investigated

by the conventional method on large specimens. The stress expo-

nent n was evaluated from the slope of ln(ε̇min) vs. ln(�) obtained

from tests at constant temperature 873 K (see Fig. 6a). Additionally,

the activation energy corresponding to the minimum creep-rate

was obtained from tests performed at different temperatures for

two different normalized stress values of 1.4 × 10−3 and 3.1 × 10−3

(� of about 77 MPa and 180 MPa, respectively). The correspond-

ing linear fits performed on the plot of −R · ln(ε̇min) as function of

1/T yielded the values of Qa = 388 ± 15 kJ/mol and 389 ± 17 kJ/mol

for the small and large normalized stress, respectively. This means

that Qa does not depend on stress in the studied interval, which is

in good agreement with literature data for stainless steel [28].

For the analysis of tomographic data it is preferred to plot the

left hand side of Eq. (10) against �T/(R·T0·T). When �T ≪ T0
∼= T then

the left hand side of Eq. (10) becomes a linear function of �T and

the fitted line should intersect the origin, too. Fig. 7a and b shows

Fig. 6. Evaluation of the stress exponent n (a) and activation energy of steady-state creep (b) from laboratory tests according to the conventional method.
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Fig. 7. Linear regressions performed on tomographic data to obtain Qa; (a) sample A and (b) sample B. The diagrams also show the contributions of different ratios entering

Eq. (10). The sum of the three functions gives the left hand side of Eq. (10).

the variation with temperature of the parameter-ratios entering

Eq. (10) namely, that of the strain-rates, stresses and shear mod-

uli. It is evident that the main contribution comes from the ratio of

the strain-rates and the other two should be considered as correc-

tion factors with decreasing importance. Neglecting for example

the shear modulus correction, has an effect of less than 5% on Qa.

The slopes of the fitted lines (Fig. 7a and b) give activation energies

equal to 377 ± 30 kJ/mol and 402 ± 12 kJ/mol for samples A and B,

respectively. These values are equal within experimental error with

each other and with the result obtained according to the conven-

tional method. We note that the error of Qa can be further reduced

by increasing the resolution of the tomographic reconstruction. For

high-energy beams, however, detectors with better efficiency are

needed to pass the actual resolution of about 2 �m.

4.2. Comparison of strain distribution in the real sample and FE

models

The overall strain is a macroscopic quantity characteristic for

the whole sample. Due to the restricted field of view of the CCD

camera, tomography gives information only from a portion of the

gauge length and the average “tomographic” strain might not coin-

cide with the strain calculated from the measured displacement of

the sample’s top (Fig. 3a and b). In order to check if the local strain

distribution delivered by tomography matches the strain distribu-

tion in homogeneous material FE simulations have been performed.

The comparison is shown in Fig. 8a and b for the two samples A and

B, respectively. The contour plots and the above located diagrams

clearly show that the maximum strain regions are shifted towards

higher temperatures (negative position values in Fig. 8a and b)

which, however, were not captured by tomography. The regions

evaluated are indicated by vertical lines and are confined to the

interval [−0.67, −0.05] mm for sample A and [−0.90, −0.41] mm

for sample B. The inserts in the upper right corner of the figures

show the strain distribution obtained from tomography at differ-

ent creep times. The continuous black line with full squares depicts

the distribution at the end of steady-state. In FE simulations a Nor-

ton law describing steady-state creep with appropriate constants

for the investigated steel was used and deformation was simulated

until the elongation of the sample reached the value describing the

end of secondary stage. The strain distribution obtained from FE

simulations facilitates a better understanding and design of the in

situ experiment. It becomes evident that the field of view of the CCD

should be positioned in the sample region with the highest strain

gradient, when the ratio of strain-rates (ε̇(T, t)/ε̇(T0, t)) becomes

the largest and less affected by experimental errors.

The strain distribution obtained from FE calculations allows

introducing an “effective length”, a quantity that facilitates the cal-

culation of the average strain and the overall creep curve. In case

of tests performed at constant temperature the strain distribution

along the sample axis can be well described by a Gaussian func-

tion. For asymmetric heating the distribution becomes asymmetric,

which suggests selecting a criterion based on the relative amount

of strain present in a given volume around the center of the strain

profile. The average strain in the sample of length L is obtained as

follows:

ε̄ =
1

L
ε(z)dz =

Uexp

L
, (14)

where the integration is performed over L and Uexp is the measured

displacement. Since the strain is localized in a small region, using

L as the effective length is not adequate. Therefore we define an

effective length Leff equal with the interval around the center of

the strain profile, which contributes by 95% to the total elongation

of the sample. The Leff was evaluated from strain profiles obtained

from FE simulations and its value is about 1.8 mm, almost twice

the gauge length of the sample with constant cross-section. The

average strain (and strain-rate) shown in Fig. 3 were calculated

according to Eq. (14) considering L = 1.8 mm. We note, however,

that the value of Qa is not affected by the selected Leff, which affects

only the overall curves.

4.3. Error estimation

For every new evaluation method it is important to character-

ize the sources of error influencing the final results. The resolution

of the tomographic reconstruction is of about 2 �m, which in case

of a sample with diameter equal to 1 mm, gives a relative error of

the local strain and strain-rate below 1% (the uncertainty in deter-

mining the diameter is considered equal with the tomographic

resolution). This is much smaller than the standard deviation of

the average strain (and strain-rate) of one slab, of about 12%, deter-

mined by the different creep behavior of the slices making up the

slab. The stress ratio in Eq. (10) reduces also to the ratio of two areas

and consequently it has the same relative error.

Another source of uncertainty is related to the local temperature

calibration obtained from FE simulations. Selecting a slab (instead

of a slice) as structural unit the error of the temperature associ-

ated to the slab depends on the location of the slab (through the

local temperature gradient and local displacement) and the num-

ber of slices included. In case of samples A and B the slabs were

considered to be made up of 10 slices, which gave maximum tem-

7



Fig. 8. Strain distribution (obtained from FE simulations) along the load axis of the specimens characterizing the end of steady-state (a) sample A and (b) sample B. The upper

part in each figure shows the asymmetric strain distribution. The volume measured by tomography is marked by vertical lines. The inserts in the upper right corners show

the strain distribution in the sample at stages where the tomographic reconstructions were performed.

perature errors of ±0.8 K and ±0.9 K, respectively. The temperature

error due to sample elongation during steady-state creep was esti-

mated based on the experimentally detected displacement for the

uppermost slab in the reconstruction and the temperature gradient

in the specimen at the beginning of steady-state. The total ana-

lyzed creep strain in sample A was 2.3% (�t = 310 min) and 5.5%

(�t = 174 min) in sample B. These lead to a temperature change of

the uppermost slab of about 0.3 K and 1.5 K for specimens A and B,

respectively. Since the slabs are moving upwards the temperature

error becomes asymmetric. The total temperature errors are equal

to +0.8 K and −1.1 K for sample A and +0.9 K and −2.4 K for sample

B. These errors correspond to the slab with the highest location and

compared to the total temperature difference in the analyzed vol-

ume of about 50 K are small. The acceptable accuracy of the local

temperature and strain-rate ratios, as well as the large number of

slabs analyzed, makes possible an accurate evaluation of the acti-

vation energy. Both values of Qa obtained from in situ tests as well

as the values obtained from conventional laboratory tests are equal

within an error of 5%.

5. Conclusions

It was shown that in situ microtomography is an excellent

method for investigation of specimens undergoing inhomogeneous

deformation allowing a good characterization of the kinematics of

steady-state creep. The good accuracy of the method is related to

the use of powerful image correlation algorithms, which applied

to 3D tomographic images precisely capture changes in specimen’s

shape. The possibility to apply different loads on the sample like

temperature, electric or magnetic fields, shows the flexibility of the

experiment, which in present case was performed in a five dimen-

sional parameter space (three spatial dimensions, the temporal

dimension and a temperature gradient).

Activation energies of steady-state creep obtained with the new

tomographic method on small samples are in good agreement

with values from conventional methods on large specimens. The

good agreement has two reasons: (i) the tomographic method uses

the true values of strain-rate and stress and (ii) the slabs chosen

as structural unit to characterize the inhomogeneous deforma-

tion still contain a large number of dislocations and fulfill the

conditions necessary to treat them on the basis of continuum

mechanics.
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