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Integrated modelling of precipitation during 
friction stir welding of 2024-T3 aluminium alloy

E. Hersent, J. H. Driver*, D. Piot and C. Desrayaud

The microstructure and hardness profiles across a friction stir welded joint of a 2024-T3 aluminium alloy 
have been simulated by thermal and microstructure models. Thermal modelling is based on a semi-
analytical model, which analyses the complex material flow by standard velocity fields. The precipitation 
model is based on classical nucleation, growth and coarsening mechanisms and can be combined with 
precipitation hardening laws. Applying these models in succession gives simulated hardness profiles, 
which have been compared to experimental hardness values after friction stir welding under 
equivalent conditions. The positions of maximum and minimum hardness are well reproduced, but 
the simulated hardness variation across the weld is less pronounced than the experimental one. The 
simulated microstructures in well characterised zones of the joint have been compared to previous TEM 
observations and shown to be generally in agreement. The results demonstrate the feasibility of making 
realistic hardness predictions from physically based models on a standard personal computer.

Keywords: Precipitation, Simulation, FSW, AA 2024 alloy, Hardening

Introduction

Al–Cu–Mg precipitation strengthened alloys are used in
structural elements, such as the fuselage and lower wing
surfaces in commercial airplanes. In recent years, joining
these alloys has received a lot of interest through the
invention in 19911 of friction stir welding (FSW), at The
Welding Institute. This is a solid state welding process,
which uses a rotating tool to mix material across the
joint line as it advances. The advantage of this process
over the classical ones is that the material does not
undergo melting and so avoids solidification segregation
effects (and porosity).2 However, the weld zone is heated
by intense, localised, plastic strains and friction effects,
which strongly affect the precipitation state. This
thermomechanical heating is of primordial importance
since the strength of the alloy weld zone is directly linked
to the state of precipitation. Recently, a major effort has
been made to fully model this process. One of the
complications, which should be noted here, is that the
process is not symmetrical; the side of the weld for which
the tool rotates in the same direction as the welding
direction is known as the ‘advancing side’, and the other
side, where the tool rotation is opposite, is known as the
‘retreating side’. These sides see somewhat different
thermal cycles and can therefore have different hardness
gradients after welding.

Generally, complete modelling has been tackled in

two steps: first with a model that predicts the

temperature field as a function of the welding condi-

tions, i.e. the advancing and rotating speeds, and second

via a precipitation model, which takes the thermal field

as input and then predicts the hardness profile.

For precipitation modelling of overaged aluminium

alloys, the semi-empirical model proposed by Myhr and

Grong in 1991,3 has proved to be quite effective in

predicting the hardness profile across a friction stir weld.

It has been applied by Frigaard et al.4 for AA 6082 and

AA 7108, Robson and Sullivan5 for AA 7449, and

Shercliff et al.6 for AA 2014. This model is based on

the assumption that the number of precipitates is

roughly constant. This hypothesis is acceptable for

overaged alloys but cannot be applied to the underaged

conditions where extensive nucleation can occur.

Therefore, a model that takes into account all aspects

of precipitation, i.e. nucleation, growth and dissolution,

is needed. The more recent (2000) Myhr and Grong

model7 based on the Kampman and Wagner numerical

framework8 has gained a strong reputation for predict-

ing precipitate evolution during any heat treatment. It

has been applied to predict the hardness profile after gas

metal arc welding of 6xxx alloys,9 after FSW of 7xxx

alloys (FSW),10 and also after plasma arc welding of

2xxx alloys.11 There does not appear to be a publication

on modelling FSW of 2024 alloys.

The present work aims to predict the microstructure

and hardness across a 2024 friction stir weld by

combining a thermomechanical model developed at

SMS Centre, UMR CNRS 5146, Ecole des Mines de Saint Etienne, 158
Cours Fauriel, Saint Etienne 42023, France
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Ecole des mines de Saint Etienne12 with a slightly
modified version of the precipitation model developed
by Khan and Starink13 for 2xxx alloys. These predic-
tions will be examined in the light of detailed experi-
mental results on FSW samples of the same alloy type,
namely hardness profiles and some microstructural
observations by Genevois et al.14

Materials and experimental methods

The chemical composition of the AA 2024 alloy under
study is Al–4?4Cu–1?49Mg–0?22Fe–0?44Mn (wt-%).
This alloy was delivered by Alcan in the form of
3?2 mm plates. The material was solution treated,
quenched, stretched (2%) and aged at room temperature.
The base material hardness is 137 HV.
The welding experiments were performed at the

University of Louvain-La-Neuve for the European
program DEEPWELD using a HERMELE 3 axis
numerically controlled milling machine (UWF 1001 H)
under displacement control. The dimension of the
workpieces was 630645063?2 mm (L6W6H). The
advancing and rotational speeds were continuously
measured and prescribed by the controller of the milling
machine. For the present study, the rotational speed was
maintained constant at 400 rev min21, and two advan-
cing rates of 100 mm min21 (low welding rate) and
400 mm min21 (high welding rate) were chosen.
Temperature profiles were recorded during welding with
type K 0?5 mm diameter thermocouples introduced at
midthickness of the plates, at 8?9, 10, 12, 14 and 16 mm
from the weld centreline. The 1 kg Vickers hardness
values were measured 2 weeks after welding with a
Zwick 3202 machine at intervals of 1 mm along the
transverse section and at 2 mm from the top surface.
The loading time was 30 s.
Isothermal treatments were also carried out to

calibrate the hardness–microstructure relations. Each
sample was immerged in a salt bath at temperatures
ranging from 200 to 500uC for periods ranging from 2 s
to 17 h. The samples were then water quenched.
Immediately afterwards, the surface was polished, and
about five hardness measurements HV1 were performed
at room temperature on each sample.

Models and validation

As outlined above, modelling the hardness of friction
stir welded alloys usually requires two steps: first, a
calculation of the temperature field as a function of the
tool advancing and rotating speeds and, second, a
simulation of the precipitation evolution, from these
temperature inputs, to ultimately predict the alloy
strength.
It is important that the temperature field should be

provided for a material element that follows a material
trajectory throughout the FSW process. Based on a
previous work,12 the model used here to predict the
temperature field around the pin does exactly this. The
originality of the model relates to the decomposition of
the material flow generated during the process by
means of velocity fields classically used in fluid
mechanics. The bulk material flows around the pin, so
this flow could be well approximated by the classical
circumventing velocity field defined for perfect fluids. In
addition, the bulk material is dragged vertically by the

thread of the probe. This movement is described by a

vortex velocity field. Finally, the shoulder shears the

material in the subsurface zones, creating a region of

the weld called the ‘flow arm zone’. In this region, the

material flow is described by a torsion velocity field.

These velocity fields can be expressed in analytical form

to substantially reduce the computation times, except

for the ‘vortex-like’ velocity field calculated by a finite

element method. Using an analytical expression for the

material constitutive law, it is possible to express

the heat generated by the plastic strain. By adding the

relevant boundary conditions, one can then resolve

the classical heat equation. The model used to predict

the temperature field is a more advanced version

than the one previously described in Ref. 12, where

the process is considered adiabatic. It differs by taking

into account both heat diffusion and the heat produced

by the shoulder. In particular, the surface metal is

assumed to stick to the pin shoulder so that heat

production results from the shearing strain in the

subsurface of the shoulder. This is different from

the previous method adopted in Ref. 12, which used

the method of Midling and Grong.15

The temperature cycles simulated by the model and

measured by the thermocouples are indicated on Fig. 1

for the two welding cases. The temperature measure-

ments using thermocouples located near the weld zone

during these high strain processes are somewhat

uncertain: for example, the thermocouples nearest to

the stir zone, at 8?9 and 10 mm on the advancing and

retreating sides respectively for the welding case

100 mm min21 and 400 rev min21, moved during weld-

ing. Therefore, it was not possible to get accurate

measurements at these positions, but the other tempera-

ture cycles are quite reliable. The temperatures are

slightly higher on the advancing side than in the

retreating side. The heat production mainly depends

on the plastic strain, which is greater on the advancing

side because the material flow and the rotating speed are

in opposite directions, so increasing the material shear.

As usual, most of the work of plastic deformation is

dissipated as heat.

On the advancing side, the temperatures are predicted

with an error of ,20uC. On the retreating side, the

errors are greater, and the simulations significantly

overestimate the maximum temperatures. One of the

specific problems encountered here is that after welding,

the simulation tends to cool the material faster than in

reality. This is due to the small spatial dimension of the

thermomechanical model, required to be manageable by

a normal computer. If the system was bigger, one could

probably allow the FSW zone to act like a stronger heat

source and so reduce the overcooling by the rest of the

sheet.

One may argue that an overestimation of temperature

by only 20uC could have strong effects, since above

roughly 350uC, the microstructure is very sensitive to

very small changes in temperature. This apparent

overestimation of temperature should be qualified by

two points. The first point, as noted above, is that the

simulation predicts shorter periods at high temperatures

than in practice, so that to reach a certain level of

microstructure change, higher temperature cycles are

needed. The second point stems from the fact that only

temperature cycles undergone by material elements are
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a retreating side, 100 mm min21; b advancing side, 100 mm min21; c retreating side, 400 mm min21; d advancing side,

400 mm min21

1 Measured (dotted lines) and predicted (solid lines) thermal cycles using analytical heat flow model developed

internally12 at different distances from weld centreline in 2024 Al alloy friction stir welded at 400 rev min21
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relevant to predict microstructure changes, and obtain-

ing these experimental data is nearly impossible.

Figure 2 shows typical heat cycles for material elements

in the important zones, the nugget, the thermomecha-

nically affected zone (TMAZ) and the heat affected zone

(HAZ) on the advancing side. This is the type of data

used for the precipitation model and is obtained by

registering the temperature of a material element going

through the predicted temperature field. Therefore, any

error made in the estimated velocity field results in errors

in the temperature cycle. Only qualitative agreement has

been obtained between the simulated velocity fields and

marker studies, which therefore only validate the main

aspects of material flow during the process.16 No

quantitative comparisons are available to really evaluate

the discrepancy between the experimental and estimated

velocity fields and how this uncertainty influences the

real temperature cycles.

The model of precipitation in 2xxx aluminium alloys

developed by Kahn and Starink13 has been adopted for

the most part. Only the interfacial energy for S phase

and the relation between the yield strength and hardness

were modified. This model is also based on the

Kampman and Wagner framework8 and describes the

nucleation, growth and coarsening rates of precipitates

and calculates the particle size distribution evolution

during discrete time steps. Classical nucleation and

growth theory is used for the formation, growth and

dissolution of particles, assuming that changes in

particle size are governed by the diffusion rate of solute

to or from the particle/matrix interface. The matrix

composition is determined after each time step using a

mean field approach.

Following classical nucleation theory, the nuclei form

as a result of localised compositional fluctuations that

occur statistically within the supersaturated matrix.

Provided that the incubation period can be neglected,

the homogeneous nucleation rate J is conveniently

expressed as17

J~N0Zb
� exp {

4pcr2c
3kBT

� �

(1)

where c is the interfacial energy, N0 is the number of

nucleation sites per unit volume, Z is the Zeldovich non-

equilibrium factor (generally taken as 0?05), b* is the

rate of atomic attachment to a growing nucleus, kB is the
Boltzmann factor and T is the temperature. The
parameter rc is the critical radius for nucleus formation,
i.e. the radius for which the nucleus growth rate is zero.

In the model, the growth rate of precipitates dr/dt is
evaluated by18

dr~
D

r

C{Ci

Cb{Ci

dt (2)

where Cb is the solute concentration in the precipitates,
D is the diffusion coefficient, r is the precipitate radius
and Ci is the temperature dependent solute concentra-
tion at the precipitate/matrix interface.

As the size distribution of precipitates is discretised,
coarsening arises naturally in the model when the
growth of bigger precipitates decreases the mean solute
concentration below the solute concentration at the
precipitate/matrix interface of the smaller precipitates,
resulting in the dissolution of the latter.

This general framework needs to be adapted for each
alloy family. In aluminium alloys such as AA 2024 with
a Cu/Mg atomic ratio close to one, the structures and
chemistry of some (pre-) precipitates appearing during
aging is controversial. Khan and Starink13 adopted a
sequence of precipitation with one metastable phase,
named coclusters, and the stable phase relevant to this
type of alloy, the S phase (Al2CuMg)

ass?Cu{Mg co-clusters?S phase precipitates

This precipitation sequence is consistent with the two-stage
strengthening observed in this alloy with the initial stage
attributed to strengthening by the Cu/Mg coclusters and
the later stage attributed to strengthening by the S phase
precipitates. Moreover, the shape of S phase is approxi-
mated by rods with constant aspect ratio of 10 between the
length and the cross-sectional radius of the precipitates.

The Kampman and Wagner numerical framework
has been applied here to S phase. The coclusters were
treated with a mean radius approach described by
Deschamps and Brechet.19 This method of simulta-
neously treating both types of precipitates differs from
that of Khan and Starink13 who assume that heating
immediately dissolves any coclusters initially present.
However, and like Ref. 13, it is assumed that the
coclusters form easily at room temperature so that all
solutes not taken up by S phase will form coclusters,
after heat treatment, up to an amount determined by
their equilibrium solvus.

The challenging part of the modelling is the interfacial
energy of the S phase. Generally, for 6xxx and 7xxx
aluminium alloys, a constant interfacial energy is
sufficient9,10 to accurately predict the evolution of the
mean radius and of the volume fraction. However, for
other cases of precipitation, a more sophisticated
dependence of interfacial energy is required. For
example, it can depend on the radius as in the
precipitation of Al3Sc,

20 or g phase.21 In the case of
2xxx aluminium alloys, the interfacial energy is a
particularly acute problem. Thus, a constant value of
the interfacial energy does not lead to the observed near
constant peak strength during isothermal treatments.
This incompatibility is due to the fact that if the
interfacial energy is constant, the predicted strength
values should increase significantly at lower tempera-
tures due to an increase in the number of precipitates.

2 Heat cycles for material elements in important zones of

friction stir welded joint: nugget, TMAZ and HAZ taken

from peak hardness position
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To introduce an improved temperature dependence in

the nucleation rate, Khan and Starink13 chose to include

a temperature dependence of the interfacial energy for

nucleation cn5cn,02aT3. However, for the later coarsen-

ing regime, these authors found that this interfacial

energy was so small that it creates a long delay between

nucleation/growth and coarsening. The solution they

adopted to avoid this delay time was to abruptly raise

the interfacial energy, by a fitting constant Dc, when the

nucleation rate became zero.

In the present model, the authors have followed this

method of varying the interfacial energy but encoun-

tered numerical instabilities at high temperatures (about

400–500uC), related to precipitate instabilities. To solve

this problem, the authors chose to increase the stability

of the S phase by slightly decreasing its solubility

according to the relation

Ceq~707|103 mol m{3 exp {
38:2 kJ mol{1

RT

!

(3)

The expression for the interfacial energy was established

by fitting the interfacial energy for each temperature, so

that the simulated hardness evolution was close to the

experimental values for a simple isothermal heat

treatment. The latter consisted of heating samples of

2024-T3 in a salt bath for different times at 250–400uC

(roughly the temperature range of FSW) and then

quenching them before an immediate hardness measure-

ment. The interfacial energy for nucleation was subse-

quently taken in a form slightly different from that of

Khan and Starink as

cn~{9:2020|10{3
z4:9778|10{4T{6:0|10{7T2 (4)

where cn is in J m22 and T is in K. Dc was fitted to

0?2 J m22. In addition, the interfacial energy for

coclusters was taken as 2 mJ m22, and their solvus

was defined according to the relation

Ceq~100|103 mol m{3 exp {
18 kJ mol{1

RT

!

(5)

The copper content in the coclusters was taken as 10%.13

Khan and Starink11 also applied a precipitation

hardening model to calculate the yield strength from

the microstructural parameters. Following this model,

the critical resolved shear stress (CRSS) due to

coclusters Dtcl and S phase DtS is given by

Dtcl~
Dm

4p 2ð Þ1=2
f
1=2
cl (6)

DtS~

1:4
0:112mAlb

2er
ln

1:316er
r0

� �

f
1=2
S z0:94 fSz2:44 f

3=2
S

� �

(7)

where Dm is the difference in the shear modulus of the

matrix and the coclusters, fcl and fS are the volume

fraction of coclusters and S phase, mAl is the shear

modulus of aluminium, b is the magnitude of the

Burgers vector and r0 is the inner cutoff radius for the

Burgers dislocation line generally considered equal to b.

The total CRSS of the grains is evaluated using the

following formula

Dttot~Dtssz Dt2clzDt2S
� �1=2

(8)

where Dtss is the increase in the CRSS of the grains due

to the solute of the matrix, given by Dtss5kssc, where the

constant kss524?5 MPa at-%21. The total CRSS is then

converted to yield strength by the linear function

sy~sGBzMDtss (9)

where sGB is a grain boundary strengthening

(sGB552 MPa), and the average Taylor factor M is

taken as 2?6.

3 Experimental (dotted line) and simulated (continuous

line) hardness evolution during isothermal treatments

in salt bath applied to AA 2024-T3

4 Experimental (dotted line) and simulated (continuous line) hardness profiles obtained on cross-section of AA 2024-T3

friction stir weld at 400 rev min21 at rates of a 400 mm min21 and b 100 mm min21
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Following a series of tensile tests on small specimens

of this alloy by Genevois,22 the following relation
between yield strength s (MPa) and the Vickers

hardness HV was adopted

s~3:6774HV{183:25 (10)

This relationship has been shown to be valid over a

range between 110 and 160 HV.

Figure 3 presents the hardness evolution of the aged

AA 2024-T3 for each temperature as a function of time.
Around the peak strength, the evolutions are in good

agreement, except for the 400uC series, where the

simulated hardness values are systematically lower than
the experimental ones by y10 HV.

Finally, a separate validation test was carried out
using the same model parameters to simulate a

differential scanning calorimetry (DSC) heating curve

of 2024-T3.23 This is a critical test of the model

thermodynamic and kinetic parameters, particularly
the interfacial energy, since the heat evolution during a

DSC experiment essentially depends on precipitation

and dissolution rates. The good agreement between
simulated and experimental DSC curves at 20uC min21

confirms that this model, despite its approximations, is

capable of predicting precipitation/dissolution kinetics

under non-isothermal conditions.

Results and discussion

For each material element across the joint, the tempera-

ture cycle is evaluated according to the thermomechanical

model outlined above and then the quantitative pre-
cipitation behaviour of each element modelled from the

temperature cycle. Using the simulated precipitate

volume fraction, size and number density, it is then

possible to predict the hardness profile. The resulting
simulated and experimental hardness profiles are drawn

in Fig. 4 for both welding conditions. First, it is clear that

the general form of the spatial variations of hardness is
quite well predicted by the model. Going from the base

metal to the nugget centre, there is first a hardness peak at

about 210 mm, then a hardness minimum around
25 mm and finally a recovery towards the base metal

value in the nugget. This is the typical experimental

behaviour of this alloy.14,24 There is quite satisfactory

quantitative agreement for the model and experimental
hardness values developed at the higher welding rate, but

the lower welding rate condition exhibits significantly

greater hardness variations than expected. These two
cases are discussed in more detail below.

For positions far away from the weld centre, the
simulated hardness is lower than the experimental ones

by y6 HV. Despite many efforts, it was difficult to

adapt a strengthening model, which exactly predicts the

hardness of the base metal. After the higher welding
rate, there is a small drop in hardness between 214 and

212 mm, which is due to the partial dissolution of

coclusters present in the base material and reveals the
beginning of the heat affected zone. At these positions,

the material undergoes a weld thermal treatment whose

peak temperature is estimated at 200uC,12 which is

sufficient to dissolve partially the initial coclusters. No S
phase is generally observed after welding for this region,

so all solute released by the partial dissolution may

reform coclusters, and the hardness will be close to the

base metal value. However, no rehardening is observed.

There can be two possibilities to explain this: one

possibility is that the solid solution enrichment is too

limited to enable the formation of coclusters and the

second is that the lack of quenched in vacancies slows

down the reprecipitation of coclusters. In the precipita-

tion model, after the welding, the equilibrium volume

fraction of coclusters was calculated at room tempera-

ture. This explains why the drop in hardness is not

reproduced.

The increase in hardness between 210 and 27 mm is

explained by the precipitation of small S precipitates.14,24

The simulated peak hardness is narrower and lower than

the experimental one, but the position is well reproduced.

a hardness; b mean midthickness and volume fraction

of S precipitates; c volume fraction of coclusters

5 Hardness and microstructural features of FSW joint

from T3 initial condition: note that for comparison,

cocluster volume fractions have been adjusted to

Al2CuMg composition assumed by Genevois et al.
14
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The more pronounced drop in hardness appearing at

25 and 23 mm is related to coarsening of the

strengthening precipitates. Generally, this drop in hard-

ness reveals the TMAZ, a region specific to FSW. At the

lower welding rate, the weld temperatures are generally

higher but the cooling rates are lower, roughly by a

factor of 3 (Fig. 1). The lower cooling rate probably

does not retain a high temperature vacancy concentra-

tion so that room temperature aging can be significantly

retarded. The very high hardness drop to ,110 HV at

about 25 mm is tentatively attributed to the absence of

room temperature aging. It seems that waiting for

2 weeks after welding is not enough for complete aging

for this case of welding. For the higher welding rate, the

hardness minimums are predicted further away from the

weld centre than the experimental ones.

The weld nugget is characterised by a plateau on the

hardness curve, close to the base metal value. The

welding cycle dissolves any precipitates present in the

base material and, during the cooling cycle, some coarse

precipitates appear, so decreasing the available solute

for precipitation during ageing. This explains why the

hardness in the weld nugget is slightly lower than that in

the base metal. The plateau in the simulated hardness of

the weld nuggets begins at the same distance as that of

the experimental one.

The precipitation model predicts the mean radius, the

volume fraction of the S phase and the volume fraction

of coclusters across the welds. Their evolutions for the

retreating side are given in Fig. 5. These values can be

compared to the ones measured in a friction stir welded

2024-T3 by Genevois et al.14 and which are summarised

in Table 1. The volume fraction was measured by a

combination of DSC and small angle X-ray scattering

(SAXS) techniques and the precipitate size by combining

TEM and SAXS. It should be pointed out that the weld

examined by Genevois was made with slightly different

conditions (an advancing speed of 100 mm min21 and a

rotating speed of 800 rev min21). These experimental

microstructures were therefore compared with the

authors’ simulations for the welded joint with the closest

conditions: 100 mm min21 and 400 rev min21. Despite

the higher experimental welding rate, the hardness

values in the different regions of the weld are close,

only the positions of the maximum and minimum are

displaced. One can therefore expect the simulated

microstructures to be similar to the measured ones.

According to Ref. 14, the HAZ of a 2024-T351 friction

stir welded exhibits a strong microstructure gradient,

here divided into three parts: partial dissolution, peak
strength named HAZ peak and the drop in hardness
(HAZ drop). Only the latter two parts are assessed in
terms of the simulated hardness profile because of the
authors’ inability to reproduce the partial dissolution of
coclusters.
In Table 1, it is seen that the simulated volume

fraction of coclusters in the base metal is close to, but
slightly higher than, that of the experimental ones, the
difference being attributed to the fact that the simulation
gives the equilibrium quantities. In the HAZ peak, as
already pointed out, the decrease in the volume fraction
of coclusters is underestimated due to kinetic factors.
However, the evolution of the S phase in the HAZ peak
is in agreement with the experiment, although the
thickness of the simulated S precipitate is slightly
greater. In the HAZ drop, the simulated volume fraction
of coclusters is 2% higher than that of the experimental
one as in the base material zone. The simulated
evolution of the volume fraction of S phase is less than
the experimental one, and the simulated thickness is
twice the experimental value.
In the TMAZ, the simulated volume fraction and

mean radius of S phase are in good agreement with the
experimental ones. The volume fraction of coclusters
increases by roughly 3%, whereas the experimental one
increases by 2%.
From the border of the weld nugget, the experimental

volume fraction of coclusters increases sharply to reach
the volume fraction level at the centre of the nugget,
whereas the simulated volume fraction already reaches
this level at the end of the TMAZ. The simulated volume
fraction of S phase matches quite well with that of the
experimental ones. The simulated mean radius is largely
underevaluated. Precipitates thicker than 100 nm have
also been observed in the weld nugget.25 One explana-
tion is that the thermomechanical model cools down the
weld more rapidly than in practice so that the
precipitates do not have time to grow. This under-
evaluation of the thickness does not really have a great
influence on the hardness. If the simulated thickness had
the experimental value, the hardness would only
decrease by 5 HV. The small influence of an error in
the mean radius is due to the relatively low value of the
volume fraction.

Conclusions

The FSW process for 2xxx aluminium alloys has been
completely modelled using a thermomechanical and a

Table 1 Summary of microstructure measurements made by Genevois et al.
14 for retreating side of 2024-T3 friction stir

weld and comparison with simulated microstructures*

Weld regions Nature of the precipitates

Volume fraction, % Average thickness, nm

SAXS/DSC Simulation TEM/SAXS Simulation

Base metal Coclusters 5 7 … …
HAZ peak Coclusters 4.8–1 6–3 … …

S phase 0–3 1–4 8 8–16

HAZ drop Coclusters y1 y3 … …

S phase 3.2–4 y4 8–11 16–20

TMAZ Coclusters 1–2.8 3–5.8 … …

S phase 4–3 4–1.8 11–30 20–34

Nugget Coclusters 3.75 5.8 … …

S phase 1 1.2 Up to 62 14

*For comparison, the cocluster volume fractions have been adjusted to the Al2CuMg composition assumed by Ref. 14.
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precipitation model. With these two models, it is
possible to simulate the hardness profile and the
evolution of relevant parameters of the strengthening
precipitates across the welds. The simulations have been
compared to the experimental hardness measurements.
The positions of the minimum and maximum peaks of
the hardness profiles are well reproduced. However, the
simulated variation in hardness is less than that in the
experimental one: the maximum is not as high and
the minimum not as low. The simulated microstructures
have also been compared to experimental values of
precipitate size and volume fraction measured on FSW
welds of the same alloy by Genevois et al.14 Generally,
the microstructure is well reproduced, except for the
weld nugget where the mean radius of the S phase is
underestimated because of a higher cooling rate in the
thermomechanical model.
A number of improvements to the current models can

be made. The first is to better simulate the heating cycles
during FSW; an improved model of FSW based on the
current semi-analytical method is presently being
completed.26 Another would be its extension to other
alloy systems. The present metallurgical model is limited
to Al–Cu–Mg alloys with a Cu/Mg atomic ratio close to
one. Based on the present work, it is quite feasible to
explore the effect of modifying the alloy composition on
the hardness profile across the welds. Such a tool could
be useful to optimise the weld properties. Finally, a
natural continuation of this work is to simulate the
overall mechanical behaviour of the weld by predicting
the strain hardening in each region of the weld. It could
also be useful to predict the necking location.
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comportement mécanique résultant’, PhD thesis, Institut National

Poytechnique de Grenoble, Grenoble, France, 2004.

23. E. Hersent, J. H. Driver and D. Piot: Scr. Mater., 2010, 62, 455–

457.

24. M. J. Jones, P. Heurtier, C. Desrayaud, F. Montheillet,

D. Allehaux and J. H. Driver: Scr. Mater., 2005, 52, 693–697.

25. P. Heurtier: ‘Etude et simulation de soudures obtenues par procédé
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