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Abstract: This paper is about control design for timed donbus Petri nets that are
described as piecewise affine systems. In thiseggrthe marking vector is considered as the
state space vector, weighted marking of place $alme defined as the model outputs, and
the model inputs correspond to multiplicative cohtictions that slow down the firing rate of
some controllable transitions. Structural and fuactl sensitivity of the outputs with respect
to the inputs are discussed in terms of Petri nBt&n, gradient-based controllers (GBC) are
developed in order to adapt the control actiongha controllable transitions according to

desired trajectories of the outputs.

1. Introduction

Petri nets (PN) are useful for the study of disemtent systems (DES) and hybrid dynamical
systems (HDS) (Cassandras 1993, Zayt@inal. 1998) because they combine, in a
comprehensive way, intuitive graphical represeotetiand powerful analytic expressions. As
a consequence, a lot of results based on PN thearg been established for the control
design of DES and HDS. One of the most famous a@gbes concerns the supervisory
control where the system and the controller aresiciemed both as DES (Giua and DiCesare
1994).

Continuous approaches with continuous flow modeld eontinuous PN have been also
investigated (David and Alla 2004, Silva and Reeal)02). The motivation to introduce
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continuous PN are to model the continuous part BISHand to work out a continuous
approximation of DES in order to avoid the compigxssociated to the exponential growth
of states. Such models have been proved to bebkuita represent the substance level of
general semantic models (Zhang and van Lutter28lt1) for control and resilience issues. A
complete discussion about methods, advantagesraitdtions of continuous approximations
of DES can be found in (Silva and Recalde 20024200r deterministic systems and in
(Lefebvre 2012, Lefebvre and Leclercq 2012, Vasouex Silva, 2012) for stochastic ones.
Flow control design (Lefebvre 1999, Silva and ReeaR004) have been developed with
timed continuous PN (contPN). In particular, coliéality and steady states have been
characterized (Jimene# al. 2005, Mahuleat al. 2008, Vasqueet al. 2008) and recently,
optimal controls have been investigated. Model ioted control (Giuaet al. 2006, Mahulea
et al 2008b, Julvez and Boel 2010), constrained feddbantrol (Karaet al. 2009, Vazquez
and Silva 2009) and linear programming combinechveibsed loop strategies (Apaydin-
Ozkanet al. 2011) have also been designed. Finally the patieotion/off controllers and of
distributed control design has been discussed (Véaat) 2013). The domains of application
are at first manufacturing and traffic systems @etral. 2009, Julvez and Boel 2010, Wang
et al. 2013), but computer science and some other donaagnalso concerned. In the domain
of manufacturing systems, Kagaal (2009) applied constrained feedback control $avgple
manufacturing process. Waeg al (2011, 2013) performed a decentralized on/offtrdrio

an assembly line with three types of product whach assembled to result in one final
product. Apaydin-Ozkaret al (2011) controlled a flexible manufacturing syst¢fgMS).
Tuncel (2012) also studied FMS with colored Peg¢tisn Chen and Li (2012) investigated the
optimal structure of Petri net supervisor for FM#l &hen (2012) exploited colored Petri net
to control a RFID based FMS. Lee and Jeong (20btyded on the control of shared
machines by using Petri nets. Some special sessioresent congresses IEEE SMC 2008,
WODES 2012... and special issues of journals haea Ipublished on the same subject (Zhou
and Li, 2010). Other applications of control usthifferent kinds of Petri nets may also be
found. In particular, Ross-Leat al (2012) exploited contPN models for metabolic ayst.
Zhanget al.(2011) performed a review on Petri net applicafmrsupply chain management.
Tolbaet al. (2005) investigated continuous PN for the trafégulation.

In this paper, controllers inspired from artificialtelligence and adaptation algorithms
(Widrow and Lehr 1990, Thomas 1997) are proposadctmtPN. They are based on
sensitivity functions (Lefebvre and Delherm 200®02). For this purpose, contPN are

described as piecewise affine models. The systetputsuare defined as the marking of
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subsets of places, and the system inputs corresfmordntrol actions that slow down the
firing rate of the controllable transitions. The imaontributions are to investigate the
sensitivity of the PN model from both structuraldafunctional points of view. Such
characterizations are used in a systematic waycdotrol issues. Structural sensitivity is
helpful to select the transition to control. Thesgnsitivity functions are computed and
consequently gradient-based controllers (GBC) aopgsed that slow down the firing rates
of the controllable transitions so that the outpgusk reference trajectories. To the best of
our knowledge, this class of controllers has nanbget investigated. The advantage of the
GBC is the systematic numerical implementationnhadti-inputs and multi-outputs (MIMO)
models of DES and HDS. The usual discussion akiowttaral properties of PN (join-free,
choice free, consistency, conservativeness, armahyds replaced by the sensitivity analysis
that has an intuitive meaning for control issues.

The paper is divided into 5 sections. The sectiaa @bout PN and contPN. The section 3
concerns the structural analysis that provides ulisefsults concerning output structural
sensitivity. The section 4 is about the design &GS Various examples of contPN are
proposed in section 5 in order to discuss the pegpassults and to compare GBC with

proportional - integral, on/off controllers and neb@redictive controller.

2. Petri nets

A marked Petri net (PN) with places andj transitions is defined asR; T, Weg, Weo, M| >
whereP={P}i-1,...
Weg = (WR) O (29 " *Yis the pre-incidence matrix avbo = (W) 0 (Z*) " *%is the post-
incidence matrix wher@” is defined as the set of non-negative integer rumbThe PN
incidence matriXW is defined asV = Wpo — Weg O (Z7) " % Let us also defin®l = (m) O

qis a set of transitions, such tlian T = [J.

(Z") "as the marking vector amd, [ (Z*) " as the initial marking vectofT; (respT; °) stands
for the pre-set (resp. post-set) placéd;. When two transitiong; and Ty have a common
place in the pre-set, the PN presents a structaralict. The conflict is an effective one if

there are not enough tokens in the common platieetboth transitions.

2.1. Timed continuous Petri nets

Timed continuous PN under infinite server semaniicsntPN) provide a continuous
approximation of DES behaviour (David and Alla 204 marked contPN is defined as <
PN, Xnax> where PN is a marked Petri net afighy = diagXmax j) [ (R™) %is the matrix of

maximal transition firing rates witR" the set of non-negative real numbers. The marking
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m(t) of each placé;, i = 1,...,n,at timet has a non-negative real value and each transition
firing is a continuous flow in contPN. Let us defX(t) = (x(t)) O (R") “as the firing rate (i.e.
flow) vector at timet which continuously depends on the marking of tteeg@é according to

equations (1) and (2):

Xj = Xmaxj Hj (1) 1)
with:

— in | M
H;(t) = Pir[[ﬂ"rﬁ ( we j @

The marking variation is given by the differentigbtem (3):

MO _\y x (1)
dt ' (3)
M (0) = M,

Due to the function « min » in the expression ef émabling degree (2), contPN are not linear
but piecewise linear systems (Lefebeteal. 2003, Silva and Recalde 2004). Let us introduce
the critical place(s) for transitiofj at timet as the place($)« such thak correspond(s) to the
value(s) of the indekfor which the quantity of tokens(t) / \/\fRi,- is minimal for allP; I °T;.

Let us notice that a transition may have severatal places. For each markimd(t) a single

critical place is selected with tlggfunctionsf;:
OToT, f. RH" - {1,...03
M(t) - fi(M(t)) = min {i such thatm(t) = £4(t).w;} 4)

Function “min” is used in (4) to select a uniquagd (the one with smallest index) in the set
of critical places. This place is noteg(t) in the following. According to the functioris the
set of reachable markings is partitioned into @dinumberK of regionsAy with K < {| °Tj|,
j = 1,...0). Each regiomA, is characterised by a constraint matix= (%) O (R")**" with,
wherea?; = 1IW°R; if i = f;(M(t)) anda%; = 0 otherwise (Lefebvre 2011). As a consequence,

contPN are piecewise-affine hybrid systems witmedr expression in each regidg:

O M(t) O Ag, dME)/dt = W XnaeAg M(t) (5)
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From a behavioural point of view, several phasesuo@n the marking trajectories. Each

phase is active in a particular regidp or PN configuration (Mahuleet al. 2008).

2.2. An introductive example

ContPN can be extended with non linear firing sgesad enlarged with discrete places and
transitions to approximate DES or HDS (Baldugtial. 2000, Zaytoonet al. 1998) as
illustrated with the example in figure 1, modelledh the hybrid PN in figure 2.

#V—W
Ny 777777777 Pipe E
Tank 1 A Tank 2
hi| 5. 4 F---=----- N
v Pipe A 2

¥

Figure 1: Two-tank system (system A)
[Insert figure 1 here]

The placed?; andP, are continuous and the markinggs andm, stand respectively for the

height of liquid in both tanks 1 and 2y(t) > my(t) for all t = 0) according to (6):

S-m=x3- %3 - x()
S,-m(9= %)+ x()- x%() (6)

whereS, andS; stand for the sections of tanks 1 and 2 (for satiohsS, = S, = 0.0154 ).
The initial marking vector of the continuous pafrttte model isM, = (0, 0. The transitions
T, to T4 are continuous and their firings represent thatijow (x;), the output flow X,) and
the flows through the pipes Az} and B &s) according to (7):

% (t) =D
X, (1) = /() = m( Y
%,(t) = a/sup (t),h)- supm ¢).h; (7)

X, (1) = @/ My(1)
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whereD, a,, as,a, andh are related to the system specifications (for sitmhsa, = a3 = a,
=1.6.10* m*2s?, D = 1.10" m*®.s* andh = 0.5m).

The discrete part of the PN (i.e. pladgsandP, and transitiond’s and Tg) stands for the
controller. A token inP3 means that valv&/ is open and/; is closed. On the contrary, a
token inP4 means that valv¥; is open and/; is closed. The arcs frofy to Ts and fromP,

to Te are test arcs (the value of the plaPesindP- is not changed by firing the transitions
andTs). The goal of the controller is to op¥hand close/, whenmy(t) < y**(t) and to open
V., and closeV; whenmy(t) > Y5 (t), wherey™5(t) andy™®S(t) are the desired trajectories for
my(t) and my(t) that satisfyy™S(t) = y**S(t). Wheny®®S(t) andy*®S(t) have constant values,
this discrete control design results in a cyclibdegour. In section 4, we propose to replace
the discrete controller (figure 16) with a GBC (fig 15) useful to reach desired levels or to

track reference trajectories.

Figure 2: Hybrid PN of the two-tank system

[Insert figure 2 here]

2.3. Controlled timed continuous Petri nets

For control issues, the set of transitidnss divided into 2 disjoint subselg, and Tyc such
that T=Tc O Tne. Tc is the subset of thel controllable transitions, andnc is the
uncontrollable transitions subset with cardigad. A particular case is given by =T and
Tne =, but in many cases, not all transitions are colatioté. For instance, the transitiofis
andTs in figure 2 correspond to the flows through thegsi A and B that are not controllable
in the sense that these pipes have no valve.

Control actions are introduced for contPN accordm@ reduction in the flow through the
transitions (Jimeneet al. 2005). Such control actions can be interpretesi@sing down the
server activities in the considered systems. Miidtpive and additive control actions have
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been introduced and discussed. Both approachesjuate equivalent (Silva and Recalde
2004) and in this paper multiplicative control aos are considered.

Let us introduce(t) = (ui(t)) O (R") Ywith 0< yi(t) < 1 forT O T andu;(t) = 1 forT O Tne

as the contPN inputvector at timet. The proposed control actions slow down the flow

through the controllable transitions and do notngjeathe firing rates of uncontrollable

(8):

Xcj(t) = Xmax j U(t). 44 (t) (8)
The output vectol'(t) = Q.M(t) O (R") ¢ is composed of a selection efsubsets of places
whose global marking is measured. For this purpeseis defineQ = (g4) 0 (R") ©* " as an
observation matrix (i.e. a projector). Each rowQ€orresponds to a weighted sum of the PN
places marking. As a consequence, marking measuateraecerns not only individual places
but also groups of places. The goal of the comrok to driveY(t) according to some
reference trajectories in the output space. Thekimgarvariation of controlled contPN is
rewritten with (9):

dM(t) _

S EW X (1)

Y ()= Q.M(t)

9)

In each regionAy and during each phase, a constant relationshiptsexietween the
components of vectorsc(t) andM(t). This relation can be expressed in scalar fornh it

functionsf;:

Xci(t) = (W 57). 4 (0-my(0), = 1....4 (10)
or in vectorial form with the constraint matrickg

O M(t) O Ag, Xc(t) = Xmaxdiag(U(t)).As.M(t) (11)

Equation (9) can be rewritten in scalar form:

dn(}t(t) - Zq: [W\i/iv':;man J'uj (t)'mfj (v, i=1,...n
. fjj (12)

y, (1) = i q,,-m(Y), a=1..e

or in vectorial form, for alM(t) O Ay:
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dM(t) _ - )
o =W . X, diag(U(t)).A M(t; (13)
Y(t)= Q.M(t)

The design of GBC for contPN includes structural Amctional aspects:

e The structural analysis is necessary to determimehninputs act on a given output. It is
useful to select the controllable transitions. écteon 3,W-sensitivity is introduced and
structural analysis is discussed.

* The functional analysis consists in adapting theaugradient algorithm in order to drive
the contPN outputs near the desired marking. Iiged!, sensitivity functions are

defined and worked out to design GBC.

3. Structural analysis

The structural analysis provides qualitative resulseful to study the controllability of PN
models (David and Alla 2004).

3.1. W-sensitivity

This section concerns the structural sensitivigfemred asN-sensitivity in the following, of
the outputs with respect to (wrt) the variationstled PN inputs. Th&\-sensitivity depends
only on the structure of the PN models and providesditions that are required for the
control design of PN and that will be used in sectd. This study is based on thé
sensitivity of the places and transitions wrt th¢ fiting conditions (Lefebvre and Delherm
2003, 2007).

Definition 3.1: The nodeN (i.e. transitionT; O T or placeP; O P) is W-sensitive wrt the
transition T, O T if the firings of T, could influence the variable attached No(i.e. the
markingm of placeP; or the firingx; of transitionT;). In this case there exists a causality

relationship from transitioifi, to nodeN.

The W-sensitivity of the outputs wrt the variations dfet PN inputs is defined as a

consequence.



Submission to International Journal of SystemeBm 9

Definition 3.2: For any controllable transitiorls,lJ Tc and any outpuy,, the ouputy, is W-
sensitivewrt the inputu, if a variation ofu, could influence at least the marking of one place

in the subset of places correspondingto

If yo is W-sensitivewrt the inputu, there exists a causality relationship from inputio output
Yo The causality relationships can be worked out whih pre and post incidence matrices,

according to the theorem 3.1.

Theorem 3.1 The outputy, is W-sensitivewrt the inputu, if and only if there exists an

integerr O [0, min(n, g)] such that equation (14) holds:

Co Q((We + W )-(We ) ) (Wt W, )20 (14)

with B, = (b ) O {0, 1}% such that/; =0 if y= jandb’, =1, C, = (c% ) U {0, 1}° such that

c% =0if a #jandc, = 1.

Proof: Let us first notice that a change of the firinghdibions of transitionT, yields a

deviation of the places marking neégr(i.e. °T, 0 T)) from its true value. This deviation is

likely to change the firing of the downstream titioas (CT, O T,)°). In fact, the initial

perturbation could propagate in the PN accordindpédfollowing rules (figure 3).

1) A change of the firing conditions of any traisitT, yields a deviation of th&, - input

and T, - output places marking (i.€T, O T,’) from its true value. The change could also

influence the firing conditions of any other trdiwi T; if the T; - input places (i.e’T))

marking is modified.

2) A deviation of the marking of any pla€® influences the firing conditions of thHe —

downstream transitions (i.8;°) and the marking of any pla¢®, has a structural sensitivity

wrt P, - upstream an@, - downstream transitions (i.8P, [ Py°).

The characterisation of the neighbourhood in PNltedrom the algebraic properties of the

post and pre incidence matrices:

e The position of the non-zero entries of Iﬁe:olumn INWpr (resp. inWpp) corresponds to
theT; - input places (resf; - output places).

« The position of the non-zero entries of theow in Weg (resp. inWeko) corresponds to the

Pi - downstream transitions (redp.- upstream transitions).
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« The position of the non-zero entries of ffflecolumn iNWeg + Weo (resp. thé™ row in

Wher + Who) corresponds to the places (resp. transitions)) toelx (resp.P;).

a) Sensitivity of the places near T, b) Sensitivity of T, wrt the
wrt the firing conditions of T, marking of the places near T;

C
<

c) Sensitivity of the transitions near d) Sensitivity of P, wrt the firing
P;wrt the marking of P; conditions of the transitions near P,

Figure 3: Propagation of the perturbation neawvargtransition or place
[Insert figure 3 here]

The set of places that are structurally sensitiviete firing conditions off , /T¢ is worked
out with a recursive algorithm. The position of tien-zero entries of th¢' column iNWpeg +
Weo corresponds to the places n&arThe position of the non-zero entries of fhecolumn

in (WeR)".(Whg + Who) corresponds to the downstream transitions neapléces near, The
position of the non-zero entries of th& column in PWer + Weo).(Wer)".(Whr + Weo)
corresponds to the places near the downstreamtiosmssnear the places nedy. Matrices
((Wer + Who).(WeR)")>.(Whr + Who) ... (Whr + Who).(WeR))".(Wer + Wio) are successively
computed. When the PN hasplaces andj transitions, the structural sensitivity analysis of

the places and transitions is completed in a fimitenber of steps no larger than mm(g).

The outputWV - sensitivity matrix2y is defined consequently.
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Definition 3.3: The output-sensitivity matrix is defined aSy= (dway) U {[0, min(n, g)] U
oo } ®*9with awg, given by equation (15):

min_— {C.QU((We + VWo)- (V)T ) -( Wt W), % § (15)

@ 110, ming a)J

Oway €quals either infinity ify, is not W-sensitivewrt input u, or the number of intermediate
places in the shortest causality relationship fugito the subset of places corresponding.to
if yo is W-sensitivewrt input u, (Lefebvreet al. 2003, Lefebvre and Delherm 2007). In this
last casegwqy, is named th&V-sensitivity rank ofy, wrt u, The outpulV - sensitivity matrix
provides immediate results about the causalitytioglahips in PN, as explained in theorem
3.2

Theorem 3.2:The set of outputs (resp. rank eutputs) that ar®V - sensitive wrt input, is

given by the position of the finite entries (resmtries with value) of the ' column in
matrix 2.

The set of inputs (resp. rankr-inputs) whose firing conditions are likely to inflnce the
outputy, is given by the position of the finite entries @esntries with value) of the o™

row in matrix 2.

Proof: the proof of theorem 3.2 is obvious and resutismfdefinition 3.2 and theorem 3.1.

3.2. Examples

In order to illustrate th&V — sensitivity analysis, the following examples preposed. The
contPN B with the marking vectdd(t) = (m”o(t), m”(t), m”a(t), mu(t), mp(t), m'(t), m’a(t)"
shown in figure 4 is the model of a manufacturingcgess with 2 machinelsl; and M,
(corresponding to transitionk; and T,) in a single production line. Machines are fed by
buffers with limited capacities corresponding te Hubsets of place®{, P’1} and {P, P’2}.

The maximal capacitie€; andC, of the buffers correspond to the initial markimg(0) +
m’1(0) = C; andnmp(0) + m’,(0) = C,. Pieces enter in the system by firilg The number of
pieces that are simultaneously processed by eachingais bounded by the marking of the
placesP”o, P”1, andP”,. (i.e. an initial markingmn”;(0) = 1,i = 0,..., 2 stands for single

servers anan”;(0) > 1 stands for multi servers).
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Figure 4: contPN model of a manufacturing procegstém B)

[Insert figure 4 here]

The variations of controlled contPN (at this stafjeransition are assumed to be potentially

controllable) are written in scalar form (16) byngsthe functions; defined as in (4):

rn.L(t) = )ﬂnaXO'uo(t)' m O( D_ Xnaxl LK ) m :( ):
M, () = X U)MoY~ X ULY- ML)

m' () = G - m(} i=1,2

m". (t) = m", (0) h=0,1,2 (16)

Let us now introduce the outpugg(t) = my(t), andy,(t) = mp(t). The outputW-sensitivity

matrix is given by equation (17):

U U W

ZW(B){;’ 8 ;j ; 17)

The outputW-sensitivity matrix2w(B) shows that the marking of each output depend$ien t
firing of all transitions: the content of each imediate buffer depends of the production rate
of upstream but also downstream machines. But dieroto drive the outpuy; it is more
convenient to control transitiofy or T; (rank — Oinputs) thanT, (rank — linputs). To drive
the outputy; it is more convenient to control transitidn or T, thanT,. Table 1 provides the

outputW-sensitivity matrices of several output configuras.
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Y(t) = my(t) Y(t) = my(t) Y (1) = my(t) + my(t) Y(1) = (D), m(t)"

5, - i ] (000100
Q=(0001000)Q,=(0000100) Q=(0001100) Q= o+ o 5 1 o o
001
SystemB| (0 0 1 (1 00 (CRRY (1 0 o)
’ 0 0
SystemB'| (0 0 «) (1 009 (000 ( 10 oj

Table 1: OutpuW — sensitivity matrices for systems B and B’
[Insert table 1 here]

The investigation of the causality relationshipsuseful in order to design efficient control.
For instance, if the controller goal is to readttesired level in first intermediate buffer or to
track a desired trajectory, it is more convenientantrol the input transitiomy (w10 = 0),
than the transitio, (gw12= 1). Such a conclusion will be confirmed in sectdbon

The results obtained with the structural analyseésraore explicit with a modification of the
previous example. The system B is changed in Bhgbat the intermediate buffers, used to
store products after each operation, have an tafinapacity according to figure 5 and

equation (18):

Figure 5: contPN model of system B’

[Insert figure 5 about here]

rnl(t) = )gnaXO'uo(t)'mlo(D_ Xnaxl Uﬁ ) ml():
mz(t) = X’naxl‘ul(t)'ml(b_ XnaxZ uz( ) m 2():

m" (1) = m". (0) h=0,1,2 (18)
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The outputW-sensitivity matrix2w(B’) is given by (19):

U U W

00 ooj Y, (19)

ZW(B')Z( 100y

From this matrix, it is obvious that transiti@a can no longer be used to control the output
yi(t) = my(t): there exists no causality relationship fram to P; because of the infinite
capacity buffer represented . The W-sensitivity matrices obtained for several output
configurations must be compared with system B.

Another example of contPN is given by system Cignre 6 with the marking vectd(t) =
(ma(t), mia(t), mis(t), ma(t), m's(t), mu(t), my(t), ms(t), mu(t))". Weighted arc3, — P, andPy

— T; means that the flow of tokens that firgto P, is multiplied by 2 and the flow of tokens
that fire T; from P, is divided by 3. As previously, placés; to P’s limit the number of

simultaneous firings of the transitioilg to Ts. The outputs are defined accordingyi(t) =

my(t) + ma(t) andyz(t) = ma(t) + my(t).

P4 /£

Figure 6: Closed loop process (system C)

[Insert figure 6 here]

The controlled contPN is written in scalar form (20)
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M () = X s Ua( D + 2. X0 2 U9 1 D“{%J (9-m (3

fi11

M, (1) = Xoas Us( D+ X UL ). m { )—()3\/“.5‘21}- u ). myx

f11

(9 =[§Vm§;1}q<t).m1(t>— oz U M0

fi11

(20)

m, (9 =[%J-l&(0-m1(0— Xoaxs U )- M o( ]

fl1
Let us mention that the functiorig andfs are constant andy4(t) = ms(t) = 1. The input-
output W-sensitivity matrix (21) shows that both outpute aorrelated according to the
transitionT;. Another conclusion is that the set of transitidgs= {T4, Ts} or T¢c = {Ty, T3}

are reasonable choice to drive the outputandy, due to the difference in the sensitivity

ranks.
u1 u2 u3 u4 u:':
00101y (21)
C)=
2w (C) [O 1 01 CJ Y,

To conclude outpuiV-sensitivity is helpful to select the transitiomskte controlled wrt a set
of output configurations. This structural analysii be used in the next section to design the

setsT¢ used with GBC.

4. Control design for contPN

Flow control for contPN was investigated by sevarghors (Giuat al. 2006, Mahuleat al.
2008b, Julvez and Boel 2010, Katal. 2009, Vazquez and Silva 2009, Apaydin-Ozlkan
al. 2011,Wanget al. 2013). Such methods have provided interestingtsebut require strong
conditions concerning the transitions to control &mel places to observe. In particular, in
many existing works all transitions are usuallyuassd to be controlled. This paper focuses
on another approach based on gradient method kuif@bcontPN where all transitions are
not controllable. Gradient-based methods have b@ensively investigated for the learning
of neural networks (Widrow and Lehr 1990) and tdentification of continuous systems
(Thomas 1997) but only a few studies have concetinedybrid and discrete event systems

(Balduzziet al. 2000). This approach takes advantages on the gatipa of the gradient
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through the contPN nodes in order to minimise thadgatic instantaneous error between
desired and measured outputs by slowing down thitgcof controllable transitions.
Gradient algorithms perform the minimisation of @alar cost function that evaluates the

distance between the desired outglifit) and the system outpM(t).

4.1 Sensitivity functions

Gradient algorithms are based on the evaluatiogeasitivity functions. Such functions are
defined for contPN (definition 4.1) and their vaioa is expressed with differential equations
(theorem 4.1).

Definition 4.1: The marking sensitivity functios, (t) of the markingm wrt the inputu,, of
any transitionT, [0 T and the output sensitivity functiasy, (t) of the outputy, wrt the input

u,are defined as (22):

§,() =

om (t ay, () &

U, g, =20 =3 (q,.5,(9) 22)
14 i=1

As explained in part 2.3)(t) is constant and equal to 1 for non controllabd@gitions T U

Tne ). The variation of any scalar sensitivity funatis, (t) fori = 1,..nandy= 1,..q is

given by (23):

ds,(9 _d(am(t)|_ 9 (dm(pj:iw 0% (1)
dt dt{ ou ) oyl dt ) GV

ds, (9 _[ WX Ko
dt _{ WR ]mf (t)+2{ wWrR

fyy

d V(t) - y' ‘haxy . ax]
Sdt _(V\}I/\PR% Jmf (t)+Z( Wjé“ Juj(t).sﬁy(t)

fyy

(23)

The marking and output sensitivity vect@#) = (s,) 0 R" and 2(t) = (g,) 0 R® of marking
M(t) and outputy (t) wrt inputu, are defined from definition 4.1. Let us dend¥%, )) as the
column yin matrix W andAg(y; :) as the rowyin matrix Ag. One can remark thanf,(t)/vvp fyy
corresponds té\y( ) :).M(t) whenM(t) is in regionAy. Equation (23) is rewritten in vectorial
form and the variations of sensitivity vect@gt) and 2 (t), wrt inputu, are given for alM(t)

O Ay by equation (24):
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d
T WY LA (M W X, diag (U(D)R S (D7 =1 0

S,(0)=0 (24)
z2,(1)=Q.S (1)

All sensitivity functions and vectors are summedrupensitivity matrices:

S()=(s M1.-1$ ()= 5 (POR™ (25)

2(t)=Q.8()=(Z, ()]...I5, (t) =(a, (t) DR (26)

and(S+(t))" O R* ™9 (resp.(Zx(t))" O R**9) stands for the rowof matrix S(t) (resp. rowa of
matrix 2(t)). Each column of the sensitivity matrices corregjsoto the sensitivity of a given
variable wrt the control action for all transitioasd each row of the sensitivity matrices

corresponds to the sensitivity of all markings antputs wrt to a given input.

4.2 Discrete time approximation for numerical issus

For numerical issues, let us introduce the sampengod At and a first order approximation
of the variation equations. The sampling peridd is selected to be small enough in
comparison with the magnitude of eigenvalues of raricesW.XqaxAg, ¢ = 1,..K. In

addition, the sampling periaft satisfies (27) for all placdy [ P:

( > xm]] At<1, (27)

T,0R

such that any reachable marking with discrete traectory is non-negative (Mahueda al,
2008Db). In the followingk > O refers to the discrete time= k.4t. Equations (12) and (13)

lead to:

mi<k+1)=m(k)+m[i

j=1

Wij'Xmaxj .
WPRf__ L](k)mj(l& ) FE1l..7r
i (28)

V(K=Y g, m(K, a=1..e

For allM(K) O Ay:
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M(k+1)=(1, + AW, X, diag(U(k)).4) M(k
Y (k)= QM(k)

(29)

wherel, stands for the identity matrix of dimensiarx n. Similarly equations (24) and (23)

lead to:

5, (k+1)= $y(k)+m[v\v/'\;§“axy}.my( am(i[w&)ﬁ“ﬁ“]. u( & s ( % 1. 0y=1..

fyy =1 fij

(30)

S, (k+1)=(1, +AtW X, diag (U(K).A) S (KD tg, WE LA M(K), y=l,..q
(31)

4.3 Gradient-based controllers

For the seek of simplicity, let us first considée tcase of the single outpui(k). The
instantaneous error at instdnend at step is defined asey(k,i) = Y**/(K) - yu(k,i), where
v (k) stands for ther” desired output any,(k,i) stands for thex™ actual output obtained
from the markingvi(k) and from the input vectas(k,i):

v (ki)=3 .

3 Wi"Xmaxj
m(k)+At[Z[vi,Tj-q(K ). m (k)B, a=1,.,e

i=1 fij

U(k,i) is the updating of the input vector, at tirkgobtained after thé™ iteration of the

algorithm described below. Let us consider theasaadst functiorv,(k, i) to be minimized:

va(k,i)=%(£a(k,i))2D R* (32)

The proposed controller results from the Tayloieseexpansion of the cost functiogk, i)
in the neighbourhood af(k,i):

va(k,i+1)=va(k,i)+(av"j SU(K,i)
U=U (k)

(33)
0%V,

1 o
g ut) {au.auT

j AU (k,i)+o(|au(k,if aU(k,i))
U=U(k,)
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with dU(k,i) = U(k,i+1) - U(k,i). The optimal value of the control actions are worked

according to the stationary condition:

) =l
U (ki) = —2{ 0N, Tj {av") (34)
ouU .0U U=U (ki) U iy

under the constraints O uj(t) < 1 for T O T¢ andy(t) = 1 for T O Tne and the set3c is
determined according to th&-sensitivity. Using the sensitivity vectar,(t) introduced in

section 4.1 and worked out at titkeone can write:

ov j .
e =-2,.(k)eg, (ki) (35)
(OU U=U(k,) “
GRY J [ R J .
a = a =5, (k)Z, (k) +6., (36)
(au.auT bock) U auU’ b0 (k) - -

where the ternfll is added in order to approximate the inverse efHlessien matrix when it
is not regular or badly conditioned (Hagainal. 1995). Let us notice that second order terms
are neglected in the computation of (36) and thesiseity functions do not depend on the
iterationi: 24(K) is computed a single time for each new measureniénis, equation (34)

results in the updating rule of the controller (37)

U(K,i+1)=U(K,i)+2.(Z, (K)Z,. (K] +6.} J* 5, (k)& (Kk,i), i=0,..,N-1

(37)
U(k,0)=U(k-1)

under the constraintsOu;(t) <1 for T O Tc anduj(t) = 1 forT O Tne. A maximal number of

N iterations is considered, for each instiant order to work out the control actions in ateni
number of steps consistent with real time constaiAtcording to this truncation, we have
U(k) = U(k, N).

Let us point out two limit cases. Wheh>> 1, equation (37) corresponds to the gradient
method (Van der Smagt al.1994):

U(k,i+1):U(k,i)+§.Zw(k)ga(k,i), i=0,..,N-1. (38)
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When@<< 1, equation (37) corresponds to the Gauss-NewtohaddfThomas 1997):

U(K,i+1)=U(k,i)+2.(%,. (k). (kK] ' = (K, (K,i),i=0,..,N-1 (39)

The previous controller can be generalised in thdirautputs case, bgonsidering the error
vectorE(k,i) = Y**{k) — Y(k,i),and the scalar cost function (40):

v(k,i):%.ET(k,i).E(k,i}DR (40)
that results in the following updating rule for thentroller:

Uk, i+1)=UK,i)+2.C" K)ZK)+01 ) 5" K)EK,i),i=0,. N -
‘ (41)
U(k,0)=U (k-1)

under the constraints0u;(t) < 1 forT O T¢ anduj(t) = 1 forT [ Te.

5. Examples

In all simulations, the sampling period46 = 0.1 and the parameter &= 0.1 in order to

avoid the singularities in the Hessien approxinmati@#4).

5.1 ContPN with a single controllable transition

Let us first consider contPN B (figure 4) with idence matrices and parameters defined as in
section 3, initial marking vectdvl, = (1 1 1 0 0 3 3) maximal firing rates matriXmax =
diag(b, 4, 3@and T¢ = {To}. Figure 7 points out the influence of the outpoatrix on the
controller response: three scalar outputs are tigaedy; (t) = my(t), y=(t) = my(t) andys(t) =
my(t) + mp(t) that correspond respectively@=(0001000)Q:=(0000100) an®; =
(0001100).In all cases, the objective ofc¢batroller is to drive the output of the system
to the desired valug’® = 2 tokens. The maximal number of iterationdNis 100. For each
case, figure 7 presents the control actions farsiteon Ty, the transition flows fofTy, the
output trajectories and the output errors. Conogrrthe output matrice®; and Qs the
desired value is rapidly reached with a good aayyrédut in case of output matrig,
oscillations are observed that result from the et that tries to compensate the oscillation
around the desired value. Such an input — outpetipation is not suitable with our
approach because the marking of the unobservalaeet; is not considered in the

calculation of the input firing frequency. As a sequence, the desired level is exceeded and
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oscillations arise due to the delay between thediof To and the observation & marking.
In order to avoid the undesirable cumulative eHeaxftthe marking, the inputs and outputs of
the systems must be preferred such that the setysitank equals 0 (immediate

neighbourhood) as shown in table 1.

Control actions

Uo(t)

0_5,,,,:’:,,,‘,,,,,, RN N WO RN NN R W [ N
Q3=(ooo¢100)

Q=(0000100)»

-1

| |
| |
| |
| |
-
| |
| | | | |
| | | | |
| | | | |
| | | | |
0 1 2 3 4 5 t(TU)

Figure 7: Influence of the output matrikd= {To}, N = 100, dashed lin€); =(0001 00 0),
full line: Q;=(0000100), dotted lin@;=(0001100)

[Insert figure 7 here]
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The speed of the algorithm increases as the maxiomaber of iterations in the gradient —
based algorithm. Figure 8 illustrates the influenoéghe number of iterationsl when the
output matrix is given by); = (0 0 0 1 0 0 0). For a small number of iteragifd = 2), the
controller is not quick enough to correct the otiguior. In comparison, a large numbir=

100) compensates the slowness of the gradientitdgor

y(®
2.5

g(t)
0.1

0.05

-0.05

-0.1

Figure 8: Influence of the iterations numb&g € {To}, Q1 =(0001 00 0),
full line: N = 100, dashed liné\ = 10, dotted lineN = 2)
[Insert figure 8 here]
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5.2 Comparison with other control methods

In figures 9 and 10, GBC withc = {To}, N=100 andQ; = (000 1 1 0 0) is compared with
parallel Proportional Integral Controllers (PIC)thvK, = 10, K, = 0.2, on/off and Model
Predictive Controller (MPC) (Giuet al. 2006, Mahule&t al. 2008b) when the desired output
Is the piecewise linear function given by equati4a):

y*(t) =1, 0st< 4

- 42
yees(t) =‘sin(5_t— @‘ + 1+% R (42)

This desired input is composed of two parts: the fine corresponds to a regulation problem

during 4 TU and the second one to a tracking ommgihe last 8 TU.

Gradient-based controller
y(t) 4

8 10 t(TU) 12
y(t)

y(t) 4 T T T T T
2 i N NN
0 | | | | |
0 2 4 6 8 10 t(TU) 12
¢ MPC controller
y() 4 T T T T T
S Ot
0 : : : : :
0 2 4 6 8 10 t(TU) 12

Figure 9: Control performances comparison:
Outputs and desired output (in bold) for GBC, Ri@/off controller and MPC.

[Insert figure 9 here]

One can observed that the desired output is gipbalirectly tracked (regulation and tracking
parts). The output signal is very different in ftion of the controller choice. The PIC uses
the error signal as the input. As a consequence ctimtroller is not suitable when the error

signal presents a lot of variations. The on/off todfer is defined as a series of
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commutations. Generally speaking, the variationshefflows resulting from the GBC and
MPC are smooth comparing to those given by therotoatrollers, in particular on/off
controller. Both controllers, GBC and MPC are sanilin this example (different
performances occur according to the controlledsiteoms set (figure 10) both trajectories

(y(t) andy*®3t)) are superimposed for these two controllers.

Gradient-based controller

——yTTL

10 t(TU) 1

Xo(t) 5

N

Proportionnal Integral controller

ANV LUV

0 2 4 6 8 10 t(TU) 12
On/off controller

DAY

0 2 4 6 8 10 t(TU) 12
MPC controller

0 2 4 6 8 10 t(TU) 12

Figure 10: Control performance comparison:
Flows for GBC, PIC, on/off controller and MPC.
[Insert figure 10 here]

To compare these controllers, MSE are computedhferregulation problem and for the
tracking one. The MSE is defined by (43):

|7}

MSE= LS (v XN (F T e (43)

2 1 4
wheret; andt, define either the regulation time interval € 0,t, = 3.9 UT) or the tracking

time interval {; = 4,t, = 12 UT).
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Regulation: £I[0:4] UT | Tracking: t[4:12] UT
GBC 0.032 0.038
PIC 0.065 0.064
On/off 0.054 0.08
MPC 0.032 0.036

Table 2: Comparison of controller performance

[Insert table 2 here]

All proposed controllers track the desired trajae®mwith a mean square error that does not
exceed 0.08 token. Let us first notice the GBC #dredMPC give very similar results, the
MSE of the GBC is smaller than the one of the Pi@he on/off controller.

To refine the comparison between GBC and MPC, nbt @3 but alsoQ; andQ, are used
with the same desired output (figure 11). ORjys controllable.

output matrix Q1

__________

5 { { | | pragen
y(t) | | | PR WA g
| |

[
1 1 1
4 6 8 10 tTU) 12

o
N -4

Figure 11: Comparison between GBC (dotted line) L (dashed line) faR,, Q. andQ:s.

[Insert figure 11 here]
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For the three cases, during the regulation parC &&aches the desired output while the MPC
fails with output matrice€); and Q.. Although GBC presents some oscillations with the
output matrixQ,, it provides a better tracking than MPC with uricoliable transitions.
Concerning the tracking period, GBC follows the mealue of the desired output in spite of
uncontrollable transitions. The same result is iobth between GBC and MPC with output
matricesQ 3.

5.3 ContPN with several controllable transitions

Let us now consider the contPN C (figure 6) with = {T4, Ts} and two outputs that
correspond to the marking of the subsets of pléPegsPs} and {P,, P} (i.,e. Q=((000001
010f (00000010 1)". The maximal firing rates matrix ¥na= diag(2, 1, 3, 5, 5), the
initial marking vector iV, = (1 11 1 1 0 0 0 ®)and the number of iterations is limitedNo
= 100. The desired trajectories correspond to tvaxqwise linear trajectories given by
equation (44):

ydesl(t):g_t’ OSt<152 ydesz(t):t, 0<t<6
1 (44)
5 7 . _12 s (1)Y= t+4, t26
G ()= t+—, t=— Yo !
YT 24" 2 5 3

The outputs of the GBC are presented in figureld2omparison, PIC and on/off controllers
provide only poor results because the inputs ampudsi of the system C are coupled thanks to
the transitionT;. These controllers focus on one desired trajectouy cannot track
simultaneously both ones. On the contrary, the GBCks simultaneously both trajectories
with an instantaneous error that does not excediD50.tokens. The input-output
decomposition is obtained thanks to the sensitiubctions that evaluate for each output the

relative influence of both inputs.



Submission to International Journal of SystemeBm 27

Flows
X(t) I I \ \ T
| | | | |
o5l L o I I ]
| | | | |
| | | | |
| | | | |
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15 T — s . IERREEEE.
l l ‘ ‘ l
1 777777 ;';T \'v-\ -,:- -,:- ------- T ---------
Y A A N o _______]
031 /=7 N | |
Cd | | | | |
0 P | | | | |
0 2 4 6 8 10 t(TU)
Outputs
y(t) T T T T T ——
| | | | -J--"'
| | | | Pt e
‘ A1) e
| I | | |
6Fr------—-—- e --- —x - He - e
| | | ‘ ‘
| | | |
| | | |
b R N
w w ya(t) w
| | | | |
| | | | |
2 ‘ | | i I
| | | | |
| | | | |
| | | | |
0 | | | | |
0 2 4 6 8 10 t(TU)
Errors
'g(t) \ \ \ I \
| | | | |
| | | | |
0.005 - b R 1} 7777777 P S ——
| | [ | |
| | [ | |
: : iy : :
0 : : i : :
| | i | |
| | \ | |
| | | |
-0.005 | | \ | 0 .
| €x(t) | |
0.01 1 1 1 1
0 2 4 6 8 10 t(TU) !

Figure 12: Control design of system C
(full line: first input, first output, dashed lineecond input, second output)

[Insert figure 12 here]

Figure 14 illustrates the case of a non admissibtput trajectory. The desired output signals
are defined as previously and represented in figutemiddle (in grey). The incidence

relationships of the contPN have been modified ating to figure 13 (system C’):
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P3 T2
P
Py
T
P’3

Figure 13: System C’

[Insert figure 13 here]

With system C’, the marking of plade, increases more quickly than with system C. In
particular, in cas&maxs = Xmaxs = 0, system C’ is tokens producer but C is tokasrssumer.
After t = 4 TU, the number of tokens in the subset of @am@responding ty; increases

more quickly than the desired outpd, and the controller fails.
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Flows
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Figure 14: Control design of system C’

(full line: xq(t), uy(t) and&(t), dashed linexo(t), ux(t) andé&(t))
[Insert figure 14 here]

5.4 Control design for a hybrid system

At last, let us consider the hybrid PN model of thve-tank system A (figure 1) given as a
MIMO non linear state space representation withtrodlable transitionslc = {T;, T4} and
outputsy;(t) = m(t) andy,(t) = my(t). The controller is obtained according to an adapta
of the gradient based algorithm to non linear beha¢iN = 10. As a consequence, the

discrete part of the hybrid model becomes uselégsir¢ 2). The desired trajectories
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correspond to a periodical level for tank 1 andastant level for tank 2 given by equation

(45):

(45)

1)+0.5

6rr
1000

sin(
04

1

des t)y=—

(1) 0
desz(t)

y
y

Simulation results for GBC are given in figure Bygtem outputs are in full line, and desired

trajectories are in dotted line) and can be contpaiiéh the results obtained with the discrete

control design (figure 16).

Control action of V1

Control action of V2

Tank contents

|
i
L1

~ Tank 2 -

7
100

900 t(TU)

800

200

Errors

uy(t)

Uz(t)

y(t)

0.2r-

g(t)

900 t(TU)

800

Figure 15: GBC for two-tank system



[Insert figure 15 here]
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Figure 16: Discrete controller for two-tank system
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and the reference trajectory in tank 1 is almostrgwvhere tracked after some transient
behaviours. But one can also notice that, due $tesy specifications, level 0.6 m cannot be
reached in tank 1 when level in tank 2 is 0.4 m.last, because of immediate causality
relationships fronT; to P; and fromT, to P,, GBC behaves like a proportional controller (i.e.
the input — output sensitivity matrix tends to agtinal one). Let us notice that PI, on/off and
MPC controllers are not suitable for system A: BkEhaves at best like GBC but gains must
be computed for each desired level, MPC is not éasynplement due to computational

complexity (system A is non linear) and on/off gotier behaves like the discrete one.

6. Conclusions

Control design has been proposed for contPN wititrotlable and uncontrollable transitions.
The proposed controllers are based on the evatuaifosensitivity functions. For this
purpose, the structural sensitivity of PN models baen first investigated. Places to be
observed and transitions to be controlled are nbthias a consequence. Then, an explicit
characterisation of the input-output sensitivitydtions has been proposed for contPN. GBC
have been designed as a consequence. Such casti@leulate the gradient of the outputs
wrt the input variations in order to adapt the cohactions of the controllable transitions
according to desired trajectories in the outputepan application of this algorithm for HDS
has been also presented.

In our opinion, the method is not only suitable f@jectory tracking but also for complex
behaviours learning. We will further investigate ttombination of Petri nets and adaptation
algorithm in order to design learning Petri netbe3e perspectives include not only the
continuous Petri nets but also the autonomousiaretitPetri nets.
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Figure captions

Figure 1: Two-tank system (system A)

Figure 2: Hybrid PN of the two-tank system

Figure 3: Propagation of the perturbation neawvarmgtransition or place
Figure 4: contPN model of a manufacturing procegstém B)

Figure 5: contPN model of system B’

Figure 6: Closed loop process (system C)

Figure 7: Influence of the output matrikd= {To}, N = 100, dashed lin€); = (000 1 0 0 0),
full line: Q;=(0000100), dotted lin€@;=(0001100))

Figure 8: Influence of the iterations numb&g € {To}, Q1 =(0001 00 0),

full line: N = 100, dashed liné\ = 10, dotted lineN = 2)

Figure 9: Control performances comparison:

Outputs and desired output (in bold) for GBC, PI@péf controller and MPC.

Figure 10: Control performance comparison: FlowsG&C, PIC, on/off controller and
MPC.

Figure 11: Comparison between GBC (dotted line) i (dashed line) fa@,, Q. andQs.

Figure 12: Control design of system C
(full line: first input, first output, dashed lineecond input, second output)

Figure 13: System C’

Figure 14: Control design of system C’

(full line: x1(t), uy(t) and&(t), dashed linexy(t), ux(t) and&(t))
Figure 15: GBC for two-tank system

(full line: input for Vs, outputy;, dashed line: input fov,, outputy,)

Figure 16: Discrete controller for two-tank system

(full line: input forV;, outputy;, dashed line: input fov,, outputy,)



