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Purpose: The objective of this study was to evaluate and validate the use of the Geant4 application for emission tomography 
(GATE) Monte Carlo simulation platform for clinical intensity modulated radiotherapy (IMRT) dosimetry studies.

Methods: The first step consisted of modeling a 6 MV photon beam linear accelerator (LINAC), with its corresponding 
validation carried out using percent depth dose evaluation, transverse profiles, tissue phantom ratio, and output factor on water 
phantom. The IMRT evaluation was performed by com-paring simulation and measurements in terms of absolute and relative 
doses using IMRT dedicated quality assurance phantoms considering seven different patient datasets.

Results: Concerning the LINAC simulated model validation tissue phantom ratios at 20 and 10 cm in water TPR20
10 obtained 

from GATE and measurements were 0.672 ± 0.063 and 0.675, respec-tively. In terms of percent depth dose and transverse 
profiles, error ranges were, respectively: 1.472%± 0.285% and 4.827% ± 1.323% for field size of 4 × 4, 5 × 5, 10 × 10, 15 
× 15, 20 × 20, 25 × 25, 30 × 30, and 40 × 40 cm2. Most errors were observed at the edge of radiation fields because of 
higher dose gradient in these areas. Output factors showed good agreement between simulation and measurements with a 
maximum error of 1.22%. Finally, for IMRT simulations considering seven pa-tient datasets, GATE provided good results 
with a relative error of 0.43% ± 0.25% on absolute dose between simulated and measured beams (measurements at the 
isocenter, volume 0.125 cm3). Planar dose comparisons were also performed using gamma-index analysis. For the whole set 
of beams con-sidered the mean gamma-index value was 0.497 ± 0.152 and 90.8% ± 3.6% of the evaluated dose points 
satisfied the 5% / 4 mm criterion.

Conclusions: These results show that GATE allows reliable simulation of complex beams in radio-therapy after an accurate 
LINAC modeling is validated. A simple cross-calibration procedure pro-posed in this work allows obtaining absolute dose 
values even in complex fields.
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I. INTRODUCTION

The validation of dosimetric accuracy within the context of

advanced techniques for radiotherapy treatment, including in-

tensity modulated radiotherapy (IMRT), volumetric modu-

lated arc therapy (VMAT) or RapidArc R© (Varian Medical

Systems, Palo Alto, CA), as well as in the use of dedicated

devices such as CyberKnife and/or TomoTherapy (Accuray R©,

Sunnyvale, CA) is necessary to ensure reliable patient treat-

ment delivery. This is one of the reasons behind the use of

different Monte Carlo (MC) codes allowing the modeling of

linear accelerators, having shown through different studies

being able to accurately calculate clinical radiotherapy dose

distributions.1–4 Other Monte Carlo codes were used for the

simulation of different linear accelerator (LINAC) models,

like PENELOPE for the simulation of Varian Clinacs.5 The

BEAMnrc/DOSXYZnrc code including full accelerator head

modeling was also used to simulate complex treatments with

Elekta Linacs and Tomotherapy systems.6 In this particular

approach, a specific methodology using position probabilities

was proposed in order to take dynamic movements into ac-

count. In the clinical point of view, commercially available

treatment planning systems (TPS) like MONACO (Elekta)

begin to include MC-based dose calculation,7 even if full MC-

modeling and full MC-computation remain out of reach due

to the required calculation time.

1

http://dx.doi.org/10.1118/1.4774358
http://dx.doi.org/10.1118/1.4774358
http://dx.doi.org/10.1118/1.4774358
http://crossmark.crossref.org/dialog/?doi=10.1118/1.4774358&domain=pdf&date_stamp=2013-01-18


Based on the Geant4 Monte Carlo toolkit, Geant4 applica-

tion for emission tomography (GATE) is a collaborative de-

velopment aiming to provide an open source platform able

to perform complex simulations based on simple microcom-

mands. This user friendly MC simulation environment has fa-

cilitated the widespread use of this platform within the field

of imaging tomography.8, 9

On the other hand, GATE has been also used in a num-

ber of other domains like brachytherapy10 and microcom-

puted tomography where doses were calculated using vox-

elized realistic phantoms.11 In order to further enhance the

applicability and hence utilization of the GATE platform,

for dosimetry applications,12–14 a new version [GATE v6.0

w (Ref. 15)] has been recently proposed including tools for

computation of dose deposit and absorbed energy for appli-

cations in both conventional radiotherapy and hadrontherapy.

A feasibility study to assess these enhanced features dedi-

cated to using GATE for conventional photon beam radio-

therapy applications was performed recently.15 This specific

study demonstrated the feasibility of modeling a linear accel-

erator with GATE v6.0. Besides, an example for one patient

was also given demonstrating the feasibility of a clinical eval-

uation using real treatments. Other studies exploring the new

therapy related GATE capabilities have focused on the po-

tential of this MC platform within the context of treatment

planning dose calculation considering different proton beam

configurations.13, 14

On the other hand, several dosimetry accuracy studies

comparing measurements and/or TPS results with differ-

ent MC simulation based dose calculations for complex

treatment techniques have been previously performed. In

some of these studies, dose calculation algorithms were

calibrated against dosimetry measurements using dedicated

phantoms,14–16 while other studies compared MC code dose

calculation results with corresponding TPS dose calculations

covering different clinical situations.17–22

The objective of this work is to further evaluate and vali-

date the use of the GATE MC simulation platform for photon

based radiotherapy treatment planning and associated clini-

cal dosimetry studies. First, the comprehensive modeling of

a clinical linear accelerator equipped with a state-of-the-art

multileaf collimator (MLC) is performed and validated. As a

second step, the GATE based simulation of IMRT treatment

plans based on several head and neck cases was investigated

and validated in terms of both relative and absolute dosime-

try. To our knowledge, this is the first time that GATE has been

evaluated in terms of absolute dosimetry calculations for mul-

tiple realistic clinical intensity modulated radiotherapy treat-

ment plans.

II. MATERIALS AND METHODS

The GATE v6.1 simulation platform with the associated

dose scoring tool was used to simulate the Siemens On-

cor ImpressionTM (SIEMENS, Kemlat, Germany) linear ac-

celerator. This platform allowed generating and monitoring

different characteristics of interacting particles like position,

energy, and direction. The modeling of the accelerator was

FIG. 1. The different components of the head of the accelerator as seen using

the GATE interface display.

validated by comparing dosimetry data derived from dif-

ferent beam simulations and corresponding measurements

under realistic conditions. Several IMRT treatments were

simulated and results were compared with real measurements

using phantoms dedicated to clinical quality assurance.

II.A. GATE physics settings for LINAC modeling

II.A.1. Geometry

The flexibility of GATE/Geant4 and the versatility of its

macrointerface allow the modeling of physical and geometri-

cal characteristics of the different components of the Siemens

Oncor Impression accelerator. All these characteristics, in

terms of shape, size, dimensions, and material, were defined

according to the manufacturer specifications (Fig. 1). For this

study, the modeling of the head of the LINAC is separated

into two main modules (see Fig. 2):

(i) Module 1 or patient independent part: target, pri-

mary collimator, flattering filter, monitor chamber, and

mirror.

FIG. 2. Description of the different geometrical elements of the accelerator

head of Siemens ONCOR, defining the two modules for simulation and the

location of the PhS.
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(ii) Module 2 or patient dependent part: additional

collimator jaws Y, MLC, and reticle (see Fig. 2).

II.A.2. Electron source

The electron source is the most relevant element that deter-

mines the characteristics of the output beam. It is specified by

two main features;23 namely, the electron’s mean energy and

the spot size. A Gaussian distribution was assumed for the

electron energy. An electron spot with full width at half max-

imum (FWHM) of 3 mm and a mean energy of 6.7 MeV with

σ = 0.077 MeV was found to fit measurements.15, 24, 25 These

details were deduced from a photon characteristics study used

to obtain a generalized source model for a 6 MV photon beam

output, according to a comparison of energy distribution co-

ordinates, radial distribution, depth doses and photon dose

distribution between several source models. The mean en-

ergy determines both the percent depth dose (PDD) and the

dose profiles shape (input dose, build-up region in depth, flu-

ence distribution), while the spot size influences the shape and

characteristics of dose profiles (width, dose in the center of the

profile, gradient in the penumbra region).

II.A.3. Dose scoring tool

An energy/dose scoring associated with statistical uncer-

tainty is used to calculate the energy deposition and absorbed

dose in a matrix of dosels (dose voxels26).

This matrix is attached to the studied volume (water phan-

tom, solid phantom, x-ray computed tomography of a given

patient, and other measuring materials or devices).

Each time a particle registers a hit in the volume of interest,

the amount of energy deposited in MeV and/or absorbed dose

in Gy is stored in the corresponding dosel. Dosel sizes are set

by the user and for this study a size of 5 × 5 × 5 mm3 was

used, which corresponds to the 0.125 cm3 sensitive volume of

the ionization chamber used for measurement.

In GATE, the generated particles are collected in a partic-

ular virtual space called phase space (PhS). The PhS is more

precisely developed to store the particles incoming from the

patient independent part (module 1), and is committed to a

volume of user-defined size, storing the characteristics of each

particle (type, 3D coordinates, direction, energy, and final vol-

ume of interaction). In this simulation, the PhS is defined as a

circular volume with a diameter of 20 cm and a thickness of

1 nm in the z direction, so all the particles stored in the PhS

may be considered in the same z position (Fig. 3). The PhS

is located at 7 cm above the second collimator (Y jaws, see

Fig. 2).

II.A.4. Source model

The PhS file obtained is read directly to simulate the

fluence of photons derived from the PhS made of three sub-

sources called “multiple source model” (Ref. 27), and inter-

acting with the patient-dependent part (module 2). Fluence

of photons in the head of the accelerator results from in-

teractions of primary electrons with the target, mainly by

FIG. 3. Coordinate system in the phase space. Photon position is defined

by the angle θ and the radial distance r. Photon direction is defined by the

angles ψ and �. �D is the photon direction of length D, composed of
−−→
Dxy : the

azimuthal component in the xOy plan and
−→
Dz: the vertical component. � is

the angle between and in the vertical plan and ψ is the angle between and in

the azimuthal plan.

bremsstrahlung effect.28 High-energy photons can scatter in

this geometry, while those with lower energy are absorbed.

Finally, the output beam consists of photons coming from

the bremsstrahlung target directly, as well as secondary par-

ticles from the primary collimator, flattening filter, and the

second collimator. Regarding the photon position and energy,

the PhS was divided into 200 bins (rings) with a constant

radial pitch of 0.5 mm. For each source (target, primary col-

limator, and flattening filter), a histogram of 200 bins con-

taining the radial distribution of photons was synthesized. A

histogram of the energy was associated to each ring, divided

into 400 bins from 0 to 8 MeV with an energy step of 20 keV.

Considering the direction of photons, the PhS was divided

into 40 radial bins, with a pitch of 2.5 mm. An energy his-

togram of 20 bins was associated with each ring with a step

of 400 keV. Two histograms for directions � and ψ were at-

tributed for each energy bin of each ring. Such a double cor-

relation in energy and radial position was found to reproduce

precisely the photon fluence (Fig. 3).

PhS storing of between 2 and 170 × 106 photons have been

proposed24, 25 depending mainly on the simulated field. In this

study, 1×109 particles were stored in multiple PhS files which

gave a total volume of 8.4 GB file stored as a ROOT file.29

II.B. Reference data for dose comparison

Experimental data consisted of a series of dose distribu-

tion measurements made either in water or in tissue equiv-

alent phantoms. Measurements in water were performed us-

ing a tank filled with water and a motorized arm for an ac-

curate ionization chamber positioning (MP3-M water phan-

tom system, PTW, Freiburg, Germany). Two tissue-equivalent

phantoms were used specifically for IMRT plan evaluation.

The first phantom was a cylindrical RW3 phantom (matrix

phantom model T40026, PTW) with 25 spaced holes allow-

ing positioning an ionization chamber at different locations

and depths. The second phantom was an octagonal phantom

(Octavius model T40051, PTW) specifically designed for per-

forming planar dose measurements. For this purpose, a pla-

nar ion chamber matrix (2D Array from PTW, 729 chambers

in total) was inserted inside the phantom. The aim was first
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FIG. 4. Multileaf collimator device as modeled with GATE (a) leaf edges, (b) and (c) MLC X1 leaves bank (light color) and X2 leaves bank (dark color) seen

from two points of view.

to obtain planar dose distributions for each IMRT beam, and

as a second step to compare them with distributions coming

from the same IMRT plans simulated with GATE. For this

purpose, the same phantoms were also simulated with the

GATE MC platform, while gamma-index computation was

used for quantitative comparison of the corresponding dose

distributions.

In order to evaluate the calculation of absolute dose per

fraction for each beam, real measurements by an ionization

chamber inside the cylindrical phantom were compared with

the corresponding GATE calculations. Phantom data acqui-

sition and analysis was monitored using dedicated software

Verisoft 4.1 (PTW, Freiburg, Germany), allowing to compare

two-dimensional (2D) dose matrices derived from measure-

ments (2D-Array Matrix detector) and corresponding com-

puted data using a radiotherapy treatment planning system.

II.C. Dosimetry study

The simulation results were compared with measurements

made with a 160 MLC mounted on the Siemens Oncor linear

accelerator. This state-of-the-art MLC consists of 160 leaves

(two opposite banks of 80 leaves) with additional jaws in the

transverse direction Y shaping a maximum radiation field of

400 × 400 mm2. The leaves have a projected width of 5 mm

in the Y direction for the entire field, and they are slightly ti-

tled in order to avoid a straight open air gap for central field’s

rays. Each bank of the MLC is arranged in an alternating pat-

tern of upper and lower leaves. Both leaves types have the

same height of 95 mm (Fig. 4), but the upper leaf is shifted

slightly upwards compared to the lower leaf. Combined with

the tilt of the leaves, this particular point leads to a different

length of the overlap region between two neighboring leaves.

For one pair of adjacent leaves, the top part of the upper leaf

covers the bottom edge of a lower leaf resulting in a larger

overlap than for the next adjacent leaf where the top edge of

a lower leaf covers a shorter section of the bottom part of the

upper leaf. This difference affects the interleaf leakage since

it alternates the length of the overlap region.30 It is important

mentioning that manufacturer data concerning the leaf-end

profile were incomplete and the exact curvature and dimen-

sions of the slightly curved central part was not available. For

this reason, it was chosen to approximate the leaf-end shape

by a rounded shape, with a radius of 197.5 mm, a height of

5 mm, and an angle of 27.62◦. The difference between actual

and simulated shapes can be seen in Fig. 5. Leaf penumbra

and leakage were studied specifically and compared to refer-

ence values.30

To validate the GATE LINAC model, a set of experimen-

tal measurements were performed in order to obtain typical

dosimetric parameters:

FIG. 5. Actual MLC leaf edge (left) and MLC leaf edge approximation as

simulated with GATE. The small “S shape” at the center is not taken into

account in the simulation because exact curvature and dimensions were not

made available.

4



II.C.1. Tissue phantom ratio TPR20
10

This parameter is defined as the ratio of the dose at 20

and 10 cm depth in water for a source to detector distance of

100 cm (IAEA TRS-398) and for a field size of 10 × 10 cm2

at depth measurement. The TPR20
10 is the relevant parameter

necessary to express the quality of high energy photon beams

according to international recommendations.

II.C.2. PDD and transverse profiles

Percent depth doses were calculated with GATE in a wa-

ter phantom, at depths ranging from 0 to 30 cm, for a 95 cm

source to surface distance, with a resolution of 2 × 2 × 2

mm3 and for different field sizes: 4 × 4, 5 × 5, 10 × 10, 15

× 15, 20 × 20, 25 × 25, 30 × 30, and 40 × 40 cm2. Dose

profiles across fields of identical sizes were calculated in the

same conditions for a 95 cm source to surface distance and

for a 15 mm depth in water.

II.C.3. Output factor

Measured and simulated output factors were the dose value

at 5 cm depth in water for a source to surface distance of

95 cm for different square field sizes, normalized to the dose

value for a square field of 10 × 10 cm2.

II.D. Patient IMRT treatments

The particular aim of this part was to demonstrate the

ability of GATE to perform reliable simulations of complex

treatments comprising numerous small beams, which is typ-

ically the case in step-and-shoot IMRT. After validation of

the LINAC model with the previously dosimetric study in wa-

ter phantom, IMRT simulations were performed and validated

according to the following procedure.

Seven head-and-neck IMRT treatment plans with differ-

ent beam patterns were simulated using GATE as well as the

modeled accelerator. The patients used in this study were ac-

tually treated with the modeled accelerator. Step-and-shoot

IMRT treatments were planned using the PinnacleTM v8.0 m

treatment planning system (Philips Electronics, Netherlands).

MLC positions for each segment of each beam were obtained

by using direct machine parameters’ optimization. They were

subsequently exported from Pinnacle and adapted to allow

GATE simulation.

II.D.1. Dose uncertainty

The dose uncertainty obtained for GATE simulations was

evaluated according to several quantitative criteria. Statisti-

cal uncertainty in a dosel i was computed using the following

equation:23, 31

σi =

√

√

√

√

1

N − 1

(

∑

X2
j

N
−

(
∑

Xj

N

)2
)

, (1)

where, σ i is an estimate of the standard error of the mean

dose in the dosel i, N is the number of primary indepen-

dent histories, and Xj the contribution to the scored quantity

in the dosel. The simulation uncertainty was estimated using

Equation (2):

σD>0.5Dmax
=

√

√

√

√

1

K50

K50
∑

i=1

(

σi

Di

)2

(2)

where K50 is the number of dosels that receive a dose higher

than 50% of the maximal dose and
(

σi

Di

)

is the relative statis-

tical uncertainty.

II.D.2. Experimental dose validation

The experimental model validation was done in two steps.

First, through a comparison between modeled and measured

relative planar doses using gamma index and second by com-

paring absolute doses at a given phantom location. This two-

step approach in which relative and absolute doses are inves-

tigated separately is comparable with what is recommended

for validation of clinical IMRT plans. For the relative com-

parison of planar doses, we used the Octavius Octagonal

T40051 phantom for a source to point measurement distance

of 99.6 cm. The 2D gamma index was calculated32 between

the GATE simulation and experimental measurements in a

matrix detector inserted in the Octavius phantom and contain-

ing 729 detectors (27 × 27 detectors). For the calculation of

2D gamma index, the following constraints were imposed: 5%

dose difference, 4.0 mm distance-to-agreement, discarding of

doses below 10% of max dose in the measured dataset.

II.D.3. Absolute dose calibration

As a second validation step an absolute dose comparison

was carried out using a different approach. First, a calibra-

tion of the simulated accelerator in terms of absolute dose per

monitor unit was performed33 using two distinct steps:

(i) Conventional calibration of the beam, by measuring the

dose in water in Gy per Monitor Unit D(Aref)/MU at a

5 cm reference depth, for a source to surface distance of

100 cm in a reference field size of 10 × 10 cm2 (Aref).

In our case, reference measurements were defined as

100 cGy for 100 MU at the reference depth.

(ii) GATE simulation of the same exact setup and associ-

ated conditions, using particles from the PhS file, in or-

der to obtain DGATE(Aref) per simulated particle, which

can be written as DGATE/part
(Aref).

A calibration factor FQ for this particular beam was then de-

rived

FQ =
D (Aref) /MU

DGATE/part
(Aref)

. (3)

This factor depends on the beam quality (6 MV photons in

our case34), and has the dimensions of particles per monitor

unit.

After calibration and as a second stage of the absolute dose

comparison process, beam simulation in water was replaced

by IMRT simulation in the PTW Matrix Phantom T40026, the

5



FIG. 6. Percent depth doses for three different field sizes (a) 4 × 4,

(b) 10 × 10 and (c) 40 × 40 cm2.

field size being adjusted to each beam of the IMRT treatment

plan, Abeam. More precisely, a new GATE simulation was done

for each beam of each IMRT from the PhS file (5 × 108 parti-

cles for each beam), yielding a dose DC(Abeam)GATE / part, at

the point C inside the phantom. This point was chosen as the

phantom center, positioned at the isocenter of the accelerator.

The absolute dose in Gy per monitor unit at C is given by

DC (Abeam)

MU
= FQ × DC (Abeam) GATE/part. (4)

FIG. 7. Transverse profiles for fields 4 × 4, 10 × 10 and 40 × 40 cm2

obtained with both simulation and measurements (across X direction).

As a consequence the absolute dose at C for each beam, in

Gy, is

DC (Abeam) = MU × FQ × DC (Abeam) GATE/part (5)

with MU the number of monitor units calculated by the TPS.

III. RESULTS

III.A. Dosimetry measurements

The tissue phantom ratio TPR20
10, obtained for the 6 MV

photon beam after GATE simulation was 0.672 ± 0.063, and

within 0.44% compared to the value measured experimen-

tally (0.675) using the same setup as that simulated. Simu-

lated percent depth doses and corresponding errors relative to

measurements were calculated between 0 and 30 cm. As an

illustration three examples are given in Fig. 6, for 4 × 4, 10

× 10, and 40 × 40 cm2 field sizes. Transverse dose profiles

for comparable fields are shown in Fig. 7. Statistical uncer-

tainties and errors with measurements are given in Tables I

and II for a wide range of field sizes. Dose profiles were

determined from a large transverse line compared to the

TABLE I. Percent depth dose: GATE statistical uncertainties and errors rela-

tive to measurements.

GATE uncertainty (%) Error (%)

Standard Standard

Mean deviation Mean deviation

Field 4 × 4 cm2 0.104 0.046 1.703 1.636

Field 5 × 5 cm2 0.104 0.053 1.487 1.018

Field 10 × 10 cm2 0.048 0.009 0.942 0.697

Field 15 × 15 cm2 0.113 0.052 1.686 1.241

Field 20 × 20 cm2 0.112 0.063 1.777 1.469

Field 25 × 25 cm2 0.123 0.057 1.331 1.203

Field 30 × 30 cm2 0.134 0.064 1.615 1.306

Field 40 × 40 cm2 0.105 0.050 1.238 1.082

Mean 0.105 0.049 1.472 1.207

Standard deviation 0.025 0.017 0.285 0.287
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TABLE II. Dose profiles: GATE statistical uncertainties and errors relative

to measurements.

GATE uncertainty (%) Error (%)

Standard Standard

Mean deviation Mean deviation

Field 4 × 4 cm2 0.232 0.146 3.727 3.4

Field 5 × 5 cm2 0.331 0.195 5.829 4.923

Field 10 × 10 cm2 0.221 0.093 6.288 6.094

Field 15 × 15 cm2 0.182 0.138 6.482 8.914

Field 20 × 20 cm2 0.167 0.122 5.374 7.82

Field 25 × 25 cm2 0.183 0.132 3.745 5.462

Field 30 × 30 cm2 0.177 0.124 4.143 5.894

Field 40 × 40 cm2 0.155 0.074 3.03 4.459

Mean 0.206 0.128 4.827 5.871

Standard deviation 0.057 0.036 1.323 1.784

radiation field size, which probably tends to lower the mean

error for fields 4 × 4 and 5 × 5 cm2. Globally, the small

differences between measurements and simulated results sug-

gest that the various accelerator components were accurately

modeled.

Established for square fields, the output factor describes

the relative variation of the dose output with increasing size of

fields (Fig. 8). The maximum error obtained was of 1.22% for

the 3 × 3 cm2 field (small field), while for all fields considered

errors were 0.497% ± 0.397%. This low level of discrepancy

on the output factor suggests that the simulated dose rate is

close to the actual dose rate.

Results concerning the modeling of the MLC are now pre-

sented. The leaf-end penumbra was obtained by calculating

the dose profile below one leaf bank closed and the other bank

open [Fig. 9(a)]. The penumbra was measured between 20%

and 80% of the dose maximum and the obtained value was

6.2 ± 0.8 mm which is in agreement with the manufacturer

specifications (less than 7 mm), even if the profile shape was

partially simplified in the present modeling (Fig. 5).

The leaf-side penumbra [Fig. 9(b)] was defined as the

distance between 20% and 80% of dose maximum from a

FIG. 8. Output factor curve obtained with different sizes of open fields.

Maximum error was 1.22% for a field size 3 × 3 cm2.

FIG. 9. (a) Transverse profile obtained below one MLC bank closed (Y jaws

fully retracted at position +20 and −20 cm). (b) Transverse profile obtained

in the Y direction, below MLC banks fully retracted, excepted one leaf posi-

tioned at 0 cm. (c) Interleaf leakage obtained as the transverse profile in the

Y direction below MLC banks completely closed, while Y jaws stay fully

retracted (positioned at ±20 cm). (d) Leaf gap obtained in the transverse pro-

file below MLC banks closed at 15 mm depth in water. The FWHM was 9.0

± 0.5 mm.
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FIG. 10. Isodose maps obtained with the PTW Verisoft software for GATE (right) and 2D-array measurements (left) for patient 6, beam 0.

transverse profile in the Y axis, with both leaf banks fully

retracted, excepted one leaf positioned at 0 mm. The penum-

bra calculated in +Y direction was 5.4 ± 0.5 mm, and 6.5

± 0.3 mm in the −Y direction, which is similar to previ-

ously published data concerning dosimetric evaluation of this

MLC.30 The interleaf leakage was calculated as the dose pro-

file below closed MLC banks [Fig. 9(c)], with both Y1 and Y2

jaws fully retracted. The interleaf leakage obtained by simu-

lation was 1.25% ± 0.17% while the experimental value was

0.76% across the entire field. Published values30 ranged from

0.4% to 1.2% depending on the measurements method and ex-

perimental setup. Leaf gap was evaluated using a dose profile

in the X direction, with the two leaf banks kept closed (in this

configuration, opposite leaves were in contact). The FWHM

obtained from the profile [Fig. 9(d)] was 9.0 mm ± 0.5 mm,

which is comparable to previously published data.30

III.B. IMRT treatment planning

As described previously in Sec. II.D, seven head-and-neck

patient IMRT plans (Table III) were simulated in order to

clearly demonstrate the ability of the GATE platform to sim-

ulate clinical radiotherapy treatments, especially when one

considers complex field shape configurations obtained using

the MLC. The simulated IMRT treatment plans were com-

pared to experimental measurements using phantoms dedi-

TABLE III. Configuration of the simulated IMRT treatment plans (beam ori-

entation in deg). Patient 1 had a two phase treatment and phase B was a boost.

Treatment Configuration of the beams

Patient phase (gantry angles in deg)

Patient 1 A 0◦, 50◦, 100◦, 230◦, 260◦ and 310◦

B 0◦, 50◦, 100◦, 230◦, 260◦ and 310◦

Patient 2 A 0◦, 50◦, 100◦, 210◦, 260◦ and 310◦

Patient 3 A 0◦, 50◦, 100◦, 260◦ and 310◦

Patient 4 A 0◦, 40◦, 80◦, 120◦ and 150◦

Patient 5 A 0◦, 50◦, 100◦, 230◦, 260◦ and 310◦

Patient 6 A 0◦, 35◦, 70◦, 105◦ and 140◦

cated to quality assurance of IMRT treatments. Quantitative

criteria were used based on standard international recommen-

dations for validation of clinical beams.

Relative comparison was done by means of planar dose

gamma-index computation for each beam, as seen in Fig. 10

where the 2D dose distribution, simulated in the Octavius

phantom for patient 6 with the 0◦ beam (5 segments), is

shown. In this case, among the 30 evaluated points, 29 points

(96.7%) passed the 5%/4 mm test (for validation of clinical

beams, international recommendations suggest that at least

85% of the points pass the 5%/4 mm test).35 For this same

beam, the mean gamma value was 0.295 and the relative sta-

tistical uncertainty was 0.091%. Corresponding isodose maps

for both GATE simulation and experimental measurements

are given in Fig. 11. Gamma index for all seven patients are

reported in Table IV, while the percentage of the dose points

satisfying the 5% in dose and 4 mm in distance-to-agreement

criteria are reported in Table V.

Before performing absolute dose simulations, a calibration

step of the accelerator in the GATE platform was mandatory

(see Sec. II.B). The parameters obtained for this purpose were

FIG. 11. Gamma distribution obtained for the Gamma-index calculation of

the beam 0◦ for the patient 6.
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TABLE IV. 2D gamma-index evaluation between experimental measure-

ments with a planar detector and simulation with GATE (gamma values).

Mean gamma Median gamma Maximum gamma

Patient value value value

Patient 1 A 0.570 0.727 0.839

Patient 1 B 0.624 0.623 0.724

Patient 2 0.633 0.628 0.788

Patient 3 0.334 0.277 0.534

Patient 4 0.513 0.509 0.769

Patient 5 0.409 0.396 0.541

Patient 6 0.297 0.298 0.345

DGATE(Aref) = 1.05 × 10−7Gy for 2 × 109 particles from the

PhS in reference conditions, and FQ = 1.90 × 10+14 particles

per monitor unit. For each patient, the dose per fraction (in

Gy) for each beam measured with an ionization chamber at

the center of the specific phantom and obtained with the cor-

responding GATE calculations at the same phantom location

are reported in Table VI. The uncertainties for absolute dose

calculations in the volume of interest using GATE, including

mean and standard deviation for the seven plans are reported

in Table VII.

Apart from this global analysis, more detailed results are

also provided for patient 6 as an example (Tables VIII–X).

TABLE V. Simulated and experimental planar dose comparison for IMRT plans: Number of dose points passing the gamma-index test.

Treatment Percentage of dose points passing Total number of GATE statistical

Patient angle (deg) the 5%/4 mm criterion dose points uncertainty (%)

Patient 1A A0 84.2 38 0.268

A50 81.1 53 0.204

A100 93.3 59 0.182

A230 87.5 56 0.176

A260 90.2 61 0.203

A310 91.8 49 0.211

Patient 1B B0 100 23 0.195

B50 100 32 0.185

B100 100 26 0.174

B230 87.9 33 0.206

B260 100 32 0.184

B310 100 30 0.205

Patient 2 A0 84.4 301 0.194

A50 83.5 297 0.196

A100 81.0 247 0.188

A150 86.9 289 0.195

A210 92.6 283 0.187

A260 89.5 239 0.201

A310 94.9 297 0.183

Patient 3 A0 83.7 43 0.099

A50 85.3 34 0.101

A100 90.5 42 0.115

A260 94.4 36 0.105

A310 88.1 42 0.100

Patient 4 A0 87.7 146 0.107

A40 87.7 220 0.121

A80 90.9 220 0.135

A120 86.7 190 0.113

A150 96.0 151 0.116

Patient 5 A0 92.3 246 0.285

A50 86.3 227 0.223

A100 91.0 189 0.185

A150 89.7 195 0.211

A210 92.6 190 0.292

A260 96.7 182 0.187

A310 93.9 196 0.17

Patient 6 A0 96.7 30 0.091

A35 100 31 0.098

A70 93.8 32 0.143

A105 100 31 0.095

A140 100 29 0.143
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TABLE VI. Monitor unit calibration and absolute dose calculation (at the

isocenter).

Absolute dose Absolute dose according

according to GATE to measurements Difference

Patient (Gy/fraction) (Gy/fraction) (%)

Patient 1 A 1.596 1.590 0.377

Patient 1 B 1.634 1.622 0.740

Patient 2 1.756 1.751 0.286

Patient 3 1.713 1.718 0.320

Patient 4 1.630 1.643 0.779

Patient 5 1.688 1.695 0.413

Patient 6 2.006 2.008 0.099

In Tables VIII–X, respectively, one can see, for each beam,

the number of points within the 5%/4 mm criterion, mean,

medium, and maximum gamma values, and both measured

and simulated absolute doses. It is worth noticing that the dif-

ference between simulated and measured dose for the whole

fraction was less than 1%.

In terms of calculation time, the simulation for each IMRT

plan/phase, considering 5 × 108 simulated photons per beam,

was 12 h in a cluster of 100 CPUs (2.74 GHz, 2 GB mem-

ory/CPU).

IV. DISCUSSION

The first objective of this study was to use the GATE plat-

form to model a linear accelerator with a state-of-the-art mul-

tileaf collimator and to validate the obtained modeling by

comparison with experimental measurements. The second ob-

jective was to use the modeled system to simulate clinical

applications in radiotherapy through a series of step-and-

shoot IMRT treatment plans. Here again, the validation step

involved a comparison with experimental measurements us-

ing physical phantoms dedicated to quality assurance.

In order to ensure a sufficient accuracy, it was necessary

to correctly model the different parts constituting the head of

the accelerator and in particular the 160 MLC and its complex

structure (in the limit of manufacturer data availability). This

step was greatly facilitated by the GATE interface based on

TABLE VII. GATE absolute dose uncertainties (mean and standard

deviation).

GATE absolute dose uncertainty (%)

Patient Treatment phase Mean Standard deviation

Patient 1 A 0.135 0.007

B 0.156 0.033

Patient 2 A 0.120 0.019

Patient 3 A 0.099 0.034

Patient 4 A 0.128 0.006

Patient 5 A 0.146 0.053

Patient 6 A 0.104 0.019

TABLE VIII. Results for relative dose comparison (patient 6).

Number of Number of points passing

Beam evaluated points the test (5%/4 mm)

Beam 0◦ 30 29 (96.7%)

Beam 35◦ 31 31 (100%)

Beam 70◦ 32 30 (93.8%)

Beam 105◦ 31 31 (100%)

Beam 140◦ 29 29 (100%)

user-friendly macrofunctions and easy-to-use graphical envi-

ronment. Accurate physical settings were made possible by

the development of advanced energy/dose scoring tools and

the definition of a specific phase space.

The quantitative validation of the developed simulated

model was performed by extracting several typical dosimetry

parameters from standard beam simulations, made in refer-

ence conditions, and by comparing them with measurements

obtained in the exact same reference conditions. More specif-

ically, the tissue phantom ratio results obtained with the simu-

lation platform confirms that the simulated high energy 6 MV

photon beam has similar quality in terms of particle fluence

as the actual beam produced by the simulated accelerator

(0.44% error). In addition, the simulated depth dose and trans-

verse profile results were <1.472% ± 0.285% and <4.827%

± 1.323%, of the corresponding measured depth dose and

profiles, respectively. For dose profiles, the higher level of er-

ror may be explained by the presence of high dose gradient in

the penumbra leading to higher relative errors between sim-

ulated and experimental curves. Another reason could be the

approximation concerning the leaf-end shape modeling com-

pared with actual shape (see Fig. 5). These results, however,

suggest that no significant errors or biases were introduced

by the simulated model and that the different accelerator

components were modeled with very suitable accuracy. These

model validation results suggest that the developed simulation

model is sufficiently precise, thus, providing the potential for

a high accuracy in the patient IMRT simulations.

Results from the IMRT patient dosimetry studies demon-

strate the ability and associated accuracy of GATE for real-

istically simulating complex clinical radiotherapy treatment

plans. The calculation of the 2D gamma index provides a

quantitative assessment of the quality of the Monte Carlo sim-

ulated with respect to the corresponding real measurements in

a dedicated phantom. This point is also in accordance with a

TABLE IX. Results for 2D gamma index (patient 6).

2D gamma index

Mean Median Max

0.345 0.189 0.804

0.227 0.211 0.768

0.298 0.255 0.672

0.343 0.254 0.726

0.271 0.188 1.115
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TABLE X. Results for absolute dose comparison (patient 6).

GATE absolute Measurement absolute Difference

Phase A dose (Gy/fraction) dose (Gy/fraction) (%)

Beam 0◦ 0.883 0.889 0.686

Beam 35◦ 0.173 0.174 0.747

Beam 70◦ 0.177 0.176 0.568

Beam 105◦ 0.130 0.129 0.853

Beam 140◦ 0.643 0.640 0.453

Total dose/fraction 2.006 2.008 0.099

comparative qualitative assessment of the obtained simulated

and measured isodose maps.

All absolute dose simulated calculations were made pos-

sible using a simple cross-calibration approach that can be

applied to any linear accelerator modeling. Simulated deliv-

ery of monitor units according to IMRT plans defined by the

Pinnacle TPS gave concordant results with actual measure-

ments obtained from IMRT quality assurance measurements,

as performed in routine clinical radiotherapy treatment with

a dedicated experimental setup (cylindrical matrix phantom

and ionization chamber). Recommendations about tolerance

level for acceptance of IMRT plans in terms of absolute dose

generally indicate 5% per fraction.36 Results obtained in the

present study are consistent with this limit since the global

error was 0.431% ± 0.246%.

Considering relative dose comparison studies, a treatment

plan based on CT images of a homogeneous phantom has

been previously used13 to validate GATE relative to XiO TPS

(Elekta, Sweden) against measurements. In this study, com-

paring GATE and XiO TPS results with measurements, more

than 96% of the points passed a 3%/3 mm gamma evaluation.

Within the same context of relative dose comparisons in our

study concentrating on clinical IMRT treatment plans, 90.8%

of the points considering all plans for seven different patient

datasets passed the test 5%/4 mm. Part of this reduced accu-

racy could be attributed to the difference between actual and

simulated shapes of MLC leaf end. However, there are sig-

nificant differences also between the two studies concerning

particles, beams, and size of radiation fields. For this reason,

results remain difficult to compare directly. Another factor

could be the larger patient variability considering that seven

different IMRT plans were used in the present study. These

results need to be confirmed on a larger patient database.

Concerning the absolute dose calculations, our results

show a difference of less than 1% between the GATE simu-

lated results and corresponding measurements for the selected

clinical IMRT plans. This performance is better or at least

comparable to that observed for other MC codes. More specif-

ically on the use of MC simulation codes within an abso-

lute dose calculation context, a percentage difference of <2%

was found for a dynamic 7-field IMRT plan implemented

in BEAMnrc/DOSXYZnrc (Ref. 21) using CT datasets of a

cylindrical phantom. In addition, within a clinical comparison

framework, using the enhanced collapsed cone algorithm ver-

sus the XVMC MC simulation code gave mean dose predic-

tion errors of <3% for the planning target volume in 8 IMRT

and 2 stereotactic body radiotherapy lung cases.18

Even if quantitative results obtained in the present study

are in accordance with tolerance levels for clinical treatments,

it may be of interest to determine the best accuracy achiev-

able with GATE simulations. This objective was not within

the framework of this study and would require a specific ex-

perimental setup including film dosimetry for higher spatial

resolution results. In the same way, performance comparison

with treatment planning systems, regarding management of

tissue heterogeneities for example, could be relevant for both

standard and IMRT plans and could be considered in future

studies.

V. CONCLUSIONS

In this work, we have successfully used the GATE/Geant4

Monte Carlo simulation platform with the new module ded-

icated to radiation therapy to evaluate dose distributions as-

sociated with a comprehensively simulated clinical linear ac-

celerator. The dose scoring tool and the PhS, which allows

storing a large number of particles allow to perform radio-

therapy simulations with results close to measurements per-

formed under realistic conditions. The accuracy of the calcu-

lations obtained with GATE (gamma index, relative and ab-

solute dose) has permitted to validate not only the accelerator

simulated model based on phantom studies but also complete

patient IMRT treatment plans. The accuracy assessment of the

simulated IMRT treatment plans was based on methodology

and associated acceptance criteria in agreement with interna-

tional recommendations. As a future study, research should

consider the integration of dynamic aspects either from the

patient point of view (physiological movements as described

by 4D anatomico-functional imaging, for example) or from

the accelerator point of view (dynamic arc-therapy). Image-

guided radiotherapy and dose-guided radiotherapy are also

domains of interest that could be investigated with the GATE

simulation platform.
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