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Abstract— Dealing with large, critical mobile systems and infrastructures where ongoing changes and resilience are paramount 
leads to very complex and difficult challenges for system evaluation. These challenges call for approaches that are able to 
integrate several evaluation methods for the quantitative assessment of QoS indicators which have been applied so far only to a 
limited extent. In this paper we propose the holistic evaluation framework developed during the recently concluded FP6-
HIDENETS project. It is based on abstraction and decomposition, and it exploits the interactions among different evaluation 
techniques including analytical, simulative and experimental measurement approaches, to manage system complexity. The 
feasibility of the holistic approach for the analysis of a complete end-to-end scenario is first illustrated presenting two examples 
where mobility simulation is used in combination with stochastic analytical modelling, and then through the development and 
implementation of an evaluation workflow integrating several tools and model transformation steps. 

Index Terms— 3.II.VIII.III Computer Systems Organization---Communication/Networking and Information Technology---Mobile 
Computing---Mobile communication systems, 9.VI.V.I Computing Methodologies---Simulation, Modelling, and Visualization---
Model Development---Modelling methodologies, 10.IX.IV Computer Applications---Mobile Applications---Pervasive computing  

——————————      —————————— 

1     INTRODUCTION
ecent advances in wireless and portable devices 
technologies have opened new opportunities for in-
novative services that can be accessed by mobile 

users in highly dynamic environments, through a combi-
nation of ad-hoc and infrastructure based communication 
networks. Such services cover a large variety of applica-
tion domains including information and entertainment 
(voice and video streaming, online gaming, contextual 
information services, etc.), as well as safety and depend-
ability critical services (hazard warning, safety and traffic 
management for transportation systems, assisted living 
support systems and healthcare monitoring, crisis man-
agement, etc.) [1]. This fast growing area poses some sig-
nificant challenges from the dependability point of view 
that require the development of innovative approaches to 
support design, validation and assessment activities [2]. 

In this paper, we focus on the challenges raised by the 
end-to-end dependability evaluation of such services and scen-
arios and we present an approach developed in the con-
text of the HIDENETS European project [3]. This ap-
proach is aimed at providing quantitative dependability 
and performance Quality of Service (QoS) metrics to sup-
port design activities. A fundamental challenge is to mas-
ter the complexity of the systems supporting the delivery of 
such services, taking into account their heterogeneity (in 
terms of the technologies used and their dependability 
and performance characteristics), the large number of 
components, and the dynamicity of the users. 

The proposed approach is designed to combine different 
evaluation techniques, including analytical modelling, 

simulation and experimental measurements, which can 
be  applied at different abstraction levels. Similar principles 
are widely recognized to be necessary to master the com-
plexity of large networked critical systems and to evalu-
ate their dependability [4]. 

The main contributions of this paper consist in (1) the 
presentation of a holistic approach (that is based on the 
above principles) for the dependability evaluation of end-
to-end scenarios in critical mobile systems, and (2) the il-
lustration of the feasibility of the holistic approach on 
case studies from vehicular applications. The essence of 
the holistic approach is the application of various tech-
niques at different abstraction and decomposition levels 
to solve sub-problems, and exploitation of the interactions of 
these techniques to obtain the solution of the complex prob-
lem of end-to-end dependability evaluation. The abstrac-
tion levels cover user, application, architecture and com-
munication layers, while the potential interactions, as de-
tailed later, could include cross-validation of assump-
tions, obtaining partial solutions, and refinement of the 
problem. The first two case studies show how mobility 
simulation is used in combination with stochastic analyti-
cal modelling to assess some dependability properties of 
the investigated applications. The third case study pre-
sents an example of an evaluation workflow, which il-
lustrates the feasibility of an automated integration of 
several tools and model transformation steps to support 
the holistic approach. 

The paper is structured as follows: Section 2 provides a 
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short overview on the HIDENETS project, outlines the 
main challenges to be addressed to evaluate the depend-
ability of large critical mobile systems, and presents the 
related work. The proposed holistic approach is described 
in Section 3, while the three case studies illustrating its 
feasibility are presented, respectively, in Sections 4, 5 and 
6. Finally, Section 7 summarizes the main conclusions of 
this work.  

2     HIDENETS OVERVIEW, CHALLENGES AND 
RELATED WORK 
This section first provides a short overview on the 
HIDENETS project [3] to clarify the modelling context. 
Then, it discusses the specific challenges on the quantita-
tive analysis and presents the related work. 

2.1 Quantitative analysis in the HIDENETS project 
The HIDENETS project primarily addressed the provi-
sioning of available and resilient distributed applications 
and mobile services in highly dynamic environments 
characterized by unreliable communications and compo-
nents. The concept of resilience extends the classical notion 
of fault tolerance (usually applied to recover system func-
tions in spite of operational faults) to some level of ad-
aptability, so as to be able to cope with system evolution 
and unanticipated conditions [5]. 

The investigations in HIDENETS included networking 
scenarios consisting of ad-hoc/wireless (multi-hop) do-
mains as well as infrastructure network domains. Appli-
cations and use-case scenarios from the automotive do-
main [1], based on car-to-car (C2C) communications with 
additional infrastructure support, have been used to iden-
tify the key challenges, threats, and resilience require-
ments that are relevant in the context of the project and 
specifically for the analysis approaches.  

A HIDENETS use-case is a set consisting of (one or 
more) applications, the actors and roles involved, and the 
identification of the affected dependability domains. The 
identified applications for a use-case are assumed to oc-
cur in a certain context where these applications typically 
appear together and interact with each other. The actors 
and their roles represent the glue of the use-case and are 
important for the interaction between the applications. 
Large part of the research work in HIDENETS was moti-
vated by three main use-cases [1] which impose comple-
mentary challenges and functionalities: Infotainment with 
elastic quality requirements, Platooning, with strict safety 
and timeliness requirements, and Car Accident, in which a 
number of applications with high dependability require-
ments operate in parallel. The latter use-case is the main 
setting of the evaluation examples in Section 5.  

Driven by the challenges and requirements of the use-
cases, the HIDENETS project has developed appropriate 
run-time resilience support via fault-prevention and fault-
tolerance mechanisms at the middleware and communi-
cation layers. Furthermore, the project adopted appropri-
ate architectural constructs, as well as methodologies to 
support the design, development, evaluation, and testing 
of dependable solutions using such mechanisms. An 
overview of the middleware and communication level 
services, their design and lessons learned in HIDENETS 

can be found in Chapter 3 of [6]. In order to evaluate the 
dependability of end-to-end complex scenarios, adequate 
holistic evaluation approaches have been developed, which 
are described in the further sections of this paper.  

2.2 Challenges in large critical mobile systems 
The assessment of the dependability-related attributes 

of the use-cases and applications in large critical mobile 
systems is a very challenging topic due to their character-
istics which include (see [7]): i) use of OTS components, 
which usually exhibit little information on their devel-
opment process, on their architecture and on their actual 
failure behaviour; ii) dynamicity in terms of topology, con-
nectivity, and channel conditions; iii) interdependencies be-
tween different system parts, e.g. resulting from functional 
or structural interactions between system components; iv) 
variety of threats, including both accidental and malicious 
faults (attacks and intrusions). In the following we pro-
vide some more details on three specific properties that 
have deeply affected the quantitative assessment activi-
ties described in this paper: mobility, heterogeneity and 
largeness.  

 
Mobility of actors. Mobility contributes to most of the 
dynamics of the considered C2C environments. This fact 
makes proper modelling of mobility and its effects on the 
network domain and application usage a task of crucial 
importance. Two possible types of mobility patterns can 
be used and combined to elaborate realistic mobility 
models: i) traces obtained by means of measurements of 
deployed systems or derived by ad-hoc mobility simula-
tors, and ii) synthetic models that correspond to math-
ematical models abstracting specific characteristics of 
nodes movements in particular environments.  
Heterogeneity of the network domains. The networking 
scenario includes wireless ad-hoc networks, wireless in-
frastructure-based networks, and also wired networks. 
The characteristics of these network domains are quite 
different. For example, the wireless ad-hoc domain is 
characterized by high dynamicity, while the fixed net-
work has only low dynamicity (mainly due to network 
traffic fluctuations and congestion). The heterogeneity 
could force the modeller to consider different modelling and 
solution techniques, each one specifically tailored to capture 
the behaviour of a part of the overall system. In this con-
text several challenging issues arise, like the definition of 
a proper mapping between sub-systems and modelling 
techniques, as well as the identification of the possible 
interactions between the different techniques. 
Large number of components and scenarios. The set of 
interacting components involved in a single use-case can 
be very large, and their number immediately increases if 
the scale of the system increases as well. The number of 
components to be considered in the quantitative evalu-
ation process will depend on the level of detail needed to 
evaluate the quantitative measures under study. Besides 
the number of components, the complexity of the evalu-
ation also results from the existence of a large number of 
failure modes and recovery and maintenance scenarios to 
be taken into account. 
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2.3 Related work 
Several approaches were already proposed to master the 
complexity of the evaluation of large systems. 

Model decomposition partitions a system-level model 
into a set of simpler and more tractable sub-models, and 
the measures obtained from the solution of the sub-
models are aggregated to those of the overall model. Most 
decomposition and aggregation methods use a hierarchi-
cal (top-down) decomposition to avoid the generation of 
large models. These approaches allow the evaluation of 
quantitative measures characterizing the dependability of 
the target systems at different abstraction levels. Various 
examples of modelling approaches based on this idea are 
proposed in the literature (see e.g. [8]). 

Analytical state-space stochastic models are commonly 
used for dependability modelling of computing systems. 
They are able to capture various functional and stochastic 
dependencies among components, and allow evaluation 
of various measures related to dependability and per-
formance based on the same model when a reward struc-
ture is associated to them. To master complexity, a model-
ling methodology is needed so that only the relevant sys-
tem aspects need to be detailed, allowing numerical re-
sults to be effectively computable. A survey on the ap-
proaches dealing with model complexity can be found in 
[4].  

With respect to coupling of different modelling tech-
niques, existing attempts in the literature frequently use 
simulation models (or experimental setups) of low-level 
system behaviour to obtain parameters to be used by 
higher-level analytical models (see e.g. [9]).  

Other works concern the construction of analysis mod-
els on the basis of measurements performed in a running 
prototype or in a full deployment. In [10], for example, 
software performance models of distributed applications 
are extracted from traces recorded during execution. A 
similar approach is recording error propagation traces in-
duced by fault injection experiments [11] to support the 
construction of error propagation models or derive high-
level behavioural models. More general approaches have 
been developed in [12] focusing on the interactions be-
tween modelling and experimentation for dependability 
benchmarking.  

Regarding the specific lower-level sub-problem of con-
nectivity analysis in ad-hoc networks, a large part of the 
existing research work focuses on static snapshots of the 
node placement: [13] analyses different connectivity met-
rics under the assumption that the node placement can be 
described by a spatial renewal process. This setting is 
generalized in [14] to cases of spatial correlation. How-
ever, for the use-cases considered in this paper, the dy-
namics of the connectivity changes are a major factor. This 
problem has been seldom investigated in the context of 
vehicular ad-hoc networks, though some recent work has 
been done in this direction in the context of encounter-
based protocols [15].  Note that such studies require the 
definition of mobility models that are representative of 
realistic traffic scenarios. A survey of recent initiatives 
aiming at this objective in the context of vehicular appli-
cations is presented in [16]. 

3     THE HOLISTIC FRAMEWORK 
The challenges discussed in Section 2.2, together with the 
necessity of continuous assessment activities during all 
the design and development stages of critical mobile sys-

tems, call for a composite verification and validation 
framework where the synergies and complementarities 
among several evaluation methods can be fruitfully ex-
ploited. In the quantitative assessment of such systems, a 
single evaluation technique (including analytical model-
ling, simulation and experimental measurement) is not 
capable of tackling the whole problem, i.e., the depend-
ability evaluation of end-to-end scenarios. To master 
complexity, the application of the holistic approach allows 
defining a “common strategy” using different evaluation 
techniques applied to the different components and sub-
systems, thus exploiting their potential interactions. The 
idea underlying the holistic approach follows a “divide 
and conquer” philosophy: the original problem is decom-
posed into simpler sub-problems that can be solved using 
appropriate evaluation techniques. Then the solution of 
the original problem is obtained from the partial solutions 
of the sub-problems, exploiting their interactions. Some of 
the possible interactions among different evaluation tech-
niques are the following: 
• Cross validation. A partial solution validates some as-

sumptions introduced to solve another sub-problem, 
or validates another partial solution (e.g., a simula-
tion model can be used to verify that the duration of 
an event in an analytical model is exponentially dis-
tributed). 

• Solution feedback. A partial solution (or a part of it) ob-
tained by applying a solution technique to a sub-
problem is used as input to solve another sub-
problem possibly using a different technique (e.g., a 
critical parameter in an analytical model is obtained 
using experimental evaluation). 

• Problem refinement. A partial solution gives some ad-
ditional knowledge that leads to a problem refine-
ment (e.g., the architecture of a component changes 
since it is recognised to be a system bottleneck). 

 
It is clear that the system decomposition is not unique, 

as we can identify different system decompositions cor-
responding to different levels of abstraction. The higher 
the level of detail required to capture the system behav-
iour, the higher is the complexity of the system to be 
modelled and solved. Therefore the choice of a particular 
system decomposition is of primary importance, and it is 
always a trade-off between faithfulness of representation 
of the real system behaviour (with respect to the measures 
of interest) and capability to solve the corresponding 
models. In the following, we depict a type of system de-
composition, the abstraction-based system decomposi-
tion, which statically focuses on the various levels of ab-
stractions that can be used to represent a system. 

 
The overall system can be analyzed at different levels 

of abstraction: each level captures a specific aspect of the 
overall system behaviour and it “communicates” with the 
other levels through some well-specified interfaces. Such 
interfaces mainly define the input they require from other 
abstraction levels, as well as their output. The proposed 
decomposition is also useful to understand and quantify 
how certain faults occurring at the lower levels of the 
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hierarchy can propagate and affect the higher levels, lead-
ing to erroneous states or failures when such errors reach 
the user. In particular, we have identified the following 
abstraction levels, depicted in Figure 1 (left side). 

 
User level. This level provides high-level QoS and de-
pendability attributes as perceived by the users. It de-
scribes the users’ profiles, that is, how the users interact 
with the application and how their requests are mapped 
to the different components of the architecture. Accord-
ingly, the QoS and resilience attributes perceived by the 
users depend on the QoS and resilience attributes of the 
corresponding components. A user level is needed to ac-
count for different classes of users having different behav-
iours and different requirements. Mobility scenarios and 
application utilization profiles are just some examples of 
users’ characteristics that can differentiate a user’s class 
from another. Note that mobility scenarios directly influ-
ence network dynamics, this way the underlying com-
munication resources. 
• The expected inputs are the outputs produced by the 

application level.  
• The expected outputs are high-level QoS attributes 

related to the user’s perspective. Examples of user-
oriented measures include availability, safety or relia-
bility reflecting the considered use-cases and oper-
ational profiles. 

 
Application level. This level describes the system behav-
iour from the logical and functional point of view. The 
applications differ in their technical properties, their 
mechanisms, their interfaces, and they can impose differ-
ent communication and middleware level requirements. 
The user-interfaces consist of a set of functions, and each 
function corresponds to a set of (middleware) services of-
fered by the architecture for its implementation. Each 
function may depend on several services and the services 
may depend on each other. 
• The expected inputs are the outputs produced by the 

architecture and communication levels.  
• The expected outputs are QoS and dependability re-

lated measures associated to each function invoked at 
this level, like availability, reliability, etc. Some of 
these measures could be provided as input to the user 
level. 

 
Architecture level. This is the part of the system captur-
ing the behaviour of the main hardware and software 
components (resources) that can affect the application-
level measures, including the error detection and recov-
ery mechanisms implemented in the system to support 
dependability and resilience. It describes how the func-
tions and services of the application level are imple-
mented on these resources. This layer also includes the 
middleware that abstracts some details of the underlying 
layers for the application running on top. 
• The expected inputs are some low level parameters 

concerning hardware, software or basic services, such 
as failure rate, error latency, repair rate, error propa-
gation probability.  

• The expected outputs are some medium-level de-
pendability-related attributes, like availability and re-
liability of some services used at the application-
level. 

 
Communication level. It captures the communication as-
pects of the system that can affect the application level. It 
addresses the link layer (possibly considering several 
types of networks like WLANs, UMTS and GPRS), the 
network layer (IP-based) and the transport layer (con-
sidering several types of protocols like TCP and UDP). 
• The main expected inputs are mobility scenarios 

(from the user level), the traffic patterns, and a set of 
assumptions introduced to hide low-level system de-
tails that are not the target of the analysis.  

• The expected outputs are communication level meas-
ures like: message delay, probability of lost message, 
probability that a message is incorrectly emitted or is 
omitted. Such measures could be mean values or 
complete distributions, and could be used at the ap-
plication-level or at the architecture level. 

 
Indeed, the communication level can be seen as a spe-

cial case of the architecture level focusing on some com-
munication related aspects that might affect the QoS and 
resilience characteristics perceived at the application and 
the user levels. Also, it is noteworthy that sometimes we 
might need to analyze and assess some characteristics of 
the application level as a function of communication re-
lated aspects without explicitly modelling in detail the 
architecture level. Similarly, depending on the level of de-
tail considered in the description of the studied system, it 
could be sometimes more efficient to model different lev-
els (e.g. the user and the application levels) as a single ab-
straction level.  

To evaluate the QoS and dependability measures asso-
ciated to the different abstraction levels discussed above, 
one or several dependability sub-models can be associ-
ated to each level (see right side of Figure 1). Each sub-
model can be processed using inputs evaluated from 
lower level sub-models, besides other inputs provided 
e.g. by measurement. It can also be processed independ-
ently of lower level sub-models by making assumptions 
about the behaviour and the parameters characterizing 
the dependability of lower level components. The selec-

 
Fig. 1. Levels of abstractions. 
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tion of the appropriate modelling and evaluation tech-
niques for each level (Markov Chains, Petri Nets, queuing 
networks, simulation, etc.) also depends on these assump-
tions and on the quantitative measures to be assessed.  

Some examples illustrating the combination of differ-
ent techniques within the holistic framework are pre-
sented in the following sections. The first addresses the 
estimation based on simulations of some connectivity pa-
rameters used in the analytical dependability models as-
sociated with the Distributed Black Box application (Sec-
tion 4). The second example integrates the output traces 
generated by an ad-hoc mobility simulator into analytical 
models capturing a subset of the Car Accident use-case 
scenario (Section 5). Finally, we will also provide a case 
study that demonstrates the integration of several tools 
and model transformation steps to support the holistic 
approach (Section 6). The models at different levels are 
aggregated and higher level models are generated in an 
automated way, forming an evaluation workflow that de-
fines how and where such integration can be realized. 

4     THE DISTRIBUTED BLACK BOX APPLICATION 
Similarly to avionics black-boxes, the Distributed Black-
Box (DBB) application investigated in the context of the 
HIDENETS project provides a virtual mechanism to re-
cord periodically historical data about the state of partici-
pating vehicles and their environment, which can be re-
played in the event of an accident [17]. To protect the data 
against accidental and malicious threats, this data is tem-
porarily replicated on participating vehicles encountered 
in the ad-hoc domain. Permanent backups are created 
when the vehicles (the data owner or the participating 
vehicles) access the fixed infrastructure.  

Compared to the scenario where the data is perma-
nently stored only when the vehicle collecting the data 
gets access to the fixed infrastructure, the efficiency of this 
service from a dependability viewpoint depends on a 
number of environmental factors, like the density and 
mobility characteristics of participating vehicles, the den-
sity of Internet access points for all vehicles, the occur-
rence rate of accidental failures and potentially malicious 
contributor behaviour affecting the vehicles.  

This section illustrates how a combined analytical and 
simulation modelling approach can help to gain better 
insights into how these issues affect the dependability of 
the DBB application. Firstly, simulation is used to charac-
terize the distribution of some connectivity parameters in 
vehicular communication scenarios. It is shown that un-
der certain assumptions the car-to-car and car-to-
infrastructure encounter processes can be described by a 
Poisson process. These parameters are then incorporated 
into a Generalized Stochastic Petri Net (GSPN) model to 
assess the impact of permanent failures on the availability 
of the data. Referring to the abstraction-based decomposi-
tion approach presented in Section 3, three abstraction 
levels are considered for the modelling of the DBB appli-
cation: 1) the user level defining the mobility patterns and 
scenarios to be considered in the analysis, 2) a communi-
cation level model which produces as an output the dis-
tribution of the car-to-car and car-to-infrastructure en-

counter processes based, and 3) an application level 
model that uses these connectivity distributions as an in-
put and models the impact of failures on the availability 
of the data. 

This section is organized as follows: Section 4.1 pre-
sents background information about the data replication 
strategies investigated for the DBB application. Section 4.2 
presents the simulation-based connectivity analyses con-
sidering a two lane freeway mobility scenarios. Section 
4.3 presents the GSPN model and examples illustrating 
the impact of several environmental parameters on data 
availability. 

4.1  Cooperative backup service  
The cooperative data-backup service takes advantage of 
the resources available in a mobile node’s neighbourhood 
to temporarily replicate critical data in the ad-hoc do-
main; such replicated data can then be permanently 
backed-up as soon as the participating nodes have an ac-
cess to the fixed infrastructure. This scenario assumes that 
the encountered vehicles accept to contribute to the co-
operative backup service and implement the middleware 
needed to run the service. Such contribution can be im-
posed by law for safety reasons or motivated by lower car 
insurance rates. 

The cooperative backup service also takes care of the 
data recovery phase by providing algorithms allowing the 
restoration of the data at the fixed infrastructure. Various 
data replication strategies can be considered for imple-
menting a cooperative data backup service. We have con-
sidered erasure codes that are well suited to ensure data 
availability and confidentiality in the presence of perma-
nent failures affecting the data. Such failures could be 
caused by accidental hardware or software faults, or by 
malicious actions (see [18] for more details).   

Given a data item to be encoded with an erasure code 
(n,k), the algorithm produces n ≥ k fragments; m fragments 
are necessary and sufficient to recover the original data 
item, where k ≤ m ≤ n. When m = k, the erasure code algor-
ithm is said to be optimal [19]. Simple replication of the 
data corresponds to the case k=1. When all fragments are 
stored on different vehicles, an optimal erasure code al-
lows n-k failures (or erasures) to be tolerated (besides that 
of the primary replica). Additionally, when all fragments 
are distributed to different neighbouring vehicles belong-
ing to different non-colluding users, erasure codes can be 
regarded as a means for improving data confidentiality: 
to access the data, an attacker must have access to k frag-
ments stored on different vehicles instead of just one 
when simple replication is used. Later in Section 4.3 we 
show the impact of n and k on the dependability of the 
data that can be offered by a cooperative backup service. 
The metric considered for assessing data dependability is 
the probability of data loss in the presence of failures af-
fecting the vehicles involved in a cooperative backup sce-
nario. 

4.2  Estimation of connectivity parameters  
This section addresses the estimation based on simula-
tions of the properties of some connectivity parameters 
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characterizing vehicular communication scenarios. These 
parameters are needed to evaluate the dependability of 
the DBB application using analytical models. Such pa-
rameters are the rate at which vehicles meet, the duration 
that such vehicles stay in connectivity range, and the rate 
at which a vehicle meets an access point of the fixed infra-
structure.  

Figure 2 shows an abstraction of a vehicular freeway 
scenario used in our context to estimate such connectivity 
parameters. We consider a long straight piece of freeway 
(of width W) with movements in two directions. The con-
sidered piece of freeway has a finite length L » W. In order 
to avoid edge effects, we assume in simulations that cars 
that leave on one side enter at the corresponding point on 
the other side, i.e., the long piece of road can be seen 
wrapped around a cylinder. It is assumed that vehicles 
have constant speed vi, however these velocities vi could 
be different among the vehicles and they are assumed to 
be identically and independently distributed according to 
a probability density function f(v). 

In order to focus on understanding the impact of the 
geographic mobility model, we adopt the approximation 
that two nodes can communicate on a direct link when 
their geographic Euclidean distance is less than a com-
munication radius Rv, where R v is a constant for all nodes 
regardless of speeds. Hence, we assume a homogeneous 
communication technology. It is an advantage of the em-
ployed simulation approach that more complex link-layer 
connectivity models including Doppler shifts and multi-
path propagation effects in changing physical envi-
ronments can easily be included. To characterize connec-
tivity dynamics, we consider a reference vehicle located at 
position (x1, y1), and we analyze two main processes: 
1) Car-to-Car encounter process that models the time in-

stances at which other cars enter (single-hop or s-hop) 
connectivity to the reference car. For s=1, these instan-
ces correspond to new cars coming into radio range Rv 
of the reference car. The mean time between such en-
counters is represented by α-1 and α is called the car-to-
car encounter process rate, assumed to be constant.  

2) Car-to-Infrastructure encounter process that models the 
time instances at which a vehicle comes into radio 
range RI of an access point of the fixed infrastructure. 
The mean time between such encounters is represented 

by β-1 and β is called the car-to-infrastructure en-
counter process rate, assumed to be constant. 
 
Other processes can also be investigated, e.g., to char-

acterize the duration of connectivity periods. Detailed re-
sults are presented in [20]. In the following, we present 
two main results that are needed for the analytical de-
pendability model presented in Section 4.3.  

The first result presented in Figure 3 concerns the dis-
tribution of the times between single hop car-to-car en-
counters. The simulation is performed using the follow-
ing set of parameters: 
• Each vehicle has a constant speed selected at the be-

ginning of the simulation uniformly distributed be-
tween vmin = 80km/h and vmax =130km/h. 

• Each vehicle is assigned x coordinate between (0, L) 
and y coordinate between (0, 2W) according to a uni-
form distribution (L = 5000m and W = 15m). 

• The reference vehicle at the beginning of the simula-
tion is assigned initial coordinates (x1, y1) = (2500m, 
22.5m) and speed v1=108km/h. 

• The car density is ρ = 1car/100m. 
 
Note that for this set of parameters, the communication 

range of the reference vehicle covers the full width of the 
freeway in both driving directions.  

The movement of the cars is simulated considering 
fixed time steps of granularity 0.1sec. Time steps at which 
k-hop connectivity relations to the reference car are estab-
lished newly or vanishing are recorded. The results from 
the simulation are used to investigate the distribution of 
the car-to car inter-encounter times.  
Figure 3 plots the empiric probability distribution func-
tion for the inter-encounter time in the single-hop case 
obtained from samples from 300 simulation runs, each 
entailing 5hrs simulated time (approximately 600 en-
counter samples in each run). Statistics for the times be-
tween encounters observed from the simulation show a 

 
Fig. 2. A two lane freeway mobility scenario. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Empiric probability density function of the time between single-
hop encounters for, car density ρ = 1car/100m: simulation results and 
comparison to an exponential distribution. 



BONDAVALLI ET AL.:  THE HIDENETS HOLISTIC APPROACH FOR THE ANALYSIS OF LARGE CRITICAL MOBILE SYSTEMS 7 

 

mean = 3.34sec corresponding to a rate estimate  = 
0.29/sec and a variance of inter-encounter times = 
10.38sec2. The encounter rate value that results from the 
least-square fit to an exponential distribution (as also tak-
ing the mean estimate which is previously stated is a way 
of fitting, namely the maximum likelihood fit) is 
α=0.312/sec, so rather close to the simulation estimate. 
This is confirmed by the P-values associated to the Kol-
mogorov-Smirnov and χ2 statistical tests shown in Figure 
3. 

It is noteworthy that an analytical proof provided in 
[20] shows that the encounter process is a Poisson process 
when considering an infinite freeway lane with an initial 
placement of cars according to a spatial Poisson process. 
Additional results illustrating the impact of the radio 
range Rv as well as investigations to what extent a Poisson 
process is still a good approximation in more complex set-
tings are also presented. 

The second result concerns the distribution of the car-
to-infrastructure inter-encounter times. Besides the simu-
lation parameters used for Figure 3, the density of access 
points is assumed to be equal to 1/km with a radio range 
RI = 250 m. The plot of the empiric inter-encounter distri-
butions looks qualitatively similar to Figure 3 and hence 
is omitted here. Statistics from the simulation for the car-
to-infrastructure inter-encounter times show a mean = 81.1 
sec corresponding to a rate estimate = 0.0123/sec.  The 
encounter rate that results from the fitting to an exponen-
tial distribution is β=0.011/sec. Also, the good quality of 
fit of the exponential distribution to the data is confirmed 
by the Kolmogorov-Smirnov and χ2 tests. It is noteworthy 
that a similar conclusion is obtained when considering a 
lower density of access points (e.g., 1/2.5km or 1/5km). 

4.3 Dependability modelling  
This section presents an analytical model based on Gen-
eralized Stochastic Petri Nets (GSPNs) aimed at assessing 
the combined impact of failures and mobility characterist-
ics on the dependability of the data in the context of a co-
operative backup service.  

GSPNs are commonly used to perform dependability 
evaluation studies and sensitivity analyses aimed at iden-
tifying parameters having the most significant impact on 
the measures. The corresponding models are based on the 
assumption that all the underlying stochastic processes 
are described by exponential distributions. 

In the previous section, we have shown that the expo-
nential distribution is an acceptable assumption for de-
scribing connectivity parameters when considering the 
investigated freeway mobility scenario. As regards the 
distribution characterizing inter-failure times, the expo-
nential distribution is a common assumption in depend-
ability studies.  

Figure 4 presents a generic GSPN model of the co-
operative backup service using an (n,k) erasure coding 
algorithm. This model is presented in detail in [18]. Here 
we only summarize the main characteristics needed to 
illustrate the combination of results obtained from the 
simulation and the analytical modelling. The model fo-
cuses on the mobile ad-hoc part of the cooperative backup 
service, assuming that the infrastructure-side functionali-

ties are reliable. We describe the behaviour of a data item 
in the presence of failures from the time it is generated at 
the source vehicle (called owner) until it is saved at the 
infrastructure side or it is completely lost. A data item is 
considered “safe” (Place DS is marked) whenever either 
its owner or a participating vehicle storing it (called con-
tributor) is able to access the Internet. Thus, with (n,k) 
erasure coding, a data item is definitely lost  (Place DL is 
marked) if and only if its owner vehicle fails and less than k 
contributors hold or have held a fragment of the data 
item. This condition is specified in the predicate L at-
tached to the transitions of the Petri net. The failures of 
the owner and the contributors are represented by transi-
tions λ0 and m(MF)λ, respectively. m(MF) corresponds to 
the number of tokens in place MF indicating the number 
of contributors holding a fragment of the data. Car-to-car 
encounters are represented by transition α, and car-to-
infrastructure encounters are represented by transition β0 
for the owner and m(MF)β for the contributors. The asso-
ciated rates are derived from the simulation experiments 
presented in Section 4.2. 

The dependability of the data backup service can be 
assessed via the evaluation of the probability of data loss, 
i.e. the asymptotic probability, noted PL, of reaching the 
DL place. Let us denote by PLref the probability of data 
loss corresponding to the non-cooperative backup scen-
ario (i.e., the data is not replicated in the ad-hoc domain 
and is backed up only when the owner accesses the infra-
structure). We can measure the dependability improve-
ment provided by a cooperative backup service compared 
to a non–cooperative backup scenario by evaluating the 
data loss probability reduction factor LRF = PLref/PL.   

4.4  Example of results 
Figure 5 shows an example result illustrating the data de-
pendability improvement yielded by the cooperative 
backup service by plotting the evolution of data loss fac-
tor LRF as a function of the failure rate λ, considering dif-
ferent values of α/β and n. Here we consider the case of 
simple replication (k=1) and we assume that owners and 
contributors behave similarly (β0=β , λ0=λ).  

The results in Figure 5 are obtained with the param-
eters α and β estimated from the simulation experiments. 
Three different cases are distinguished corresponding to 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. GSPN model describing the cooperative backup of a data 
item in the presence of failures. 
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three mobility scenarios with car density ρ= 1car/10m, ρ= 
1car/100m, and ρ= 1car/1000m, respectively. The connec-
tivity ratios α/β estimated for these three cases are of the 
order of magnitude 341.1, 25.4 and 8.9 respectively. The 
data dependability improvement compared to the non 
cooperative backup scenario depends on the value of the 
failure rate λ. It can be seen that the maximum gain is of 
the order of magnitude of the ratio α/β, which depends on 
the considered mobility scenario. 

5     THE CAR ACCIDENT USE-CASE 
The car accident use-case scenario evolves around a scene 
with an accident on a road, involving cars. The analyzed 
network scenario is composed by a set of overlapping 
UMTS cells covering a highway, and a set of mobile net-
work devices (embedded or inside cars and emergency 
vehicles) moving in the highway and requiring different 
UMTS classes of service. The concrete UMTS scenario 
under analysis is depicted in Figure 6.  

Four base stations are considered: A, B, C and D. The 
users (cars) are moving in two different road lanes: some 
in the left to right lane (from A to D) and the remainder in 
the right to left one (from D to A). We assume that the ac-
cident occurs in the C zone, in the left to right lane, for-
cing other users approaching that area to stop until the 
ambulance arrives, the crash site is cleaned and the nor-
mal traffic flow restored. The emergency vehicle heads 

back to the hospital towards the A zone, where we sup-
pose the hospital is located. Concerning the available 
UMTS services, we suppose that a generic user can use 
three different services (Telephony, Web Browsing and 
File Transfer), while the ambulance uses the “access to 
medical expertise” application that consists of two simul-
taneously running services (Emergency Streaming to 
transmit the ECG traces, and Emergency Video-
conference to fully interact with the hospital), having 
higher requirements in term of signal to interference ratio 

as compared to the nonemergency services. The services 
mainly differ by the activity factor, the uplink and down-
link throughput and the required signal-to-interference 
ratio. 

The metrics of interest concern the QoS levels both 
from the users’ perspective and from a mobile operator’s 
point of view. Typical user-oriented QoS indicators are the 
probability that a service request is successfully com-
pleted (Psucc), blocked (Pblock) or dropped (Pdrop). Typical 
mobile operator-oriented indicators are the load factor, 
both in uplink (ηul) and downlink (ηdl), and the number of 
allocated traffic channels, which corresponds to the aver-
age number of served users. 

The Car Accident use-case scenario has been analyzed 
in [21] through a modelling approach based on the Sto-
chastic Activity Network (SAN [22]) formalism. The focus 
was on three UMTS characteristics having important ef-
fects on the QoS: the random-access procedure, the ad-
mission control strategy and the soft handover mecha-
nism. These characteristics mainly influence the so called 
“connection level” QoS, which are the quality indicators 
related to the connectivity properties of the network, like 
the call blocking or dropping probability. Exploiting the 
modularity of the modelling framework, in [23] the same 
authors defined the approach for integrating the output 
produced by an ad-hoc mobility simulator into the mod-
elling process itself, which allows capturing more com-
plex and detailed mobility dynamics that can heavily af-
fect the analyzed QoS indicators. Such interaction consti-
tutes a concrete example of an application of a holistic ev-
aluation approach, where the synergies and the character-
istics of different evaluation techniques (here mobility 
simulators and SAN models) are exploited to capture sys-
tem characteristics at a more detailed level, thus enabling 
a more refined QoS analysis that could be hardly obtained 
using a single technique.  

Building on these previous works, in the remaining of 
this section we will first focus on the SAN - mobility 
simulator interaction (Section 5.1), also showing how it 
allows a refinement of the UMTS network model (Section 
5.2). Then we will present some results showing the im-
pact of the mobility and network model refinement on the 
selected QoS indicators (Section 5.3). 

5.1  Refinement of the mobility aspects 
The UserMobility SAN model presented in [21] represents 
the user movement across the UMTS network scenario, 
and it belongs to the ‘User’ abstraction level of Figure 1 (it 
defines the mobility characteristics of the users). The mo-
bility pattern of every single user included in the scenario 
is modelled by an instance of the UserMobility model. In 
accordance with the modelling assumptions, the mobility 
scenario is represented through different “zones”, charac-
terized by a given active set of available base stations, and 
the user moves through these zones in a uniformly distri-
buted time that depends on the cell size and on the aver-
age speed of the user.  

As shown in Figure 7, each UserMobility model can be 
logically split in two distinct parts: the “Mobility Pattern” 
part and the “Translation” part. The “Mobility Pattern” 
part represents the stochastic mobility scenario imple-

 

 

 

 

 

 

Fig. 5. Data loss reduction factor as a function of λ, considering 
different parameter values for α/β (k =1 in this case). 

 
 
 
 
 
Fig. 6. The analysed scenario. 
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menting the user mobility rules and updating the user 
position when required. There is a place for each zone 
and uniformly distributed activities to model the move-
ment between them. The “Translation” part performs a 
mapping between the user position in the scenario and 
the network topology, i.e., it identifies the available base 
stations based on the current user position (the zone 
where the user is located). 

A more refined representation of the user mobility as-
pects can be achieved by allowing the SAN model to read 
and use the detailed mobility traces generated by a mo-
bility simulator or collected from real-life experiments. 
Thanks to the modularity of the model and the clear sepa-
ration between the two roles of the UserMobiliy model, 
the goal is achieved with few modifications to the original 
model (see Figure 8).  

As first step, the “Mobility Pattern” part of the User-
Mobility models is replaced by some interface places, 
which hold the current user position and serve as input to 
the “Translation” part. These interface places will get their 
values from the mobility trace. An additional atomic 
model, the TraceParser model, is then introduced to read 
the trace file and fill the proper values in the interface 
places. In the current implementation the mobility traces 
have been generated using VanetMobiSim1, a Java-based 

mobility simulator which reads the scenario definition 
from an XML file and generates a trace file with the fol-
lowing format: NodeID, Time, XPosition, YPosition.  

The metrics of interest have been computed through 
the interaction between the mobility simulator and the 
discrete event simulator provided by Möbius [24] tool, as 
depicted in Figure 9.  

Before the execution of each Möbius simulation batch 
(trajectory i, with i=1,…,n, where n is the number of 
batches), the mobility trace file is updated with a new 
one, stochastically generated by the mobility simulator. 
The stochastic mobility scenario is then represented by 
the set of generated mobility traces. Given a (transient) 
measure of interest M (e.g., the cell load factor at a given 
instant of time), for each trajectory i an observation Oi is  

1 http://vanet.eurecom.fr/ 

computed, which corresponds to a sample point of M; 
then, for example, its mean can be computed as ∑i=1

n Oi / 
n, and confidence intervals can be generated. 

The mobility trace needed for a single simulation batch 
is generated and then read by the Möbius simulator itself 
through a fully automatic process, without additional li-
braries or dependencies. The whole process is handled by 
the additional TraceParser atomic model, which invokes 
the mobility simulator at the beginning of the simulation 
and then reads the generated trace at periodic intervals 
(matching the values of the Time field), until the Möbius 
simulation ends. The mobility simulator is executed using 
a blocking system call, therefore the Möbius simulation is 
suspended until the mobility trace has been generated. 
Following this approach any mobility simulator or even 
experimental measurement tools could be used, provided 
that they are capable to generate mobility traces as out-
put. 

5.2  Refinement of the UMTS network model 
At this point we can use this additional information, i.e., 
the exact position of the users in the network topology, to 
refine the UMTS network model through a more refined 
load factor estimation. With respect to Figure 1, the UMTS 
network model mainly represents the communication 
level aspects, although it also abstracts some basic archi-
tecture and application level elements. The considered 
admission control algorithm is based on the load factor of 
the UMTS cell: a new call is accepted if the load factor 
level reached after adding the call does not exceed a pre-
specified threshold, both in uplink and in downlink. That 
is: 

 

 
 

where η
ul
, δ

ul
 and η

ul_threshold
 (or η

dl
, δ

dl
 and η

dl_threshold
) are, re-

spectively, the cell load factor before the admission of the 
new call, the load factor increment due to the admission 
of the new call and the pre-specified threshold level in 
uplink (or downlink). According to well-known UMTS 
equations (e.g., see [25]), the load factor increment in 
downlink and uplink for a given user and service can be 
computed (within the UMTS network model) as: 

 
 
 
 
 
 
Fig. 7. The two logical components of the UserMobility atomic 
model. 

 
 
 
 
 
 
 
 
 
 
Fig. 9. VanetMobiSim - Möbius interactions. 
 

 
Figure 10: VanetMobiSim - Möbius interactions. 

 
 
 
 
 
 
 
Fig. 8. Integration between the SAN model and a mobility simulator, 
using traces. 
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where E

b
/N

0
 is the required service quality, R is the ser-

vice data rate, υ the service activity factor, α the average 
orthogonality factor, W is the chip rate and i is the other-
to-own interference ratio at current user position. 

While most of the parameters in Equations (3) and (4) 
are directly obtained from the service class or other net-
work variables, the i factor depends on the power of re-
ceived signals, which in turn depends on the user posi-
tion in the scenario. To perform the admission control 
procedure, the load factor increments have to be com-
puted for each user and each network service.  

In [21] it has been assumed that users which are using 
the same service in the same zone generate the same 
(fixed) amount of load (and interference) on the involved 
base station(s). In other words, the i parameter (i.e., the 
other-to-own interference ratio) has been set to an average 
value not depending on the current user position. In a zone 
covered by two or more base stations a user can take ad-
vantage of soft handover and connect to two or more base 
stations. When this happens, the load generated on each 
base station is lower (but still fixed) than the load that 
would be generated having a single connection. 

Since the refined mobility model provides the exact 
user positions, we can now refine the load factor estima-
tion within the UMTS network model. The concept of path 
loss describes the signal propagation in the modelled en-
vironment. Among other factors, it is a function of the dis-
tance between nodes and its calculation varies based on 
the selected propagation model. For simplicity we will 
consider the free-space path loss (see [25]), which is given 
by: 

 
where f is the operating frequency in Mhz and d is the 

distance in Km. Assuming that the total transmitted 
power of all base stations in the area is the same, the i fac-
tor for a given user can be computed as a function of the 
path losses between the user and the base stations [26]. 
The i  factor for a mobile m served by cell j can thus be 
computed as: i(m)=∑

k≠j
(L

km
/L

jm
), where L

km
 is the path loss 

between base station k and mobile m. 

5.3  Numerical evaluations 
In this section we evaluate and compare the QoS indica-
tors obtained solving the basic and the refined models.  

We consider the car accident event occurring at time 
t=4001 sec., which is cleared 1000 seconds later. As men-
tioned before, to compute the i factor in the trace-
enhanced version the free-space path loss formula is used 
(Equation (5)). 

In Figure 10 we compare the uplink load factor of base 
station C obtained using the basic and the refined models 
(the downlink factor has a similar trend). The two vertical 
lines represent the instants of time when the car accident 
occurs and it is cleared, respectively, while the horizontal 
one represents the maximum allowed cell load factor in 

uplink (η
ul_threshold

). Considering the refined models, we 
present two analyses corresponding to two different car 
accident coordinates: the first one with the accident oc-
curring in the center of base station C (i.e., where the an-
tenna is located), and the second one with the accident 
occurring at the border of the overlapping area between 
cells C and D (points P1 and P2 of Figure 6, respectively). 
We consider a total of 50 cars moving in the scenario, with 
an average speed of 90 Km/h when not involved in the 
traffic jam caused by the accident. Analyzing the results 
we first note that the differences between the “basic” and 
the “refined” plots are really significant. The refined esti-
mations show that the same number of users camped in 
the cell is actually producing a lower load factor. This 
means that, with the adopted setting, the non-refined ev-
aluation process overestimates the load factor of the cell. 
In addition, considering the “refined” plots, we note that 
an accident occurring near the border of the cell (the 
“BORDER” plot) initially has a higher impact on the load 
factor due to the higher interference produced by the us-
ers, and then it becomes lower once the car accident is 
cleared, because the users are near the border and then 
immediately enter in the overlapping area with base sta-
tion D.  

In Figure 11 we compare the probability that a Web 
Browsing service request is blocked as time elapses, for 
the two different car accident coordinates. In accordance 
with the previous discussion, the values obtained through 
the solution of the “refined” models are lower, and for 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Load factor (uplink) of base station C. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11. Probability that a “Browsing” service request is blocked. 
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t=5000 seconds (just before the accident is cleared) the 
blocking probability for the “BORDER” scenario is about 
two times the value of the “CENTER” one. The results for 
the other services have similar trends. 

6     EVALUATION OF THE SUCCESS OF USER 
ACTIVITIES USING AN AUTOMATED EVALUATION 
WORKFLOW  
In this section we present a study that computes a user-
level dependability attribute, namely the probability of 
the successful execution of user activities in a dynamic 
scenario [27]. In this scenario the user (driver of a car 
moving along a route) relies on available applications, 
and tries to execute several activities in an environment 
that is characterised by changes: the activities include col-
laboration with other users, the users may move, and the 
mobility and network traffic influence the availability and 
quality of the services. In the following we refer to scen-
ario as a concept that involves all user-related and envi-
ronment-related changes. 

The evaluation approach is general in the sense that it 
does not apply only to a specific use-case (i.e., utilization 
of specific functions and services); instead, the inputs of 
the evaluation include models that could specify various 
user activities, describe the structure of the used applica-
tions (functions), the dependability parameters of specific 
services or resources included in these applications, and 
the road traffic and mobility pattern. 

Accordingly, the evaluation approach needs the inte-
gration of several tools that are responsible for the con-
struction, refinement and solution of partial models, and 
aggregation of these into system-level models. The inte-
gration of the tools, i.e., the mapping of the outputs of 
tools to the inputs of successive tools, can be automated 
by model transformations that implement either syntactic 
mappings or property-preserving translations between 
different formalisms. This way an automated evaluation 
workflow can be implemented.  

The inputs and output of the evaluation workflow as 
well as the internal processing steps are summarized in 
Figure 12. Parallelograms represent models, and multi-
layered parallelograms stand for multiple models. The 
rectangles illustrate internal model processing and model 
solution steps. The three sets of input models that repre-
sent different views of the scenario are as follows: 
• Each user workflow specifies the user activities in terms 

of application utilization. The mobility aspects are not 
addressed in the user workflow as they are included in 
the topology model. There is a user workflow for each 
participant of the scenario. The information required 
for the evaluation can be extracted either from UML 
activity models extended with time information (that 
specify the ordering and relation of user activities us-
ing a flowchart-like notation) or from domain-specific 
workflow models. 

• Each topology model represents the information on the 
evolving ad-hoc topology of potential network connec-
tions. In case of multiple networking technologies 
there is a separate topology model for each technology 
that can be used for communication. The topology 

model can be constructed utilizing existing mobility 
trace generator and network topology generator tool-
chains [28]. As a specific example, VanetMobiSim is 
supported as mobility trace generator and the topology 
model is constructed from its output traces. 

• The application-service dependency models define how the 
used applications depend on the services, hardware or 
software components of nodes. These dependencies 
are described by UML object diagrams. Objects repre-
sent the software and hardware components at the 
underlying architecture level, and links represent the 
relations among them. The types of components, the 
redundancy schemes and the component level de-
pendability attributes are modelled using UML stereo-
types and tagged values according to the conventions 
developed in [29]. 
 
The output of the internal dependability model con-

struction steps, a phased analysis model, is solved by an 
external solver (Möbius or DEEM [30]) which carries out 
the transient solution resulting in the success probability 
of the user activity sequence along the scenario. This re-
sult can be used to characterize the user workflow in a 
best case or worst case situation (e.g., whether it is pos-
sible to execute the activities in case of extreme network 
conditions), or to compare different environment options. 
Another aspect is the comparison of different execution 
strategies at the user level (e.g., whether it is reasonable to 
rely on given functions). These results can also be used to 
synthesize design patterns for given application scen-
arios, helping the software engineers utilizing the archi-
tectural solutions to build more dependable applications. 
In the following we describe how the concepts of the ho-
listic framework (Section 3) appear in this evaluation 
workflow. Note that the focus of the description in this 
section is the integration of models and tools, and not the 
presentation of concrete evaluation results. 

6.1  Hierarchical modelling 
The evaluation workflow follows the approach of multi-
level modelling addressing phases. Hierarchical multi-
level modelling is applied by considering user, applica-
tion, architecture and communication levels (see Section 
3), while the multi-phase approach is followed to separate 
phases, i.e., time periods in which the users’ activities and 
the environment conditions can be considered unvarying. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. The evaluation workflow. 
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Accordingly, modelling and evaluation solutions inte-
grated in the evaluation workflow belong to specific lev-
els (e.g., construction of topology models belongs to the 
communication level, stochastic dependability modelling 
and evaluation belong to the application and architecture 
levels) and handle the phases (e.g., phases identified on 
the basis of topology changes). 

The concept of hierarchical modelling and solution 
feedback are directly applied when the application-
service dependency models are constructed. If the de-
pendability parameters of an application or service are 
computed by a specific evaluation technique (that con-
siders the semantics of the service and may apply simula-
tion or experimental approaches, as demonstrated in the 
previous examples) then the internal software architec-
ture of this service is not explored; instead, it is con-
sidered as a single entity in the analysis model and the 
computed parameters are used. This way the results of 
specific evaluation tasks related to middleware services 
and applications can be utilized. If there are no such spe-
cific evaluation results then a generic dependability 
model is constructed taking into account the dependen-
cies at lower levels of the hierarchy (i.e., the mapping to 
lower level services, hardware and communication re-
sources). The UML object model details the components 
that are needed for the correct operation of the service, 
and the dependability parameters of the service are com-
puted on the basis of the local parameters of these com-
ponents. 

6.2  Interactions between tools and techniques 
The evaluation workflow consists of several internal 
model processing steps as presented in Figure 12. 
Resolving wireless connections 
In this step the required wireless connections are identi-
fied on the basis of the application-service dependency 
model and the topology, taking into account the routing 
among the participants. For instance the wireless network 
topology is computed on the basis of the output of 
VanetMobiSim. In each discrete moment of the mobility 
trace, the set of available wireless connections (i.e., the 
current topology) can be determined by a threshold detec-
tor based on the distances between the nodes. Here we 
implicitly assume that the evolution of the wireless net-
work topology can be statically determined. 
Identification of phases 
The time-based decomposition approach means the iden-
tification of phases by merging the changes in the wireless 
topology and in the user behaviour described in the user 
workflow model. Phases are time intervals in which the 
topology and the user activities are static. When the 
phases are identified an aggregated phase model is con-
structed that contains all information related to the 
phases: the phases with the corresponding (fixed) time 
intervals, the running activities, the nodes and the topol-
ogy (wireless connections between them). The snapshot 
belonging to a phase (activities, nodes, and connections) 
is called a configuration.  
UML based dependability model construction 

In this step the conditions of the successful execution of 
applications are resolved. The corresponding depend-
ability sub-models that represent the failure and recovery 
processes come either from results of external modelling 
or evaluation tasks or from architecture based modelling. 
In this latter case the dependability sub-models are con-
structed on the basis of the detailed application-service 
dependency models. 

Shortly summarizing, each hardware and software 
component is assigned a dependability sub-model, which 
in our case will be a Stochastic Petri Net that represents a 
generic fault activation process (healthy, erroneous and 
failure states of the component are distinguished, where 
failure means a deviation from the correct service of that 
component). Several component types can be distin-
guished based on their faulty behaviour at this abstrac-
tion level (e.g., stateful or stateless hardware and software 
components). The sub-models’ parameters are the fault 
occurrence rate, error activation delay and (optionally) 
recovery delay. Network connections may exhibit fault 
activation on their own, thus these are assigned fault acti-
vation sub-models in a similar way. The “uses the service 
of” and “is deployed on” relations among the compo-
nents and connections are assigned error propagation 
sub-models with propagation probability parameters. The 
details of these analysis sub-models and the handling of 
redundancy are described in [29]. When the application 
dependability model is constructed, the sub-models cor-
responding to the different component, connection and 
relation types are taken from a library of analysis subnets 
(as patterns), parameterized according to the tagged 
values of the concrete components in the model, and 
interconnected through interface places automatically 
[31]. 
Generation of the phased dependability model 
According to our evaluation approach the analysis model 
is a Multiple Phased System (MPS) model. This is com-
posed of two logically separate Petri nets: the System Net, 
representing the structure of the system (users, activities, 
components and their interactions with failure/recovery), 
and the Phase Net, representing the phase changes. 

The Phase Net model is constructed on the basis of the 
aggregated phase model as a series of places (each one 
representing a phase) with timed transitions included be-
tween the consecutive places (each having a delay equiva-
lent to the time interval of the given phase). 

The System Net is a single model built for the whole 
scenario, representing all components that are used in at 
least one phase. It is constructed by an automatic model 
transformation on the basis of the configurations of 
phases (available in the aggregated phase model). Here 
the dependability subnets of applications and services 
(generated in the previous step) are used. The static wire-
less network topology is modelled as a set of peer-to-peer 
connections. The subnet modelling a connection repre-
sents the failure-recovery process of the wireless link. The 
configuration of the components and connections varies 
in time along the phases, which has to be reflected in the 
System Net. The presence of a component or a connection 
in a phase is modelled using proper guard expressions 
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that refer to the marking of the Phase Net. If a compo-
nent/connection is not part of the configuration then its 
subnet is “separated” from the other parts of the model: 
in fact, the guard conditions of the transitions that repre-
sent error propagation become false when the marking of 
the Phase Net corresponds to the given phase (this way 
these have no effect on the other subnets). 

From the point of view of the phased behaviour there 
are specific aspects that have to be taken into account. The 
fault activation subnet of a stateful hardware or a con-
tinuously running software service is not influenced by 
the fact whether it is part of the configuration or not, be-
cause faults may occur at any time. However, a stateful 
piece of software that is demand triggered (e.g., an appli-
cation started by the user) cannot fail if it is not part of the 
configuration, and every time it becomes part of the con-
figuration it is started in the healthy state. The users are 
identified by a specific stereotype in the application-
service dependency models. The corresponding subnets 
do not represent failure and repair processes but include 
the interface places connected by guarded propagation 
subnets (belonging to the “uses the service of” links) to 
the subnets representing the applications invoked by the 
user. The assigned reward expressions are defined in such 
a way that the reward is accumulated if all relevant appli-
cations are available. 
Solution of the phased analysis model 
The time distribution functions of the timed transitions in 
the Phase Net and System Net determine the solution 
method and the tool that can be used. Simulation based 
solution by Möbius allows general distributions. Efficient 
analytical solution by the DEEM tool can be utilised if the 
MPS model is based on Deterministic and Stochastic Petri 
Nets. In this case transient analysis of MPS models is car-
ried out using Markov Regenerative Processes, which al-
lows the intra-phase processes to be solved in isolation, 
thus preventing the state space explosion [32]. 

6.3  Working with the evaluation workflow  
Currently the Viatra2 [33] graph transformation frame-
work is used to carry out the model processing steps 
based on precise metamodels, and the output MPS model 
is generated automatically. Some steps (e.g., the identifi-
cation of phases on the basis of the user workflows and 
the topology models) are implemented as graph trans-
formations, while more simple steps are implemented as 
imperative functions. At this stage, the implementation is 
composed of 13 metamodels, 8 graph transformation 
steps and 27 native functions. Assessment of the work-
flow focused on the relevant factors that determine the 
performance and scalability of the internal model process-
ing steps. An “emergency warning” scenario analyzed by 
the evaluation workflow consisted of two participants 
and an ambulance car where the ambulance tries to notify 
the participants. The mobility traces were created by 
VanetMobiSim taking into account additional cars that 
can form a network route between the participants and 
the approaching ambulance. The evaluation addressed 
the success probability of the scenario based on different 
ranges of the wireless connection. The MPS model was 

generated automatically and its solution was carried out 
by simulation in Möbius. Different mobility traces were 
generated with different number of cars in the scenario. It 
turned out that the dominant part of the time needed to 
run the evaluation workflow was the construction of the 
analysis models. Its time depended heavily on the num-
ber of cars in the scenario (e.g., increasing the number of 
cars from 3 to 11 in 4 steps the time increased from 50 to 
700 seconds). This significant dependency is due to the 
current implementation of the exploration of the potential 
routes between the participants in the different phases (as 
this step is based on graph transformations, the memory 
need of this exploration step is also a limiting factor that 
determines the number of cars that can be handled). The 
increase of the size of the analysis model is linear with re-
spect to the number of cars (900 to 1300 model elements 
in the above cases). After the generation of the model, the 
time needed to run the simulation (get solution with 95% 
confidence level and 10% confidence interval) was below 
10 minutes even in the case of the largest model. 

7     FINAL REMARKS  
 The paper presented the quantitative evaluation per-
formed in the HIDENETS project, focusing on the combi-
nation of different techniques to master the overall system 
complexity and quantify end-to-end quality of service 
measures. The feasibility of such holistic approach has 
been first illustrated providing two examples of interac-
tion between mobility simulators and analytical models. 
Both studies are examples of the cross-fertilization inter-
action among different methods, since we feed system 
models with parameter values derived through simula-
tions. The paper has also provided an example of an ev-
aluation workflow supporting the holistic approach, 
where the models at different levels are aggregated and 
higher level models are generated in an automated way. 

Finally, it is worthwhile to mention that such holistic 
approach and the devised methodologies have a quite 
general scope and applicability. Their usefulness and 
usability are not restricted to the car-to-car communica-
tion scenarios used in the HIDENETS project as the main 
example application domain, but they can be adapted and 
tailored to other contemporary application fields sharing 
the growing interconnectivity between different infra-
structures and their more and more seamless interactions. 
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