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ABSTRACT: 
The aim of this paper is to present a new strategy based on the interval analysis for the prediction of stable and 
unstable regions of mechanical systems subjected to friction-induced instability. For the sake of simplicity, a two-
degree-of-freedom minimal model is constructed and analysed to examine the numerical procedure and interval 
algorithm. The efficiency and robustness of the proposed method is demonstrated through numerical simulations versus 
the variation of the friction coefficient and the damping factor. 
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1. Introduction
In the field of engineering, friction-induced vibrations 
are a major concern in a wide variety of mechanical 
systems. In recent decades, the subject of friction-
induced vibration has received considerable attention 
from a number of researchers [1-4]. Their investigations 
were conducted in order to find different mechanisms of 
friction-induced system instability. This type was 
presented in the context of brake noise to predict the 
dynamic behaviour of brake systems and to prevent 
instability [5-9]. Such friction-induced self-generated 
vibrations can be explained by four general, independent 
mechanisms, namely stick-slip, speed dependent friction 
force, sprag-slip and mode coupling [1, 2, 10-19]. The 
former two rely on tribological properties whereas the 
latter two are due to geometrical conditions. Interested 
readers may refer to papers [1, 2, 10] for an overview of 
the four general mechanisms. 

Though many studies have been conducted and 
some of them have been successfully applied to 
particular systems and running conditions, it will be very 
difficult to find suitable values of the system parameters 
in order to obtain stable systems for all operating 
conditions. In the study of dynamical systems depending 
on a given control parameter, the engineer therefore 
needs to conduct stability analysis which is the first 
important point in instability phenomena and allows him 
to find suitable devices to characterize and to design a 
mechanical system. Thanks to an increase in computer 
capabilities, a parametric analysis on various physical 

parameters is the most common solution for defining 
suitable design guidelines to predict noise generation and 
its dependency on system parameters. However, 
parametric studies can still be extremely time-consuming 
and costly to perform in terms of storage requirements. 
This paper presents a new methodology for predicting 
stable and unstable regions versus variation of physical 
parameters. The principal idea is to reduce the number of 
parametric studies by performing an interval analysis. 

In the first part of the paper, the modal coupling 
mechanism used in this study and the classic stability 
analysis will be briefly presented. Secondly, some basic 
concepts about interval arithmetic will be described, as 
well as the strategy for predicting instability phenomena. 
The paper outlines the stability analysis and gives a 
strategy by constructing the stable and unstable regions 
based on the interval analysis and the Routh-Hurwitz 
criterion. Finally, performance and suitability of this 
approach are tested in the case of a simple mechanical 
system with two degrees of freedom (DoF). The results 
obtained are compared with those estimated in a classic 
deterministic parametric study through numerical 
simulations corresponding to different physical 
configurations. 

2. Mechanical Model Description
The mechanical system under study, shown in Fig. 1, is 
composed of a mass  m  held against a moving band. It 
is assumed that the mass and band surfaces are always in 
contact. This assumption may be due to a preload 
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applied to the system. The contact between the mass and 
the band is modelled by two plates supported by two 
different springs. The friction coefficient at contact is 
assumed to be constant and the band moves at a constant 
velocity. Then it is assumed that the direction of friction 
force does not change because the relative velocity 
between the band speed and 1X  or 2X  is assumed to be
positive. This simple theoretical two DoF system, first 
presented by Hultén [20, 21] and resumed by Sinou and 
L. Jézéquel [16], has been chosen as the mechanical 
model, but it does not intend to capture all the 
geometrical properties of any real system with friction 
interfaces. It helps to investigate friction-induced 
vibrations via analytical developments and then to 
demonstrate efficiency of the proposed methodology to 
find the stability boundaries with the interval analysis 
into a numerical algorithm using the interval analysis. 

Fig. 1: Mechanical system 

Concerning the friction forces between the two 
plates and the band, Coulomb’s law, T NF F  , is
assumed. Where TF  is the tangential force and NF  is the 
normal force. The equations of motion assuming NF  to 
be relating linearly to displacement of the mass normal 
to the contact surface can be expressed as: 

MX+CX KX = 0  . (1) 

Where  1 2
TX XX . X , X  and X  are the

acceleration, velocity, and displacement response, 2-
dimensional vectors of the DoF. The mass matrix M , 
the damping matrix C , and the stiffness matrix K  are 
given by: 

0
0
m

m
 

  
 

M (2) 

1

2

0
0
c

c
 

  
 

C  (3) 

1 2

1 2

k k
k k




 
  
 

K (4) 

K  is asymmetric as a result of the friction force. 
Therefore, this system may become unstable. By 
dividing these equations by m and considering the 

relative damping coefficients, i i i ic m k  , (i=1,2) 

and natural pulsations, 0,i i ik m  , (i=1,2) , the 
following relations can be established: 
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The base physical parameters are given in Table 1. 
Table 1: Deterministic value of the physical parameters [16] 

Description Value 
First natural pulsation ( 0,1 ) 1000/ 2  Hz  
Second natural pulsation ( 0,2 ) 800/ 2  Hz  
Mass (m) 1 kg 
First relative damping coefficient ( 1 ) 0.02 
Second relative damping coefficient ( 2 ) 0.02 
Friction coefficient ( ) 0.3 

3. Stability Analysis
The stability of the static solution is investigated by 
calculating the Routh-Hurwitz criterion. The goal of the 
following section is to develop the analytical expressions 
of the Routh-Hurwitz coefficients versus the 
deterministic parameters which govern the stability of 
the static solution of the considered mechanical system. 
Considering Eqn. (5): 
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The 4th-order characteristic polynomial can be obtained: 
4 3 2

1 2 3 4 0a a a a        (7) 

where   are the eigenvalues of the linearized 
mechanical system. The expressions 1 2 3,  ,  a a a  and 

4a are given by: 

1 1 0,1 2 0,2a     (8) 

2 2
2 1 2 0,1 0,2 0,1 0,2a        (9) 

2 2
3 1 0,1 0,2 2 0,2 0,1a        (10) 

 2 2 2
4 0,1 0,2 1a      (11) 

The Routh-Hurwitz coefficients are then defined by 
the following expressions: 

1 1H a  (12) 

2 1 2 3H a a a   (13) 
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2 2
3 1 2 3 3 4 1H a a a a a a    (14) 

4 1 2 3 4H a a a a  (15) 

If all these coefficients are positive, the static solution of 
the mechanical system is stable. When at least one of the 
coefficients iH (with 1, ,4i   ) is negative, this
static solution is unstable. For the reader’s 
comprehension, the stability of the static solution can 
also be investigated by calculating the eigenvalues of the 
system which can be found by solving the characteristic 
Eqn. (6); as long as the real part of all the eigenvalues 
remains negative, the static solution of the system is 
stable. When at least one of the eigenvalues has a 
positive real part, the static solution is unstable. The 
imaginary part of this eigenvalue represents the 
frequency of the unstable mode. 

Considering the fourth previous expression, it may 
be observed that,  
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Then, the stability of the static solution is governed only 
by the Routh-Hurwitz coefficients 3H , 
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Fig. 2(a) shows the evolution of the Routh-Hurwitz 
coefficient 3H  for various values of the friction 

coefficient   and various damping 1  while keeping 

the structural damping 2  at its base value ( 2 0.06 ). 
The boundary between the stable and unstable zones is 
given by using Eqn. (19).  

Fig. 2(a): Deterministic study: Routh-Hurwitz coefficient H3

Fig. 2(b) shows these stable and unstable areas. As 
previously explained by Hoffmann and Gaul [22], Sinou 
and Jézéquel [16], and Kirillov [23] [24], if non-
proportional damping is introduced, the mechanical 
system may become more unstable. 

Fig. 2(b): Deterministic study: Stability map

4. Interval Approach
After a brief presentation of the interval theory with its 
advantages and disadvantages, the exploration strategy 
of the design space is described. Then, three stability 
studies of the friction system based on the interval 
arithmetic are presented. 
4.1. Interval Theory 
An interval is a subset of the reals R [25] [26]. It is 
defined as: 

 Rx and x ,xtx t / [x]    (20) 

An interval is denoted in brackets with its two bounds 

   x,xx   (21) 

An interval arithmetic is developed. Thus, it is possible 
to implement directly several basic operations on 
intervals such as addition, subtraction, multiplication, 
division as follows: 

     yx,yxyx                  (22)

     yx,yxyx                  (23)

     )yx,yx,yx,yxmax(),yx,yx,yx,yxmin(y*x  (24)

      x0x/1,x/1x/1   (25) 

           y0y/1*xy/x   (26) 

However, there is no function to determine the system 
eigenvalues. It is necessary to improve the methods 
based on the operations which can be developed with the 
interval arithmetic. The major advantage of the interval 
arithmetic is to work directly with intervals. 
Nevertheless, this approach has disadvantages. The 
simple application of interval arithmetic which consists 
in replacing all arithmetic operations and the functions 
by their equivalents in intervals can lead to significant 
over-estimates. These over-estimates can be due to 
several phenomena. 
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First, interval calculation considers that each 
occurrence in an equation or an equation system of a 
parameter modeled by an interval is independent. 
Indeed, for example, with a subtraction [a] - [b], the 
interval algebra gives, as a result, the interval [c] which 
runs any element of [a] minus any element of [b ]. This 
independence of the occurrences, called pessimism, does 
not correspond to the physical reality of the studied 
system. Thus, in the case of a coefficient [c1] modeled 
by the interval [1, 2], the subtraction does not give a zero 
interval, but the interval [-1,1] as, 

         0,01,1-1,21,2c1   (27) 

With an interval of length one, a simple subtraction leads 
to an interval of length two. This pessimism due to 
multiple occurrences of the same uncertainty leads to an 
overestimation of the real solution. 

Second, interval arithmetic cannot correctly 
represent complex fields of the state variables in the state 
space, while using interval boxes whose sides are 
parallel to the axes. For example, the interval calculation 
algorithm considers that the image of an interval is a 
single interval, which is not always the case. It is 
possible that the image is made up of various distinct 
zones, whereas the solution found is a single interval 
including all these various zones. In this case, the 
wrapping effect gives an interval which over-estimates 
the exact image in an excessive way. Finally, according 
to the form under which the state equations are written, 
the intervals representing the state variables can be 
different. The amplitudes of the intervals can vary 
significant. So, the form under which the state equations 
are written is of primary significance.  

In order to limit the pessimism phenomenon, various 
occurrences of the parameters and the state variables 
were factorized in the equations as often as possible. 
When it is not possible to factorize the parameters in 
certain components of the equations, some studies of 
functions can be carried out. One way to limit the 
"wrapping effect" is the sub-pavement. It consists in 
subdividing the original set into different areas, and 
studying the behaviour of the system in each of these 
areas. By cutting the original area fairly thin, it is 
possible to significantly reduce the overestimation and 
thus obtain narrower intervals [27] [28] [29]. So, in the 
present study, the method of sub-paving will be applied 
from a cutting strategy which will be explained in the 
following section. To reduce the overestimation of the 
amplitudes of intervals, Jaulin proposed the idea to add 
additional equations to those of the model [27].  

These additional equations, called contractors, are 
always checked as mathematical relationships. For 
example, with an angle  the contractor can be the 
following equation: 

2 2cos θ sin θ 1    (28) 
The model equations give a range for the angle , which 
is introduced into the contractor to obtain a new range 
for . The intersection between these two intervals can 
define a closer interval for . This process can be 
repeated iteratively until convergence to an interval. 
However, in this study, no contractor can be defined. 

4.2. Strategy 
In a classic parametric deterministic stability study, the 
design space must be discretized. However, the choice of 
the step size is difficult and arbitrary. Nothing justifies 
the choice and gives the certainty to obtain a stability 
map in adequacy with the real behaviour of the system. 
In order to identify all instability areas the designer must 
choose a very thin step, which leads to numerous 
calculations and calculation time becomes prohibitive. 
Furthermore, between two discretization points, the 
stability state is not known. The interval arithmetic can 
relieve these two drawbacks. Indeed, the main interest of 
interval arithmetic is the possibility to study the system 
stability, not on a single point of the design space, but on 
an area of the design space which includes a set of 
design points. Thereby, the stability state of an area can 
be determined in one time with absolute certainty.  

To determine the stability state of a given area of the 
design space defined by intervals for each parameter, the 
Routh-Hurwitz criteria are calculated with the interval 
arithmetic. Thus, the system is stable if all intervals of 
the Routh-Hurwitz criteria are positive. The following 
three cases are possible: 

1. All intervals are positive, so the area is stable,
2. At least one interval is negative, so the area is

unstable,
3. At least one interval holds both positive values

and negative values while the other intervals are
positive, so the stability state cannot be
determined. There is uncertainty.

The following two reasons may account for this 
uncertainty: 

1. There are both unstable points and stable points in
the studied area, and

2. The stability state is the same all over the area.
However, the pessimism and the wrapping effect
lead to overestimation of the real solution.

Therefore, it is necessary to build a cutting strategy of 
the design space with areas which are small enough in 
order to avoid the overestimation effect and wide enough 
to decrease the number of calculations. The strategy is 
shown in Fig. 3. The method is based on two steps: 

 Discretization of the design space with wide areas
to allow few calculations, and

 Cutting the area whose stability is uncertain to
adjust the area size near the boundary between the
stable and unstable zones with a stopping
criterion based on a minimum area not to be
exceeded.

The stopping criterion is defined as follows: the 
lengths of all dimensions of the area for each parameter 
must be lower than given limits. For each parameter, 
these limits can be different. For example, in a 
biparametric study, if the stability state is uncertain, the 
area is cut into 4 subzones (into 2 for each parameter) 
whose stability state is studied again. This process which 
uses a recursive function is repeated until the stability 
state is certain or the area size becomes lower than a 
given limit. If the stability state is uncertain and the 
stopping criterion is not reached, the stability map is not 
built but the calculation is counted in the number of 
calculations. 
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Fig. 3: Cutting strategy

4.3.Stability Analysis 

Three stability analyses of the friction system based on 

the interval arithmetic are presented. The calculations 

were performed with the Matlab toolbox called Intlab. 

The studies were conducted according to two 

parameters: the friction coefficient  and the first relative 

damping coefficient 1. However, this method may be 
generalized to a larger number of parameters. The classic 

deterministic biparametric analysis presented in Section 

3 being the reference study, the design space will always 

be the same. 
A first study based on the cutting strategy of the 

design space described in the previous Section 3 is 

shown. The discretization steps are respectively 0.4 for 
and 0.008 for 1. The stopping criteria are equal to the 
discretization steps of the classic deterministic study 

presented in Section 3: 0.002 for  and 0.001 for 1. Fig.

4 shows the stability map according to  and 1. The 
stability state is given in the middle of each studied area. 

The results correlate with the deterministic study. A very 

small area of uncertainty appears between the stable and 

unstable areas. The studied areas are wide (lengths equal 

to 0.2 for  and 0.004 for 1) far from the boundary 
between the stable and unstable zones and much smaller 

near the boundary. Indeed, as described in Section 4.2, 

the study of an area stops when the lengths of all 

dimensions of the area are below the given limits.

When the stopping criterion on  is reached (0.002), 

the length for  is equal to 0.0000625. So, the benefit in 
the number of calculations made with the use of wide 

areas near the boundary is mitigated by very small areas 

near the boundary. Finally, the number of calculations 

(119304) is lower by about 25% than that obtained for 
the deterministic study (160 081). Thus, the interval

approach is well suited for the stability studies of areas 

far from the boundary between the stable and unstable 

zones. However, the interval approach becomes less 

effective near the boundary because of the 

overestimation effect which requires cutting areas 

excessively. In fig. 3, the lower and upper limits of the 

interval of the coefficient 3H are plotted in the middle 

of each studied area. All coefficient values determined 

with the deterministic approach are always included in 

the intervals obtained with the interval approach.

Fig. 4: Accurate interval study: Stability map 

Fig. 5: Accurate interval study: Routh-Hurwitz coefficient H3

The idea of the second study is to use higher 

stopping criteria to drastically reduce the number of 

calculations so that the uncertain zone does not increase 

significantly. A study similar to the previous one is 

carried out with the same stopping criterion for 1, but 

ten times greater for  (0.02 instead of 0.002). Figs. 6
and 7 show respectively the stability map and the 

evolution of the Routh-Hurwitz coefficient 3H

according to the friction coefficient  and the damping 

1. The number of calculations (13180) decreases 
sharply. It is twelve times smaller than that obtained for

the deterministic study (160081). This corresponds 

approximately to a decrease of 91%. The uncertain area 

increases but remains limited. Therefore, not to explore 

the uncertain area helps to limit the number of 

calculations significantly.

The objective of the third study is to use the 

advantages of the interval approach for the boundary 

and, at the same time, avoid the disadvantages which 
occur near the boundary with the deterministic approach.
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Fig. 6: Rough interval study: Stability map 

Fig. 7: Rough interval study: Routh-Hurwitz coefficient H3 

The third study is divided into two stages: 
1. Interval approach using soft stopping criteria to

obtain a stability map with few calculations but
with a significant uncertain area, and

2. Exploration of uncertain areas with a classic
parametric study to refine the determination of
the boundary without too many calculations.

In the first stage, the second study shown above (Figs. 6 
and 7) is performed. In the second stage, a classic 
deterministic parametric study is carried out about the 
areas of uncertainty with the same discretization step as 
the reference study. So, a stability map is built (Fig. 8). 
There are no areas of uncertainty. Moreover, the number 
of calculations is low (see Table 2); they amount to 
20931 distributed as follows: 13180 for the interval 
approach and 7751 for the deterministic study. This 
approximately corresponds to a decrease of 91% 
compared to the reference study. There are two 
possibilities for designers: 

 Only stage 1 is performed. A stability map is built
with a low number of calculations. The stable
areas are 100% certain. There is no risk of
forgetting any unstable points. The areas of
uncertainty may be considered by default as
unstable areas and the design becomes robust.

 Stages 1 and 2 are performed respectively. The
designer has a stability map which is better than
the one obtained with the classic deterministic

approach (stable and unstable zones determined 
with the interval approach are 100% certain). 
The boundary between the stable and unstable 
zones is well-defined and the number of 
calculations is low. 

Fig. 8: Rough interval study and deterministic study: Stability map 

Table 2: Number of calculations for the studies 

Study Number of calcs. (% reduction 
w.r.to. deterministic study) 

Deterministic study 160801 
Accurate study with intervals 119304 (25%) 
Rough study with intervals 13180 (91%) 
Rough study with intervals 
and deterministic study 20931 (86%) 

5. Conclusions
A new methodology to study the dynamic behaviour of 
friction systems, in particular the stability of brake 
systems, has been developed. This strategy allows the 
prediction of stable and unstable regions versus the 
variation of physical parameters. This method uses an 
interval analysis to reduce the number of studies. The 
efficiency and robustness of the method is demonstrated 
through numerical simulations. The interval approach 
helps to build a stability map with a low number of 
calculations. The stable areas are 100% certain. 
Therefore, the design becomes robust.  

Finally, a deterministic approach allows the accurate 
determination of the boundary between the stable and 
unstable zones. For the interested reader, it may be noted 
the proposed algorithm works well in low dimensions 
due to the fact that the Routh-Hurwtz criterion is rather 
time consuming for mechanical systems with a large 
number of DoF dimensions. Future developments need 
to be considered for systems of large dimension by 
considering the Kharitonov Theorem [30] on the stability 
criterion for interval polynomials. 
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