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Abstract

It is well accepted by physicists that the Manakov PMD equation is a good model

to describe the evolution of nonlinear electric fields in optical fibers with randomly

varying birefringence. In the regime of the diffusion approximation theory, an effective

asymptotic dynamics has recently been obtained to describe this evolution. This

equation is called the stochastic Manakov equation. In this article, we propose a

semidiscrete version of a Crank Nicolson scheme for this limit equation and we analyze

the strong error. Allowing sufficient regularity of the initial data, we prove that the

numerical scheme has strong order 1/2.

Keywords : Stochastic partial differential equations, Numerical schemes, Rate of

convergence, System of coupled nonlinear Schrödinger equations, Polarization Mode

Dispersion.
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1 Introduction

The development of Internet and of the Web, in the second half of the 20e century, has
allowed for a rapid progress of optical communication systems. Today, engineers and
physicists are trying to rise the bandwidths capacity of these communication systems as
the Internet traffic has increased the last few years. However, some dispersive effects
limit the rate of transmission of information. The Polarization Mode Dispersion (PMD),
appearing when the two components of the electric field do not travel with the same
characteristics, is one of the limiting factors of high bit rate transmissions. The Manakov
PMD equation was derived from the Maxwell equations to study light propagation over
long distances in such optical fibers [32]. Due to the various length scales present in this
problem, a small parameter ǫ appears in the rescaled equation. Using separation of scales
techniques, the author proved in [6, 13] that the asymptotic dynamics is described by a
stochastic perturbation, in the stratonovich sense, of the Manakov equation. In this article,
we consider a semidiscrete version of a Crank Nicolson scheme for the stochastic Manakov
equation. Our aim is to analyze the order of the error for this scheme and we prove that
the strong order is 1/2.

Numerical simulations are used in practice to solve complicated stochastic differential
equations and to lighten some hidden behaviours such as large deviations. In optics,
numerical simulations of the stochastic Manakov equation may help to understand the
impact of the Polarization Mode Dispersion (PMD) on the pulse spreading [14]. Depending
on the problem, one may not be interested in the same quantities. On one hand, one may
be interested in the computation of path samples (related to strong solutions) to emphasize,
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for example, the relation between various parameters in the dynamics. On the other hand,
if the quantity under interest depends only on the law of the dynamics, one will focus on
weak approximations. The pathwise error analysis of numerical schemes for SDE has been
intensively studied [12, 21, 26, 30], whereas the weak error analysis started later with the
work of Milstein [24, 25] and Talay [31], who used the Kolmogorov equation associated to
the SDE to obtain a weak order of convergence. Usually, for Euler schemes, the strong
order is 1/2. More sophisticated schemes exist to increase the pathwise order but their
numerical implementation requires to compute multiple iterated integrals, which may be
difficult if the dynamics is driven by a multi-dimensional Brownian motion.

The numerical analysis of SPDEs combines stochastic analysis together with PDEs
numerical approximation. Most of the results are concerned with the analysis of pathwise
convergence for solutions of semi-linear and quasi-linear parabolic equations (for a non
exhaustive list, see [2, 15, 16, 17, 19, 23, 28]). There is some recent literature on dispersive
equations, both for stochastic nonlinear Schrödinger equations [4, 5, 22] and for a stochastic
Korteweg-de-Vries equation [8, 9]. Weak order for SPDEs has been considered later [7, 10,
20]; the proof consists then in using the Kolmogorov equation which is now a PDE with
an infinite number of variables.

In our case, the difficult and innovative point lies in the linear estimate. Indeed, the
noise term contains a one order derivative and hence cannot be treated as a perturbation
[6, 13]. Moreover an implicit discretization of the noise has to be considered to build a
conservative scheme and the delicate point, in order to obtain the strong error, is to deal
with random matrices. Indeed, the linear system to be solved contains random coefficients
and the expression of the global error contains terms that are not martingales. Hence,
the usual arguments consisting of applying the Burkholder-Davis-Gundy inequality to the
stochastic integral cannot be applied straightforwardly. The probability order for the non-
linear scheme is obtained using classical arguments [5, 28]. This notion is not usual in the
context of numerical analysis of stochastic equation. It is weaker than the strong order in
time and is used here because of the nonlinear drift.

In this article, we consider the order of convergence of a semi-discrete scheme. For
smooth initial data, it is probable that the error analysis of the fully discrete scheme is not
a problem and that the strong order in space is the same as in the deterministic case.

1.1 Presentation of the numerical scheme

The stochastic Manakov equation is given by

idX(t) +

(
∂2X(t)

∂x2
+ F (X(t))

)
dt+ i

√
γ

3∑

k=1

σk
∂X(t)

∂x
◦ dWk(t) = 0, t > 0, x ∈ R (1.1)

where the C2 vector of unknown X = (X1,X2) is a random process on a probability
space (Ω,F ,P), γ is a small positive parameter given by the physics of the problem,
W = (W1,W2,W3) is a 3-dimensional Brownian motion and ◦ denotes the Stratonovich
product. The matrices σ1, σ2, σ3 are the Pauli matrices

σ1 =


0 1

1 0


 , σ2 =


0 −i

i 0


 , σ3 =


1 0

0 −1


 ,
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and the nonlinear term is given by F (X(t)) = |X|2X(t). The equivalent Itô formulation
is given by

dX(t) =

(
Cγ

∂2X(t)

∂x2
+ iF(X)(t)

)
dt−√

γ

3∑

k=1

σk
∂X(t)

∂x
dWk(t). (1.2)

where Cγ = i + 3γ
2 . In the deterministic case (i.e. when γ = 0), when one considers the

Manakov Equation, both the mass (equal to the L2 norm) and the Hamiltonian H given
by

H(X) =
1

2

∫

R

∣∣∣∣
∂X

∂x

∣∣∣∣
2

dx− 1

4

∫

R

|X|4 dx

are conserved as time varies. This is not the case for the stochastic Manakov equation
that preserves only the mass, the Hamiltonian structure being destroyed by the noise
[6, 13]. Several numerical approximations have been proposed to simulate the solution of
the deterministic equation, such as the Crank-Nicolson scheme [11], the relaxation scheme
[1] and Fourier split-step schemes [29, 33]. These schemes are known to be conservative for
the L2 norm. The time centering method, used to discretize the second order differential
operator in the CN and relaxation schemes, allows them to be conservative for a discrete
Hamiltonian. On the contrary, the splitting scheme fails in preserving exactly H.

The question that needs to be addressed is the discretization of the noise term. There
are actually two different approaches based on the fact that, in the continuous case, Equa-
tion (1.1) and Equation (1.2) are equivalent. Hence, one may either propose a semi-implicit
discretization of the Stratonovich integral, using the midpoint rule, or an explicit dis-
cretization of the Itô integral. However, in the discrete setting, the two formulations are
not equivalent. Indeed, the discrete L2 norm is not preserved when considering an Euler
scheme based on the Itô equation, while the semi-implicit discretization of the Stratonovich
integral allows preservation of the mass. Note that the conservation of the discrete mass
immediately leads to the unconditional L2 stability of the scheme.

There is actually a more profound reason that keeps us from using a numerical scheme
based on the Itô equation; this reason lies in the fact that the noise term contains a one
order derivative. It is well known from the deterministic literature, that explicit schemes
for the advection equation require a stability criterion (CFL condition) to converge, while
implicit schemes are stable. When considering the Itô approach, the discretization of the
stochastic integral has to be explicit in order to be consistent with the equation, since an
implicit discretization converges to the backward Itô integral. Therefore, the Itô approach
leads to a CFL condition that depends on Gaussian random variables. Since they are not
bounded, this random stability condition may be very restrictive.

We consider a semi-discrete Crank-Nicolson scheme given by




Xn+1
N −Xn

N +H∆t,nX
n+1/2
N − iF

(
Xn

N ,Xn+1
N

)
∆t = 0

F
(
Xn

N ,Xn+1
N

)
= 1

2

(
|Xn

N |2 +
∣∣Xn+1

N

∣∣2
)
X

n+1/2
N ,

(1.3)

where X
n+1/2
N =

(
Xn+1

N +Xn
N

)
/2, the time step is denoted ∆t and

√
∆tχn

k = Wk ((n+ 1)∆t)−
Wk (n∆t) , k = 1, 2, 3 is the noise increment. The random matrix operator H∆t,n is defined
by

H∆t,n = −i∆tI2∂
2
x +

√
γ∆t

3∑

k=1

σkχ
n
k∂x. (1.4)
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with domain D(H∆t,n) = H2 (R) ⊂ L2 (R) independent of n, where H2 (R) is the space of
functions in L2 such that their first two derivatives are in L2. The 2× 2 identity matrix is
denoted by I2.

This paper is organized as follows. In section 1.2, we introduce some notations and
the main result of this article. Then, following the approach of [6, 13] for the continuous
equation, we construct a discrete random propagator associated to the linear equation. In
section 2, we study the linear Euler scheme with semi-implicit discretization of the noise
and prove that the strong order is 1/2. In section 3, we give a result on the strong order
of convergence for a nonlinear equation with globally Lipschitz nonlinear terms. From
this result and following the arguments of [5], we obtain that the order of convergence
in probability and the almost sure order are 1/2. This theoretical result is numerically
recovered in section 4 where almost sure convergence curves are displayed. Finally some
technical results are proved in section 5.

1.2 Notation and main result

For all p > 1, we define Lp(R) = (Lp(R;C))2 the Lebesgue spaces of functions with values
in C2. Identifying C with R2, we define a scalar product on L2 (R) by

(u, v)
L2 =

2∑

i=1

Re

{∫

R

uividx

}
.

We denote by Hm (R) ,m ∈ N the space of functions in L2 such that their m first derivatives
are in L2. We will also use H−m the topological dual space of Hm and denote 〈., .〉 the
paring between Hm and H−m. The Fourier transform of a tempered distribution v ∈ S ′(R)
is either denoted by v̂ or Fv. If s ∈ R then Hs is the fractional Sobolev space of tempered
distributions v ∈ S ′(R) such that (1 + |ξ|2)s/2v̂ ∈ L2. Let (E, ‖.‖E) and (F, ‖.‖F ) be two
Banach spaces. We denote by L (E,F ) the space of linear continuous functions from E
into F , endowed with its natural norm. If I is an interval of R and 1 6 p 6 +∞, then
Lp (I;E) is the space of strongly Lebesgue measurable functions f from I into E such that
t 7→ ‖f(t)‖E is in Lp(I). The space Lp (Ω, E) is defined similarly where (Ω,F ,P) is a
probability space.

We now recall some results obtained in [6, 13] on the existence of a solution for the
system (1.1). Let (Ω,F ,P) be a probability space on which is defined a 3-dimensional
Brownian motion W (t) = (Wk(t))k=1,2,3. We endow this space with the complete filtration
Ft generated by W (t). The local existence result obtained for (1.1) is stated below.

Theorem 1.1. Let X0 = v ∈ H1(R) then there exists a maximal stopping time τ∗(v, ω)
and a unique strong adapted solution X (in the probabilistic sense) to (1.1), such that
X ∈ C

(
[0, τ∗),H1 (R)

)
P− a.s. Furthermore the L2 norm is almost surely preserved, i.e,

∀t ∈ [0, τ∗), ‖X(t)‖
L2 = ‖v‖

L2 and the following alternative holds for the maximal existence
time of the solution :

τ∗(v, ω) = +∞ or lim sup
tրτ∗(v,ω)

‖X(t)‖
H1 = +∞.

Moreover if the initial data X0 belongs to Hm,m > 1, then the corresponding solution
belongs to Hm.

The noise (γ 6= 0 in Equation (1.1)) destroys the Hamiltonian structure of the deter-
ministic equation and it seems that no control on the evolution of the H1 norm is available
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from the evolution of the energy. However, the occurrence of blow up in this model remains
an open question. We assume that the set {∆t} = {∆tn}n∈N is a discrete sequence con-
verging to 0. We define a final time T > 0 and an interval [0, T ] on which we will consider
the approximation of the solution of (1.1). Moreover NT = [T/∆t], the integer part of
T/∆t. Similarly for any stopping time τ , Nτ = [τ/∆t]. Moreover we write tn = n∆t for
any n ∈ [[0, N ]] where N is either NT or Nτ according to the situation. We denote by
L∞ (0, T ;Hm) the space of all bounded sequences for n = 0, · · · , NT with values in Hm

endowed with the supremum norm

‖XN‖L∞(0,T ;Hm) = sup
n∈N

n∆t6T

‖Xn
N‖

Hm .

Moreover for a n× n matrix A = {aij}, the uniform norm is defined by

‖|A|‖∞ = max
16i6n

n∑

j=1

|aij |

and the spectral norm of A is defined by

‖|A|‖2 =
√

ρ (A∗A)

where A∗ is the adjoint matrix of A and ρ is the spectral radius. Finally we denote
dW0(u) = du and we introduce the notations for j, k ∈ J0, 3K

W n,s
j (f) =

∫ s

tn

f(u)dWj(u)

W n,n+1
j,k (f) =

∫ tn+1

tn

∫ s

tn

f(u)dWj(u)dWk(s).

We recall that the Pauli matrices have the following properties

Property 1.1. Let j, k, l ∈ J0, 3K, then

• Commutation relations : [σj , σk] = 2i
∑3

l=1 εjklσl.

• Anticommutation relations : σjσk + σkσj = 2δjk · I2 and σj = σ∗
j ,

where εjkl = (j − k)(k − l)(l − j)/2 is the Levi-Civita symbol.

We denote by X̃n = X (tn) the solution of Equation (1.1), evaluated at the point tn.
Let us now give the main result of this paper stating that the approximation of Equation
(1.1) by the scheme (1.3) has an order 1/2 in probability.

Theorem 1.2. Assume that X0 ∈ H6, then for any stopping time τ < τ∗∧T almost surely
we have

lim
C→+∞

P

(
max

n=0,...,Nτ

∥∥∥Xn − X̃n
∥∥∥
H1

> C∆t1/2
)

= 0,

uniformly in ∆t. Then we say, according to [28], that the scheme has an order 1/2 in
probability. Moreover, for any δ < 1

2 , there exists a random variable Kδ such that

max
n=0,...,Nτ

∥∥∥Xn − X̃n
∥∥∥
H1

6 Kδ(T, ω)∆tδ.
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2 The linear equation.

In this section, we study the approximation of the solution of the linear equation. In other
words, we estimate the error between the solution of

idX(t) +
∂2X(t)

∂x2
dt+ i

√
γ

3∑

k=1

σk
∂X(t)

∂x
◦ dWk(t) = 0, t > 0, x ∈ R (2.1)

and its approximation by the semidiscrete mid-point scheme

Xn+1
N −Xn

N +H∆t,nX
n+1/2
N = 0, (2.2)

where the expression of H∆t,n is given in (1.4). The operator H∆t,n is easily described
thanks to the Fourier transform. Indeed, for any ξ ∈ R

F (H∆t,n (ξ)X) =



i∆t |ξ|2 + i

√
γ∆tχn

3ξ i
√
γ∆t (χn

1 − iχn
2 ) ξ

i
√
γ∆t (χn

1 + iχn
2 ) ξ i∆t |ξ|2 − i

√
γ∆tχn

3ξ


X̂. (2.3)

Moreover, we set

T∆t,n = (Id +
1

2
H∆t,n), (2.4)

where Id is the identity mapping in L2. To lighten the notation, we do not write the
dependence in N of the unknown XN . The aim of this section is to give an existence result
of an adapted solution for the scheme (2.2) and to give an estimate of the discretization
error. The results are stated in Propositions 2.1 and 2.2 below.

2.1 Existence and stability

The next proposition states that the solution of the scheme (2.2) is uniquely defined and
adapted, and that the mass is preserved.

Proposition 2.1. Given X0 ∈ Hm for m ∈ N, there exists a unique adapted discrete
solution (Xn)n=0,··· ,NT

to (2.2) that belongs to L∞(0, T ;Hm). Moreover the Hm norm of
the solution Xn of (2.2) is constant i.e. for all n ∈ J0, NT K

‖Xn‖
Hm = ‖X0‖Hm . (2.5)

Proof of Proposition 2.1. Assume that Xn is a Fn∆t−measurable random variable with
values in Hm. We set A∆t = ∆tI2∂

2
x and B∆t,n = i

√
γ∆t

∑3
k=1 σkχ

n
k∂x, for a.e. ω ∈ Ω.

Using Property 1.1 of the Pauli matrices, Cauchy-Schwarz and Young inequalities, we may
prove that a.s.

‖B∆t,nv‖2L2 6
1

2
‖A∆t,nv‖2L2 +

C(γ, ω)2

2
‖v‖2

L2 ,

where C(γ, ω) = 3γ (χn
k(ω))

2. Since |C(γ, ω)| < +∞ a.s., we deduce thanks to the Kato-
Rellich Theorem that iH∆t,n is selfadjoint in L2 with domain H2 and it follows that T∆t,n

is invertible from H2 into L2. Hence, the unique Ftn+1
– measurable solution is given by

Xn+1 = U∆t,nX
n a.s, where

U∆t,n = (Id +
1

2
H∆t,n)

−1(Id − 1

2
H∆t,n). (2.6)

The conservation of the L2 norm follows because H∆t,n is skew symmetric and U∗
∆t,nU∆t,n =

Id.
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Remark 2.1. In our case, the operator T∆t,n is invertible for every ∆t. Thus, the imple-
mentation of the scheme (2.2) does not require to use a truncation of the noise term as in
[27] to insure stability.

2.2 Strong order of convergence

Let us now consider the order of convergence of the Crank Nicolson scheme (2.2). To this
purpose, we denote by X̃n = X (tn) the solution of (2.1), evaluated at the point tn, and
define the vector error en = X̃n −Xn. The error estimates is given in the next result.

Proposition 2.2. If X0 ∈ Hm+5, m ∈ N, then the scheme (2.2) is convergent and for any
p > 1

E

(
max

n∈J0,NT K
‖en‖2p

Hm

)
6 C(T, γ, p, ‖X0‖Hm+5)∆tp. (2.7)

It may be surprising to require so much regularity on the initial data to prove a Lp(Ω)
order for a linear equation. Usually, the order is obtained using the explicit expression of
the group S(t), solution of the free Schrödinger equation (that is γ = 0 in Equation (2.1)),
and the mild form of the Itô equation. In our case, we cannot proceed similarly because of
the semi-implicit discretization of the noise and the presence of a differential operator in
this term.

Proof of Proposition 2.2. Without loss of generality, we assume that m = 0. The proof is
divided into the following steps.

1. Firstly, we evaluate the growth of the solution of the continuous equation (2.1). More
precisely, we denote by ẽn(s) the difference ẽn(s) = X(s)− X̃n, for all s ∈ [tn, tn+1]
and we give an estimate of it in the space L2p

(
Ω, L∞ (0, T ;L2

))
.

2. Secondly, we write a discrete Duhamel equation for the global error en = Xn − X̃n,
where the Itô formulation of equation (2.1) is used.

3. The expression of the global error contains terms that are not martingales and hence
martingales inequalities cannot be applied straightforwardly. Therefore, we separate
the adapted part to the non adapted one introducing a discrete random propagator
V l
∆t. The adapted part is estimated thanks to the usual martingale inequalities, while

a bound on the non-adapted part is obtained estimating the difference between V l
∆t

and the discrete random propagator appearing in the expression of the global error.

Step 1. The next lemma gives an estimate of the growth of the solution X (s) of (2.1)
starting at X̃n.

Lemma 2.1. For any p > 1, if X0 ∈ H1 then

E

(
sup

tn6s6tn+1

‖ẽn(s)‖2p
L2

)
6 Cp(γ) ‖X0‖2pH1 ∆tp ∀n = 0, · · · , NT − 1.

Proof. Writing the Itô formulation of Equation (2.1) under its mild form, we get

X(t)− X̃n = (S(t− tn)− Id) X̃n + i
√
γ

3∑

k=1

∫ t

tn

S(t− u)σk∂xX(u)dWk(u),

7



where S(t) is the semi-group solution of the linear equation ∂tX(t) = Cγ∂
2
xX(t) with

Cγ = i+ 3γ
2 . Using the Fourier transform, it can easily be shown that

‖(S(t)− Id) f‖
L2 6 C(γ)t1/2 ‖f‖

H1 , ∀f ∈ H
1,

from which we deduce, together with (2.5), that

E

(
sup

tn6s6tn+1

∥∥∥(S(s− tn)− Id) X̃n
∥∥∥
2p

L2

)
6 Cp(γ) ‖X0‖2pH1 ∆tp.

Moreover, since X is adapted and belongs to L2p(Ω, C([0, T ],L2)), we may apply the
Burkholder-Davis-Gundy inequality to the stochastic convolution. Using the contraction
property of the semigroup S(t) and (2.5), we obtain the estimate

E


 sup

tn6s6tn+1

∥∥∥∥∥
√
γ

3∑

k=1

∫ s

tn

S(s− u)σk∂xX(u)dWk(u)

∥∥∥∥∥

2p

L2


 6 Cp ‖X0‖2pH1 γ

p∆tp.

This concludes the proof of the Lemma.

Step 2. Using the Itô formulation of Equation (2.1) and evaluating its solution on the
time interval [tn, tn+1], we obtain

X̃n+1 = X̃n + CγW
n,n+1
0

(
∂2
xX
)
−√

γ

3∑

k=1

σkW
n,n+1
k (∂xX) (2.8)

= X̃n −H∆t,nX̃
n+1/2 + ǫn1 + ǫn2 , (2.9)

where the random variables ǫn1 and ǫn2 are given by





ǫn1 = iW n,n+1
0

(
∂2
xX − ∂2

xX̃
n+1/2

)

ǫn2 =
√
γ
∑3

k=1 σk

(
∂xX̃

n+1/2W n
k (1)−W n,n+1

k (∂xX)
)
+ 3γ

2 W
n,n+1
0

(
∂2
xX
)
.

(2.10)

By induction, we obtain the recursive formula for the global error

en = Un,0
∆t e

0 +
n∑

l=1

Un,l
∆t

(
ǫl−1
1 + ǫl−1

2

)
,

where

Un,l
∆t =





U∆t,n−1 · · ·U∆t,1U∆t,0 for l = 0

U∆t,n−1 · · ·U∆t,lT
−1
∆t,l−1 for l ∈ J1, n− 1K

T−1
∆t,n−1 for l = n.

Let us write the remainder term ǫl−1
1 , given in (2.10), as the sum of two terms ǫl−1

1,1 and

ǫl−1
1,2 . Writing

X̃ l−1/2 = X̃ l−1 +
1

2

(
X̃ l − X̃ l−1

)
(2.11)
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and using Equation (2.8), we obtain the following expressions for ǫl−1
1,1 and ǫl−1

1,2

ǫl−1
1,1 = iCγ

(
W l−1,l

0,0

(
∂4
xX
)
− 1

2
W l−1,l

0

(
∂4
xX
)
∆t

)
(2.12)

and

ǫl−1
1,2 = −i

√
γ

3∑

k=1

(
W l−1,l

k,0

(
σk∂

3
xX
)
− 1

2
W l−1,l

k

(
σk∂

3
xX
)
∆t

)
. (2.13)

We proceed similarly for the term ǫl−1
2 writing it as a sum of three terms ǫl−1

2 = ǫl−1
2,1 +

ǫl−1
2,2 + ǫl−1

2,3 . Using again (2.11) and Equation (2.8), the truncation error ǫl−1
2 , given in

Expression (2.10), can now be expressed thanks to





ǫl−1
2,1 = −√

γ
∑3

k=1W
l−1,l
k

(
σk∂xẽ

l−1
)

ǫl−1
2,2 = 3γ

2 W
l−1,l
0

(
∂2
xX
)
− γ

2

∑3
j,k=1 σjσkW

l−1,l
j

(
∂2
xX
)
W l−1

k (1)

ǫl−1
2,3 =

√
γ
2 Cγ

∑3
k=1 σkW

l−1,l
0

(
∂3
xX
)
W l−1

k (1).

(2.14)

Step 3. Since Un,l
∆t depends on the Brownian increments after time tl−1, it is not Ftl−1

adapted and

Un,l
∆t

3∑

k=1

W l−1,l
k,0

(
σk∂

3
xX
)
6=

3∑

k=1

W l−1,l
k,0

(
Un,l
∆tσk∂

3
xX
)
.

Therefore, we introduce the following process

V l
∆t =





Id for l = −1, 0

T∆t,0U
−1
∆t,1T

−1
∆t,1 for l = 1

T∆t,0U
−1
∆t,1 · · ·U−1

∆t,l−1T
−1
∆t,l−1 for l ∈ J2, n − 1K,

and separating the adapted part from the non-adapted part, we write

Un,l
∆t = Un,1

∆t

(
V l−1
∆t − V l−2

∆t + V l−2
∆t

)
, ∀ 1 6 l 6 n.

Now, using the unitarity property of Un,1
∆t in L2, we may write, for q = 1, 2,

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Un,l
∆t ǫ

l−1
q

∥∥∥∥∥

2p

L2


 (2.15)

6 CpE


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

(
V l−1
∆t − V l−2

∆t

)
ǫl−1
q

∥∥∥∥∥

2p

L2


+ CpE


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

V l−2
∆t ǫ

l−1
q

∥∥∥∥∥

2p

L2


 .

Since V l−2
∆t is Ftl−1

measurable, we are allowed to use the Burkholder-Davis-Gundy inequal-
ity to estimate the second term. The next Lemma, whose proof is postponed to section 5,
gives useful estimates to bound (2.15).
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Lemma 2.2. For all
(
f l
)
l∈J1,NK

∈
(
H1 (R)

)N
and for all p > 1, there exists a positive

constant C(γ, T, p), independent of N , such that

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

(
V l−1
∆t − V l−2

∆t

)
f l

∥∥∥∥∥

2p

L2


 6 C(γ, T, p)Np

E

(
max

n∈J1,NK
‖fn‖4p

H1

)1/2

. (2.16)

Moreover, if for any l ∈ J1, NK, f l = ǫl−1
q , q = 1, 2, then there exist two positive constants

C1 and C2, independent of N , such that

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

(
V l−1
∆t − V l−2

∆t

)
f l

∥∥∥∥∥

2p

L2


 6 C1(γ, T, p, q, ‖X0‖H5)∆tp. (2.17)

and

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

V l−2
∆t f

l

∥∥∥∥∥

2p

L2


 6 C2(γ, T, p, q, ‖X0‖H4)∆tp. (2.18)

An estimate on (2.15) is easily obtained using (2.17) and (2.18) and we conclude the
proof of Proposition 2.2.

3 Probability and almost sure order for the Crank-Nicolson

scheme (1.3)

This section is organized in two parts. In a first part, we will use, as is classical, a cut-off
argument on the nonlinear term which is not Lipschitz. We first define a cut-off scheme,
as an approximation of a continuous cut-off equation, and prove existence and uniqueness
of a global solution to this scheme. The cut-off we consider here for the scheme is of the
same form as the one considered in [4, 5]. We also prove that the strong mean-square
rate of convergence of this approximation to the continuous cut-off equation is 1/2. This
estimate is important in order to remove the cut-off. In a second part, we construct a
discrete solution to the Crank Nicolson scheme (1.3) and define a discrete blow-up time.
Using the time order for the cut off scheme, we obtain a probability order and a.s. order
for the discrete scheme (1.3), as is done in [5, 28].

3.1 The lipschitz case

Let us denote by U(t, s), t > s, t, s ∈ R+ the random unitary propagator defined as the
unique solution of the linear equation [6, 13]

idX(t) +
∂2X(t)

∂x2
dt+ i

√
γ

3∑

k=1

σk
∂X(t)

∂x
◦ dWk(t) = 0, t > 0, x ∈ R.

Then, Equation (1.1) with initial condition X0 = v, can be written in its mild form

X(t) = U(t, 0)v + i

∫ t

0
U(t, s)F(X(s))ds. (3.1)

10



We introduce a cut-off function Θ ∈ C∞
c (R), Θ > 0 satisfying Θ(x) = 1 for x ∈ [0, 1]

and Θ(x) = 0 for x > 2. We then define ΘR (.) = Θ (‖.‖
H1 /R) for any R ∈ N∗. We set

G (XR(s)) = Θ2
R (XR(s))F(XR(s)) and introduce the cut-off equation

XR(t) = U(t, 0)v + i

∫ t

0
U(t, s)G (XR(s)) ds, (3.2)

which is the mild formulation of the equation

idXR(t) +

(
∂2XR(t)

∂x2
+G (XR(t))

)
dt+ i

√
γ

3∑

k=1

σk
∂XR(t)

∂x
◦ dWk(t) = 0. (3.3)

3.1.1 Existence of a discrete solution

Let us consider a semidiscrete scheme of equation (3.3)

Xn+1
R = Xn

R −H∆t,nX
n+1/2
R + i∆tG

(
Xn

R,X
n+1
R

)
(3.4)

where G
(
Xn

R,X
n+1
R

)
= Θn,n+1

X
R

F
(
Xn

R,X
n+1
R

)
and Θn,n+1

X
R

= ΘR (Xn
R)ΘR

(
Xn+1

R

)
. Such

a cut-off is used so that the discretization of the nonlinear term is consistent with the
continuous equation (3.3). Recall that the nonlinear function F is given by

F
(
Xn

R,X
n+1
R

)
=

1

2

(
|Xn

R|2 +
∣∣Xn+1

R

∣∣2
)
X

n+1/2
R .

Now, we state in the next Proposition an existence and convergence result for the scheme
(3.4). This will be useful to define a solution, up to the blow-up time, for (1.3) and a rate
of convergence in a sense that should be specified.

Proposition 3.1. Let X0 ∈ H1 and ∆t > 0 fixed. There exists a constant C such that for
any ∆t 6 R−2/C there exists a unique adapted discrete solution XN

R = (Xn
R)n=0,··· ,NT

to

(3.4) that belongs to L∞ (0, T ;H1
)
. Furthermore for any n ∈ N such that n 6 NT , the L2

norm is almost surely preserved i.e ‖Xn
R‖L2 = ‖X0‖L2.

To prove this result, we will use the next Lemma whose proof relies on the same
arguments as in [3, 6].

Lemma 3.1. The function G is a globally lipschitz continuous function from L∞ (0, T ;H1 ×H1
)

into L∞ (0, T ;H1
)

i.e. there exists a positive constant C independent of N such that for
any Y N

R and XN
R belonging to L∞ (0, T ;H1

)

sup
n∈N∗

n∆t6T

∥∥G
(
Xn−1

R ,Xn
R

)
−G

(
Y n−1
R , Y n

R

)∥∥
H1 6 CR2 sup

n∈N∗

n∆t6T

‖Xn
R − Y n

R ‖
H1 almost surely.

Proof of Proposition 3.1. Assume that X0 ∈ H1, the integral formulation of the cut-off
scheme (3.4) is then given by

Xn
R = Un,0

∆t X0 + i∆t

n∑

l=1

Un,l
∆tG

(
X l−1

R ,X l
R

)
, (3.5)

where Un,l
∆t is the discrete random propagator solution of the linear equation (2.2). The

proof easily follows from the Lipschitz property of G. Moreover since Un,0
∆t is an isometry

in L2, the conservation of the L2 norm follows taking the scalar product in L2 of Equation

(3.3) with
(
X

n+1/2
R

)t
.
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3.1.2 Strong order of convergence

Let us set enR = Xn
R− X̃n

R, where Xn
R is the solution of (3.4) and X̃n

R is the solution of (3.3)
evaluated at time tn. The next result, whose proof is postponed to Section 5, is crucial to
obtain that the strong order of convergence is 1/2.

Proposition 3.2. Let X0 ∈ H6. For any T > 0 and p > 1, there exists a positive constant
C, depending on R,T and p, and the H6 norm of the initial data, such that

E


 max

n=0,··· ,N

∥∥∥∥∥

n∑

l=1

∫ tl

tl−1

U (tn, s)G (XR(s))− Un,l
∆tG

(
X l−1

R ,X l
R

)
ds

∥∥∥∥∥

2p

H1




6 C(R,T, p, γ, ‖X0‖H6)

[
∆tp + E

(
max

n∈J1,NK
‖enR‖2pH1

)]
,

where the function T 7→ C(R,T, p, γ, ‖X0‖H6) is a continuous function starting from zero.

As a consequence, we obtain

Proposition 3.3. For any T > 0 and p > 1, there exists a positive constant C ′, depending
on R,T and p, and the H6 norm of the initial data, such that

E

(
max

n=0,··· ,N
‖enR‖2pH1

)
6 C ′(R,T, p, γ, ‖X0‖H6)∆tp. (3.6)

Proof of Proposition 3.3. Using the Duhamel formulation (3.2) for the continuous cut off
equation and the discrete Duhamel equation (3.5), and from Proposition 2.2 and 3.2, we
obtain for any p > 1

E

(
max

n∈J1,NK
‖enR‖2pH1

)
6 C(R,T, p, γ, ‖X0‖H6)

[
∆tp + E

(
max

n∈J1,NK
‖enR‖2pH1

)]
.

Thus, for T = T1 chosen sufficiently small so that C(T1, R, p, γ, ‖X0‖H6) < 1, we obtain

E

(
max

n∈J1,NT1
K
‖enR‖2pH1

)
6

C(T1, R, p, γ, ‖X0‖H6)

1− C(T1, R, p, γ, ‖X0‖H6)
∆tp.

Iterating this process on the time intervals [T1, 2T1] and up to the final time T , we conclude
that the scheme is of order 1/2.

3.2 The non Lipschitz case

In this section, we investigate the order in probability and the almost sure order for the
Crank-Nicolson scheme (1.3) as an approximation of Equation (1.1). In order to define a
discrete solution to Equation (1.3), let us define the random variable

τR∆t = inf
{
n∆t,

∥∥Xn−1
R

∥∥
H1 > R or ‖Xn

R‖H1 > R
}
,

which is a Fn∆t stopping time. It is then clear that (Xn
R)n=0,··· ,n0−1 satisfy the scheme

(1.3) provided that n0∆t < τR∆t. However, we do not know if a solution Xn+1
N to (1.3) exists

and is unique. We cannot proceed as in the continuous case defining the blow-up time as
the limit of τR∆t when R goes to infinity because the time step ∆t depends on the cut-off
radius R as it is seen in Proposition 3.1. The next Lemma gives a sufficient condition on
the time step ∆t to extend the solution to n+ 1 [5].
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Lemma 3.2. There exists a constant C2 such that for any ∆t > 0 and R0 satisfying
∆t 6 C2R

−2
0 and n∆t 6 τR0

∆t , there exists a unique adapted solution Zn+1 of

Zn+1 = U∆t,nX
n + i∆tT−1

∆t,nF
(
Xn, Zn+1

)
(3.7)

such that
∥∥Zn+1

∥∥
H1 6 4R0, provided ‖Xn‖

H1 6 R0.

Following the approach of [5], we now define a new process Y n+1
R , solution of the

truncated scheme (3.4) with Xn
R = Xn, and we define the random variable

Rn+1 = min
{
R ∈ N,

∥∥Y n+1
R

∥∥
H1 6 R

}
.

Fix any deterministic function X∆t,∞ such that
∥∥∥X∆t,∞

∥∥∥
H1

= 4R0. Thus, for ∆t 6 C2R
−2
0 ,

we can define a solution of Equation (1.3) as follows

Xn+1 =





Zn+1 if ‖Xn‖
H1 6 R0

Y n+1
Rn+1

if ‖Xn‖
H1 > R0 and Rn+1 < +∞ and Xn 6= X∆t,∞

X∆t,∞ otherwise.

(3.8)

Finally, let τ∗∆t be the discrete stopping time such that τ∗∆t = n0∆t and n0 is the first integer
such that Xn = X∆t,∞. In this way, we define a solution to (1.3) up to time τ∗∆t. The proof
in [5] can be adapted straightforwardly to obtain the convergence in probability stated in
Theorem 1.2. Note that from the almost sure convergence, we get, for any stopping time
τ < τ∗ a.s, lim∆t→0P (τ∗∆t < τ) = 0. Moreover, using the Fatou Lemma and the lower
semicontinuity of the characteristic function 1τ∗

∆t
<τ , we obtain P (lim inf∆t→0 τ

∗
∆t > τ∗) =

1.

4 Numerical almost sure error analysis

In this section, we study numerically the almost sure order of convergence of the Crank
Nicolson scheme (1.3) and with the aim of recovering the theoretical result of the previous
analysis. We consider finite-difference approximation to simulate the C2 valued solution
X = (X1,X2) of the stochastic Manakov system (1.1). We define a constant a > 0
and a final time T > 0. The time step is ∆t = T

N > 0 and the space step is given
by ∆x = 2a

M+1 > 0. The grid is assumed to be homogeneous (tn, xj) = (n∆t, j∆x)
for n ∈ {0, . . . , N} and j ∈ {0, . . . ,M + 1}. The computational domain [−a, a] is taken
sufficiently large to avoid numerical reflections and we consider homogeneous Dirichlet
boundary conditions. We denote r = ∆t/(∆x)2 and the solution X = (X1,X2) of Equation

(1.1), evaluated at (tn, xj), is approximated by Xn
j =

(
Xn

1,j,X
n
2,j

)
. We choose a centered

discretization due to the random group velocity which does not have a well defined sign.
The fully discrete Crank-Nicolson scheme is given by

i
(
Xn+1

j −Xn
j

)
+ r∆X

n+1/2
j + i

√
γr

2

3∑

k=1

σk∇X
n+1/2
j χn

k (4.1)

+∆z
1

2

(∣∣Xn
j

∣∣2 +
∣∣∣Xn+1

j

∣∣∣
2
)
X

n+1/2
j = 0,
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where




∆X
n+1/2
j = X

n+1/2
j−1 − 2X

n+1/2
j +X

n+1/2
j+1

∇X
n+1/2
j = X

n+1/2
j+1 −X

n+1/2
j−1 .

We consider soliton solutions of the deterministic Manakov equation as initial input, that
are of the form [18]

X(t, x) =


cosΘ/2 exp(iφ1)

sinΘ/2 exp(iφ2)


 ηsechη(x− τ(t))e−ik(x−τ(t))+iα(t) . (4.2)

Here, the polarization angle Θ, the phases φ1, φ2, the amplitude η and the group velocity
−k are arbitrary constants and the position τ and α are given by τ(t) = τ0 − kt and
α(t) = α0 + 1

2

(
η2 + k2

)
t. We also define the relative errors in the L2 and L∞ norms

between the exact solution X̃n, evaluated at time tn, and the approximated solution Xn

errnp =

∥∥∥X̃n −Xn
∥∥∥
Lp

‖X0‖Lp

, p = {2,∞} . (4.3)

The Stochastic Manakov equation possesses one invariant, which corresponds to the mass.
A discrete version of this quantity is given by

‖Xn‖2
L2 = ∆x

M+1∑

j=0

(∣∣Xn
1,j

∣∣2 +
∣∣Xn

2,j

∣∣2
)
. (4.4)

To measure the ability of this scheme to preserve the mass, we introduce the following error

errN
L2 = max

n∈J1,NK

∣∣∣∣∣
‖Xn‖2

L2 − ‖X0‖2L2

‖X0‖2L2

∣∣∣∣∣ . (4.5)

The set of parameters used for the simulations are given in the following Table 1. Since

Almost-sure order

Soliton φ1 = φ2 = k = τ = 0, Θ = −π/2, η = 1/2, α0 = π, γ = 0.1

Discretization a = 30, M = 20000, T = 4, Ncoarse = 40, Nfine = 2520

Table 1: Set of parameters used to obtain the almost sure order.

there is no explicit solution for the stochastic Manakov equation, we first compute an
approximated solution Xn of Equation (1.1) on a fine mesh ∆t = T/Nfine, that we compare
to approximations of the same equation on coarser grids. A coarser grid, in the t variable,
is twice as big as the previous one. The Brownian path is kept fixed for each approximation
as well as the space step ∆x. Figure 1 displays two convergence curves corresponding to
the logarithm of the relative errors (4.3). The slopes of these curves are compared to a
curve with slope 1/2. From Fig. 1, we see that the almost sure order of the Crank Nicolson
scheme is 1/2 in the t variable, and the result agrees with the theoretical analysis of the
previous section. Table 2 displays the numerical approximation errors in the L2 and L∞
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norms together with the relative error for the conservation of the mass. For an Euler
scheme based on the Itô formulation, the L2 norm is not preserved and the numerical error
is errN

L2 = 0.7364.

0.1 0.05 0.025 0.0125 0.00625
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Figure 1: Plot of the log of the rela-
tive errors errN2 and errN∞ for the scheme
(4.1).

Crank-
Nicolson

errN2 3.178e−3

errN∞ 3.83e−3

errN
L2 5.547e−11

CPU time 251.87s

Table 2: Numerical values of relative er-
rors for ∆t = 0.00625.

Different schemes may also be proposed to simulate the behaviour of the solution of the
stochastic Manakov equation (1.1) : a relaxation scheme and a Fourier split-step scheme.
The fully discrete relaxation scheme reads





Φ
n+1/2
j = 2

∣∣∣Xn
j

∣∣∣
2
− Φ

n−1/2
j

i
(
Xn+1

j −Xn
j

)
+ r∆X

n+1/2
j + i

√
γr

2

∑3
k=1 σk∇X

n+1/2
j χn

k

+Φ
n+1/2
j X

n+1/2
j ∆z = 0,

(4.6)

where Φ−1
j =

∣∣∣X0
j

∣∣∣
2
. The stochastic Fourier split-step scheme is based on the decomposition

of the flow into two parts : one associated to the linear part of Equation (1.1) and the
other to the nonlinear part. The scheme is given by





i
(
Ŷ n+1
k − X̂n

k

)
= mk

(
Ŷ n+1
k + X̂n

k

)

Xn+1
j = exp

(
i
∣∣∣Y n+1

j

∣∣∣
2
∆z

)
Y n+1
j ,

(4.7)

where the Fourier multipliers mk are given by

mk =

(
∆zh2k
2

+

√
γ∆zhk
2

3∑

l=1

σlχ
n
l

)

and X̂n
k is the discrete Fourier transform of Xn

j and the vector h contains the M Fourier
modes. In this case, the matrices we have to invert for the linear step are block diag-
onal. Consequently, this scheme is less time consuming than the relaxation scheme and
the Crank-Nicolson scheme. Figure 2 displays the almost sure error curves for these two
schemes and they also seem to be of order 1/2.

Remark 4.1. In optics, spectral methods are very often used to solve the nonlinear Schrödinger
equation because the group associated to the free equation has an explicit and very simple
form. The random propagator, solution of the linear equation associated to (1.1), does not
have an explicit formulation in Fourier space [6, 13]. Consequently a numerical approxi-
mation of the linear equation is obtained resolving a linear system.

15



errN2 errN∞ errN
L2 CPU time

Fourier split-step 2.886e−3 3.455e−3 3.286e−14 180s

relaxation 1.8e−3 1.46e−3 3.957e−13 121.53s

Table 3: Numerical values of relative errors for ∆t = 0.00625.
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Figure 2: Plot of the log of the relative errors errN2 and errN∞ respectively for the scheme
(4.6) and (4.7)

5 Proof of Lemma 2.2 and Proposition 3.2

5.1 Proof of Lemma 2.2

The proof of this lemma is divided into two parts. In a first step, we prove inequality
(2.16). The second step consists in proving estimate (2.18); the same arguments are used
to deduce the bound (2.17) from (2.16).

Proof of estimate (2.16). We begin this proof with a lemma stating that V l
∆t is almost

surely a bounded operator in L2 with a random continuity constant.

Lemma 5.1. The random matrix operator V l
∆t is almost surely a bounded operator in L2

and for any l = 0, · · · , n, ∥∥∥V l
∆tf

∥∥∥
L2

6 C0,l (ω) ‖f‖L2 ,

such that for all p > 1, there exists a constant C(p) independent of n,

E

(
max

n∈J1,NK
C2p
0,n

)
< C(p).

Proof. By unitary property of the matrices U∆t,l, for any l = 0, · · · , n, and applying
Plancherel theorem and Hölder inequality,

∥∥∥V l
∆tf
∥∥∥
L2

6 sup
ξ∈R

M∆t,l(ξ, ω) ‖f‖L2 ,

where M∆t,l(ξ, ω) = ‖|m∆t,0 (ξ)|‖∞
∥∥∥
∣∣∣m−1

∆t,l (ξ)
∣∣∣
∥∥∥
∞

, where m∆t,l is the Fourier multiplier

associated to the operator T∆t,l. We claim that the random variable M∆t,l(ξ, ω) is almost
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surely bounded by a constant C0,l(ω), independent of ξ, that is integrable at any order.
Indeed,

M∆t,l(ξ, ω) 6
1

4 |det(l, ξ)|

(
4 + 4∆t |ξ|2 +∆t2 |ξ|4 + 2

√
γ∆t |ξ|

3∑

k=1

(∣∣χ0
k

∣∣+
∣∣∣χl

k

∣∣∣
))

+
1

4 |det(l, ξ)|

(
√

γ∆t∆t |ξ|3
3∑

k=1

(∣∣χ0
k

∣∣+
∣∣∣χl

k

∣∣∣
)
+ γ∆t |ξ|2

3∑

k=1

∣∣χ0
k

∣∣
3∑

k=1

∣∣∣χl
k

∣∣∣
)
, (5.1)

where det(l, ξ) is the determinant of m∆t,l and is given by

det(l, ξ) = 1 +
γ∆t

4

3∑

k=1

(
χl
k

)2
|ξ|2 − ∆t2

4
|ξ|4 − i∆t |ξ|2 .

Denoting x = ∆t1/2 |ξ| and y =
∑3

k=1

(
χl
k

)2
, we define the mapping f from R2

+ into R+

f(x, y) =

(
1 +

γx2

4
y − x4

4

)2

+ x4.

It can be proved that

f(x, y) >





1

4
(1 + x4) if x2 6 4max

(γy
4
, 1
)

x4 if 4max
(γy

4
, 1
)
< x2 6 16max

(γy
4
, 1
)

1

32
x8 + x4 if x2 > 16max

(γy
4
, 1
)
.

(5.2)

Thus, there exists a positive constant C, such that for any y ∈ R+ and any ξ ∈ R

M∆t,l(ξ, ω) < C

(
1 + max

(γy
4
, 1
)
+

√
γ

3∑

k=1

(∣∣χ0
k

∣∣+
∣∣∣χl

k

∣∣∣
)(

1 + max
(γy

4
, 1
)1/2)

+γ
3∑

k=1

∣∣χ0
k

∣∣
3∑

k=1

∣∣∣χl
k

∣∣∣
)
.

Therefore, M∆t,l(ξ, ω) is uniformly bounded in ξ by a polynomial function of y,
∣∣χ0

k

∣∣ and∣∣χl
k

∣∣. Applying the Cauchy-Schwarz inequality and the Burkholder-Davis-Gundy inequal-
ity, we obtain that E

(
maxn∈J1,NK M∆t,n(ξ)

2p
)

is bounded by a constant independent of
n.

We now state a Lemma giving an estimate of the local error between the unbounded
random operator T∆t,n−1U

−1
∆t,nT

−1
∆t,n and the identity mapping. This Lemma will be used

to prove inequality (2.16).

Lemma 5.2. For any n ∈ N, there exists a positive random constant Cn−1,n(ω) < +∞
a.s. belonging to L2p (Ω) , p > 1, such that for any f ∈ H1

∥∥∥
[
T∆t,n−1U

−1
∆t,nT

−1
∆t,n − Id

]
f
∥∥∥
L2

6 Cn−1,n(ω)
√
∆t ‖f‖

H1 a.s.

Moreover, for all p > 1, there exists a constant C(p) independent of n,

E

(
max

n∈J1,NK
C2p
n−1,n

)
< C(p).
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Proof. From the proof of Lemma 5.1, we easily deduce that there exists a random variable
Cn−1,n(ω), integrable at any order, such that

sup
ξ∈R

1
(
1 + |ξ|2

)1/2
∥∥∥
∣∣∣T̂∆t,n−1Û

−1
∆t,nT̂

−1
∆t,n − Id

∣∣∣
∥∥∥
∞

6 Cn−1,n(ω)
√
∆t,

where Cn−1,n(ω) is a polynomial function of
∑3

k=1 (χ
n
k)

2,
∣∣χn−1

k

∣∣ and |χn
k |. The Cauchy-

Schwarz and the Burkholder-Davis-Gundy inequalities imply that E

(
maxn∈J1,NK C

2p
n−1,n

)

is bounded by a constant independent of n.

Now, we prove estimate (2.16). For any l > 2

V l−1
∆t − V l−2

∆t = V l−2
∆t

[(
Id +

1

2
H∆t,l−2

)(
Id − 1

2
H∆t,l−1

)−1

− Id

]
.

Therefore applying Lemma 5.1 and 5.2, and using the Cauchy-Schwarz inequality, we de-
duce that

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

(
V l−1
∆t − V l−2

∆t

)
f l

∥∥∥∥∥

2p

L2




6 N2p
E

(
max

n∈J1,NK
(C0,n−2)

2p
∥∥∥
[
T∆t,n−2U

−1
∆t,n−1T

−1
∆t,n−1 − Id

]
fn
∥∥∥
2p

L2

)

6 T pNp
E

(
max

n∈J1,NK
(C0,n−2)

4p (Cn−2,n−1)
4p

)1/2

E

(
max

n∈J1,NK
‖fn‖4p

H1

)1/2

.

Thus by Lemma 5.1, the following inequality holds

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

(
V l−1
∆t − V l−2

∆t

)
f l

∥∥∥∥∥

2p

L2


 6 C(γ, T, p)Np

E

(
max

n∈J1,NK
‖fn‖4p

H1

)1/2

.

Proof of estimate (2.18) for q = 1. Writing X̃ (s) = X̃ l−1+ ẽ l−1, we rewrite ǫl−1
1,1 , given

in (2.12), as follows

ǫl−1
1,1 = iCγ

(
W l−1,l

0,0

(
∂4
x ẽ

l−1
)
− 1

2
W l−1,l

0

(
∂4
x ẽ

l−1
)
∆t

)
.

We focus on the first term in the above expression, the other term being bounded in a
similar way. Using the Minkowski inequality, the contraction property of Un,l

∆t in L2 (R) for
every l ∈ J1, nK and the conservation of the H4 norm, we get

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Un,l
∆tW

l−1,l
0,0 (∂4

x ẽ
l−1)

∥∥∥∥∥

2p

L2




6 E



(

N∑

l=1

sup
tl−16u6tl

∥∥∥∂4
x ẽ

l−1(u)
∥∥∥
L2

∆t2

2

)2p



6 C
(
‖X0‖2pH4

)
T 2p∆t2p (1 + γp) . (5.3)
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Let us notice that after integration by part, the term ǫl−1
1,2 whose expression is given in

(2.13), can be written as follows

ǫl−1
1,2 = −i

√
γ

3∑

k=1

σk∂
3
xX̃

l−1

(
1

2
W l−1

k (1)∆t−W l−1,l
0,k (1)

)
(5.4)

−i
√
γ

3∑

k=1

(
W l−1,l

0,k

(
σk∂

3
x ẽ

l−1
)
− 1

2
W l−1,l

k

(
σk∂

3
x ẽ

l−1
)
∆t

)
.

Since V l−2
∆t σk∂

3
xX̃

l−1 is Fl−1 adapted, the next equality holds

V l−2
∆t σk∂

3
xX̃

l−1W l−1,l
0,k (1) = W l−1,l

0,k

(
V l−2
∆t σk∂

3
xX̃

l−1
)
.

In expression (5.4), all the terms may be bounded using similar arguments. So, we only
do the computation for the above term. By orthogonality of the increments of the three
dimensional Brownian Motion,

E

(
W l−1,l

0,k

(
V l−2
∆t σk∂

3
xX̃

l−1
)
W l′−1,l′

0,j

(
V l′−2
∆t σj∂

3
xX̃

l′−1
))

= 0 if l 6= l′ or k 6= j.

Hence, we obtain

≪
n∑

l=1

3∑

k=1

W l−1,l
0,k

(
V l−2
∆t σk∂

3
xX̃

l−1
)
≫=

n∑

l=1

3∑

k=1

≪ W l−1,l
0,k

(
V l−2
∆t σk∂

3
xX̃

l−1
)
≫,

where ≪ . ≫ denotes the quadratic variation process. Thanks to the conservation of the
Hm norms, the solution X of Equation (2.1) has all its moments bounded in Hm and
the stochastic integral is a true martingale. Thus, applying the Burkholder-Davis-Gundy
inequality, Lemma 5.1 and Cauchy-Schwarz inequality, yields

E


 max

n∈J1,NK
γp

∥∥∥∥∥

n∑

l=1

3∑

k=1

W l−1,l
0,k

(
V l−2
∆t σk∂

3
xX̃

l−1
)∥∥∥∥∥

2p

L2




6 CT pγp∆t2pE

(
max

n∈J1,NK
[C0,n−2]

2p
∥∥∥∂3

xX̃
n−1
∥∥∥
2p

L2

)

6 CT pγp∆t2pE

(
max

n∈J1,NK
[C0,n−2]

4p

)1/2

E

(
max

n∈J1,NK

∥∥∥∂3
xX̃

n−1
∥∥∥
4p

L2

)1/2

. (5.5)

Hence, a bound follows from the conservation of the Hm norms and Lemma 5.1. Collecting
the above estimates (5.3) and (5.5) leads to the bound (2.18) for q = 1.

Proof of estimate (2.18) for q = 2. The first and second terms ǫl−1
2,1 and ǫl−1

2,2 in (2.14)

will give the order of convergence of the scheme. The third one ǫl−1
2,3 may be bounded

similarly as in the previous step. To bound ǫl−1
2,1 , we use again the Burkholder-Davis-

Gundy inequality, the independence of the increments of the Brownian Motion, Lemma
5.1, Cauchy-Schwarz inequality and Lemma 2.1

E


 max

n∈J1,NK
γp

∥∥∥∥∥

n∑

l=1

3∑

k=1

W l−1,l
k

(
V l−2
∆t σk∂xẽ

l−1
)∥∥∥∥∥

2p

L2




6 CγpE

((
N∑

l=1

3∑

k=1

W l−1,l
0

(∥∥∥V l−2
∆t σk∂xẽ

l−1
∥∥∥
2

L2

))p)

6 C(p, γ) ‖X0‖2pH2 T
p∆tp. (5.6)
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We conclude the proof obtaining an estimate for ǫl−1
2,2 . Using Equation (2.8) and Property

1.1, we obtain the equality

ǫl−1
2,2 =

3γ

2

∂2X̃ l−1

∂x2
∆t− γ

2

3∑

k=1

∂2X̃ l−1

∂x2

(
W l−1

k (1)
)2

+
3γ

2
W l−1,l

0

(
∂2
xẽ

l−1
)
− γ

2

3∑

j,k=1

W l−1,l
j

(
σjσk∂

2
xẽ

l−1
)
W l−1

k (1).

Moreover,

≪
(
W l−1,l

k (1)
)2

−∆t ≫= 4∆t
(
W l−1,l

k (1)
)2

− 2∆t2.

Thus, applying the Burkholder-Davis-Gundy inequality, using the independence of the
increments of the Brownian Motion, applying Lemma 5.1, using the conservation of the
Hm norms and the Cauchy-Schwarz inequality

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

V l−2
∆t

(
3γ

2

∂2X̃ l−1

∂x2
∆t− γ

2

3∑

k=1

∂2X̃ l−1

∂x2

(
W l−1

k (1)
)2
)∥∥∥∥∥

2p

L2




6 Cγ2pE

((
N∑

l=1

3∑

k=1

∥∥∥∥∥V
l−2
∆t

∂2X̃ l−1

∂x2

(
4∆t

(
W l−1

k (1)
)2

− 2∆t2
)∥∥∥∥∥

L2

)p)

6 C ‖X0‖2pH2 γ
2pNp−1

N∑

l=1

3∑

k=1

E

(
(C0,l−2)

p

∣∣∣∣4∆t
(
W l−1

k (1)
)2

− 2∆t2
∣∣∣∣
p)

6 C ‖X0‖2pH2 γ
2pT p∆tp. (5.7)

The last term ǫn2,3 in (2.14) may be bounded similarly as ǫn1,2. Estimate (2.18) for q = 2 is
obtained collecting bounds (5.6) and (5.7).

5.2 Proof of Proposition 3.2

Before proving Proposition 3.2, let us state two useful Lemmas. The first result gives
uniform bounds for the solution XR of the cut-off equation (3.3).

Lemma 5.3. Let X0 ∈ H6 and XR be the solution of (3.3); then for all T > 0 there exists
a positive constant C3 (R,T, ‖X0‖H6), such that, a.s for every t in [0, T ],

‖XR(t)‖H6 6 C3 (R,T, ‖X0‖H6) .

Moreover, the function T 7→ C3 (R,T, ‖X0‖H6) is a continuous function from R+ to R+

and then is bounded on every compact set of R+. We denote by C̃3 (R,T, ‖X0‖H6) the
positive constant such that, a.s for every t in [0, T ],

‖F (XR(t))‖H6 6 C̃3 (R,T, ‖X0‖H6) .

Proof of Lemma 5.3. The proof is similar to the proof of Lemma 4.1 in [6].

Let us now denote by ẽn
R(s) the difference ẽn

R(s) = XR(s) − X̃n
R for all s ∈ [tn, tn+1]

and state an intermediate result which gives a local estimate on ẽn
R(s).
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Lemma 5.4. For any p > 1, if X0 ∈ H2 then there exists a positive constant C4, such that

E

(
sup

tl−16t6tl

∥∥∥ẽ l−1
R (t)

∥∥∥
2p

H1

)
6 C4(R,T, p, γ, ‖X0‖H2)∆tp ∀ l = 1, · · · , NT .

Moreover C4 ≡ Cp(γ)C
2p
3 (R,T, ‖X0‖H2) + C(R)∆tp, where Cp(γ) is given in Lemma 2.1,

C3 is given in Lemma 5.3 and C(R) is a positive constant depending only on R.

Proof of Lemma 5.4. This estimate is obtained using the Duhamel formulation (3.2), writ-
ing XR(t) in terms of X̃ l−1

R , using Lemma 2.1 and 5.3 and because G is globally Lips-
chitz.

Let us now prove Proposition 3.2.

Proof of Proposition 3.2. We split the difference as follows

U (tn, s)G (XR(s))− Un,l
∆tG

(
X l−1

R ,X l
R

)
= Al−1,l

1 +Al−1,l
2 +Al−1,l

3 ,

where




Al−1,l
1 = U(tn, s)

(
Θ2

R (XR(s))−Θl−1,l
X

R

)
F (XR(s))

Al−1,l
2 =

(
U (tn, s)− Un,l

∆t

)
Θl−1,l

X
R

F (XR(s))

Al−1,l
3 = Un,l

∆tΘ
l−1,l
X

R

(
F (XR(s))− F

(
X l−1

R ,X l
R

))
.

(5.8)

In order to obtain an estimate on the global error in L2p (Ω), we decompose the term

XR(s)−X l
R, appearing in Al−1,l

1 and Al−1,l
3 , in two terms : ẽ l

R(s) and elR. The first term
gives the contribution to the final order and the second term may be handled by a fixed
point procedure. Let us denote Θl

X
R
= Θ

(∥∥X l
R

∥∥
H1 /R

)
for any l = 0, · · · n. Writing

Θ2
R (XR(s))−Θl−1,l

X
R

= ΘR (XR(s))
(
ΘR (XR(s))−Θl−1

X
R

)

−Θl−1
X

R

(
ΘR (XR(s))−Θl

X
R

)

and using the isometric property of the random propagator U , the boundedness of Θ and
Θ′ and the mean value theorem we obtain the following bound

∥∥∥∥∥

n∑

l=1

∫ tl

tl−1

ΘR (XR(s))
(
ΘR (XR(s))−Θl−1

X
R

)
U(tn, s)F (XR(s)) ds

∥∥∥∥∥

2p

H1

6

(
n∑

l=1

CR3

∫ tl

tl−1

‖Θ′‖L∞

R

(∥∥∥ẽ l−1
R (s)

∥∥∥
H1

+
∥∥∥e l−1

R

∥∥∥
H1

)
ds

)2p

.

By the same arguments, together with Lemma 5.3 and 5.4, we obtain

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Al−1,l
1

∥∥∥∥∥

2p

H1


 6 C5(R,T, p)

[
C4(R,T, p, γ, ‖X0‖H2)∆tp + E

(
max

n∈J1,NK
‖enR‖2pH1

)]
.
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where C5 ≡ C2pR4pT 2p. Now, we split the term Al−1,l
2 further

Al−1,l
2 =

∫ tl

tl−1

U (tn, s) (Id − U (s, tl−1))Θ
l−1,l
X

R
F (XR(s)) ds

+

∫ tl

tl−1

(
U (tn, tl−1)− Un,l

∆t

)
Θl−1,l

X
R

F (XR(s)) ds

= Al−1,l
2,1 +Al−1,l

2,2 .

The first term in the above equality can easily be estimated using again the isometric
property of the random propagator U (tn, s) and Hölder inequality, together with Lemma
5.3 and 2.1,

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Al−1,l
2,1

∥∥∥∥∥

2p

H1


 6 C6(R,T, p, γ, ‖X0‖H2)∆tp.

On the contrary, the second term Al−1,l
2,2 cannot be bounded directly because we do not

have an explicit representation (in Fourier space) of the random propagator U(t, s), t, s ∈
R+, t > s, solution of the linear equation (2.1). Writing

Un,l
∆t = U∆t,n · · ·U∆t,l−1

(
Id − 1

2
H∆t,l−1

)−1

,

we split Al−1,l
2,2 as follows

Al−1,l
2,2 =

∫ tl

tl−1

(
U (tn, tl−1)− Un,l

∆t

)
Θl−1,l

X
R

(
F (XR(s))− F

(
X̃ l−1

R

))
ds

+

∫ tl

tl−1

Θl−1,l
X

R
(U (tn, tl−1)− U∆t,n · · ·U∆t,l−1)F

(
X̃ l−1

R

)
ds

+

∫ tl

tl−1

Θl−1,l
X

R
U∆t,n · · ·U∆t,l−1

(
Id −

(
Id − 1

2
H∆t,l−1

)−1
)
F
(
X̃ l−1

R

)
ds

= Al−1,l
2,2,1 +Al−1,l

2,2,2 +Al−1,l
2,2,3 .

The first term Al−1,l
2,2,1 is easily bounded thanks to the local Lipschitz property of the non-

linear function F , the isometric property of both U (tn, tl−1) and Un,l
∆t , the boundedness of

Θ and Lemma 5.3. This leads to

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Al−1,l
2,2,1

∥∥∥∥∥

2p

H1


 6 C7(R,T, p, γ, ‖X0‖H2)∆tp. (5.9)

Let us now consider the second term Al−1,l
2,2,2 that can be bounded using the linear estimate

(2.7) obtained in Proposition 2.2 together with Lemma 5.3. In this way,

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Al−1,l
2,2,2

∥∥∥∥∥

2p

H1


 6 C8(R,T, p, γ, ‖X0‖H6)∆tp. (5.10)

An estimate on the last term Al−1,l
2,2,3 is obtained thanks to the next result, whose proof is

identical to Lemma 5.2.
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Lemma 5.5. For any n ∈ N, there exists a positive random constant Cn(ω) < +∞ a.s.
belonging to L2p (Ω) , p > 1, whose moments are independent of n, such that for any f ∈ H1

∥∥∥∥∥

[
Id −

(
Id − 1

2
H∆t,n

)−1
]
f

∥∥∥∥∥
L2

6 Cn(ω)
√
∆t ‖f‖

H1 a.s.

Moreover for any p > 1, there exists a constant C(p) independent of n such that

E

(
max

n∈J1,NK
C2p
n

)
< C(p).

From this Lemma, we easily obtain a bound on the last term A2,2,3. Combining the

above estimates (5.9), (5.10), we obtain an estimate on Al−1,l
2,2

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Al−1,l
2,2

∥∥∥∥∥

2p

H1


 6 C9(R,T, p, γ, ‖X0‖H6)∆tp.

Finally, we bound the last term Al−1,l
3 splitting it as follows

Al−1,l
3 =

∫ tl

tl−1

Un,l
∆tΘ

l−1,l
X

R

(
F (XR(s))− F

(
X̃ l−1

R , X̃ l−1
R

))
ds

+

∫ tl

tl−1

Un,l
∆tΘ

l−1,l
X

R

(
F
(
X̃ l−1

R , X̃ l−1
R

)
− F

(
X̃ l−1

R , X̃ l
R

))
ds

+

∫ tl

tl−1

Un,l
∆tΘ

l−1,l
X

R

(
F
(
X̃ l−1

R , X̃ l
R

)
− F

(
X l−1

R ,X l
R

))
ds

= Al−1,l
3,1 +Al−1,l

3,2 +Al−1,l
3,3 .

Note that by Lemma 3.1, the last term Al−1,l
3,3 is easily bounded as follows

E


 max

n∈J1,NK

∥∥∥∥∥

n∑

l=1

Al−1,l
3,3

∥∥∥∥∥

2p

H1


 6 C10(R,T, p)E

(
max

n∈J1,NK
‖enR‖2pH1

)
,

where C10 ≡ C2pR4pT 2p. The first term Al−1,l
3,1 is bounded using F

(
X̃ l−1

R , X̃ l−1
R

)
=

F
(
X̃ l−1

R

)
, Lemma 5.3, Hölder inequality and Lemma 5.4. An estimate on the second

term Al−1,l
3,2 may be obtained using Lemma 5.3 and Lemma 5.4.

6 Conclusion

The evolution of the slowly varying envelopes driven by random polarization mode dis-
persion is described by the stochastic Manakov equation. We introduce three different
schemes for this equation using a semi-implicit discretization of the Stratonovich integrals.
We prove that the CN scheme is of order 1/2 and is conservative for the discrete L2 norm,
contrarily to a scheme based on the Itô formulation. This method may be applied to
other stochastic equations written in Stratonovich form and especially for equations with
conservation laws.
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