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Abstract— By contrast with 2D imaging, quantitative 
analysis of 3D motion from ultrasound images can provide 
improved information in several applications, such as arterial 
mechanical assessment, heart motion and blood flow. 
Unfortunately, it remains difficult to obtain a high definition of 
the motion estimate in the lateral and elevation directions (i.e. 
perpendicular to the beam axis). To increase the definition in 
both these directions, this paper presents a 3D extension of a 
the transverse oscillations method that enables one to obtain 
ultrasound fields featuring oscillations along the 3 spatial 
dimensions, using a single apodization function. The 3D motion 
method is estimated using the phases of the images. Simulation 
results show that a 3D trajectory can be followed with a 
relative mean error smaller than 8%. 

I. INTRODUCTION 

Motion estimation is an essential part of ultrasound image 
sequence analysis. It can be used in various applications such 
as for example for speckle suppression [1], motion based 
image segmentation [2] and elastography [3]… 

Several methods for two-dimensional ultrasound tissue 
motion tracking [4] and blood velocity estimation [5] have 
been proposed and clinically applied. Unfortunately, most of 
these methods cannot be applied to estimate the complete 3D 
motion or velocity vectors. With the emergence of 
ultrasound volumetric imaging, the need for a method that is 
capable of obtaining the complete 3D motion vector is even 
more pressing. Several ultrasound methods have been 
proposed for estimating 3D motion over the past decades. 
These include non-rigid image registration methods [6], or 
different speckle tracking methods [7-8] 

Despite significant algorithmic advances, 3D motion 
estimation remains challenging due to limited field of view, 
low image quality, and large computation load. 
To increase the definition of the motion estimation in the 
lateral and elevation directions (i.e. perpendicular to the 
beam axis), the transverse oscillations (TO) method has 
been recently extended in 3D by the group of J.A. Jensen 
[9]. This method enables one to obtain 2 separate ultrasound 
fields featuring each one oscillations along the axial 
dimension plus one perpendicular (lateral or elevation) 
direction.  This approach consists more in a twice 2D tactic 
than 3D. In this approach, two different apodization 
functions are used for generating elevation and lateral 
oscillations, respectively.  

This paper presents a method able to create transverse 
oscillations images (renamed here US-tagged images) 
featuring 3D oscillations using only one single apodization 
function, and a 3D motion estimation method based on the 
phases of such images. The paper first presents the 3D TO 
image formation method in the next section and describes 

the 3D phase-based motion estimation (PBME) method in 
Section III. Section IV presents the simulated 3D TO fields 
and the validation of the PBME on a series of 3D 
displacements of a simulated medium. The conclusion is 
given in Section V. 

II. THE 3D TRANSVERSE OSCILLATIONS METHOD

A. Introduction 
The 3D TO method is an extension of the 2D Transverse 

Oscillations approach [10-11]. Our study mainly focused on 
the apodization function and its incidence onto the expected 
point spread function (PSF). Hence, this section briefly 
refers to the 2D methodology in linear and sectorial 
approach, which easily allows the extension to 3D TO. 

B. 2D Apodization Function for Linear Scanning 
In conventional beamforming, the PSF  shows 

oscillations only in the axial direction. On the other hand, in 
TO imaging, the lateral profile of the PSF, represented in 
Fig. 1a, can be expressed in eq. (1), which is a 
multiplication of a Gaussian envelope with a cosine 
function.  
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where x�  is the  lateral wavelength and x�  is the half 
maximum width of the Gaussian envelop. 

The beamforming is classically based on Fraunhofer 
approximation, the conditions of which are met at the focal 
point. In order to be able to apply the Fraunhofer 
approximation along the whole propagation path, the delay 
function is set so as to perform dynamic quadratic focusing.  
Under this approximation, the transverse profile of the PSF 
at the depth of focusing is related to the apodization 
function by a Fourier transform [12]. 
As a consequence the apodization function leading to the 
PSF profile given in eq 1 can easily be calculated . It is 
given in following eq 2 and represented in Fig. 1b. 
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where 0 xx z� ��  and 0 2 xz� � �� , �  is the wavelength 
of the transmitted pulsed, z  is the depth of interest, 0x�  is 
the position of the two peaks and 0�� is the half maximum 
width of each peak. 
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(a) (b) 
Figure 1: Representation of the lateral PSF profile (a) and the 
corresponding apodization function (b) 

C. 2D Apodization Function for Sectorial Scanning  
The framework introduced above can be easily adapted 

to a conventional sectorial scanning. Indeed, the 
transformation of the model parameters from cartesian 
coordinates to polar coordinates is simple. This is done by 
setting x r�� �� , x r�� �� , and z r� , where ��  is the 
expected lateral wavelength of PSF profile in radians, ��  is 
the width at half maximum of PSF profile, and r is the 
sweeping radius. Based on the approximation settings 
above, the position of two peaks 

0
x�� and the standard 

deviation 
0�� of the apodization function are given as 

follows: 
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Eq. (3) shows that 
0

x� and 
0�� are independent from the 

depth, but only limited by the values of the lateral 
wavelength and the half maximum width of the Gaussian 
envelop in radian. In other words, in the case of sectorial 
scanning the transverse oscillations lateral wavelength is no 
longer dependent on the depth which is a strong difference 
with linear scanning. 

D. 3D Apodization Function for Pyramidal Scanning 
The 3D TO method requires a 2D transducer. In order to 
have a large field of view, two sectorial scanning, one for 
each transverse direction i.e. pyramidal scanning, is 
performed into the medium. 

Instead of designing the 3D TO fields as Pihl, creating 
some oscillations in the axial and one transverse directions at 
at time (first lateral and then elevation), the 3D TO fields are 
built in order to oscillate in the axial and in the two 
transverse directions simultaneously. The apodization 
function allowing obtaining this specific field is an 
extrapolation of the apodization function presented in II.C. In 
the same way as one sectorial scanning is applied for each 
transverse direction, the previous apodization function is 
used in both directions, as follow: 
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Where n  and m  are the transducer dimensions, �� is a 
matrical multiplication 

These 3D images were generated by transmitting a plane 
wave and receiving with dynamic focalization and the 
aforementioned apodization function. The 2D apodization 
functions are illustrated in Fig. 2. 

III. THE 3D PHASE-BASED MOTION ESTIMATION METHOD

A. Algorithm Description 
In this section, the description of the 3D phase-based 

block matching method is proposed. This technique is the 3D 
extension of the 2D method proposed by Basarab et al [13]. 
A pair of 3D RF volumes of interest with TO, 1( , , )i x y z  and

2 ( , , )i x y z  representing the same medium before and after the 
application of a displacement, are considered. The relation 
between the 2 volumes is: 

1 2( , , ) ( , , )x y zi x y z i x d y d z d� � � �  (7) 
where xd , yd , and zd  are the spatial displacements to be 
estimated in each pixel ( , , )x y z . 

B. Phase of Analytical Signal 
In contrast with classical block matching, the proposed 

method uses 6 phase images instead of amplitude images i1 
and i2. 3D phase images are obtained using 3 single octants 
analytical signals applied to i1 and i2 and defined in the 
Fourier domain. Usually, for each of the 2 images, 8 single 
octants analytical signals can be defined,
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Figure 2: Apodization functions in transmit (a) and receive (b). Each small 
square represents an element of the matrix array. 256 active channels are 
used in this example. Colorbar: Black�white = 0->1.  
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(a) (b) (c) 

Figure 3 : 3D PSF at 40 mm of depth with TO in both (lateral and elevation) directions at the same time. (a)Axial/Lateral view, (b) Elevation/Lateral view, (c) 
Axial/Elevation view.    

and correspond to each octant of the Fourier spectrum. Here, 
only 3 of such analytical signals are considered. These 6 
complex signals, noted i11, i12, i13, i21, i22, and i23, are defined 
in the Fourier domain as shown in eq. (8).  
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Where 1I  and 2I are the 3D Fourier transforms of the 
ultrasound volumes 1i  and 2i . The phase images  are then 
extracted from these 6 analytical signals, and denoted 11� , 

12� , 13� , 21� , 22� and 23� , respectively. 

C. Motion Estimation 
As explained by Basarab et al [14], if the 3D signals 

extracted from volumes 1i  and 2i follow the model in (10), 
the mean value of phase differences between the same type 
of complex signals corresponding to signal 1i  and 2i  (11), is 
linked to the displacement between both volumes of 
interest(12).  
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Where �s are  some windows modulating a little the 
shape of the oscillations., dx=dx1-dx2, dy=dy1-dy2, and dz=dz1-dz2 

Note that the PBME estimator has several advantages, 
but it cannot estimate a displacement larger than half a 
wavelength of the oscillations in each direction. 

IV. RESTULTS

A. Simulation Description 
The simulations are performed using the ultrasound 

simulation program Field II [15]. All results are obtained 
with the same 2D phased array and simulation parameters 
are shown in Table I.  
The beamforming parameters has been calculated in order to 
have a transverse spatial frequency of 3.7 rad1 under the 
Gaussian envelop. First, the 3D TO method is verified with 
a simulated point spread function (PSF), then the PBME is 
validated on a simulated 3D displacement. 

Table I. Parameter setting for the simulation 
Parameter Value 
Transducer 
Transducer 2D Phased array 
Number of elements 64�64 
Center frequency 3 Mhz 
Pitch � 2⁄

Kerf � 100⁄  
Setup parameters 
Sampling Frequency 50 Mhz 
Speed of sound 1540 m/s 
No. of transmit cyles 3 
Transmit focus Plane wave 
Receive focus 5,10,15…40 mm 
Transmit apodization 2D Hanning windows 
Receive apodization 4 distant peaks 
Number of lines 128�128 
Volume width 45°�45° 

B. 3D Beamgorming Validation 
To investigate how well defined the 3D transverse 

oscillations are, one PSF is calculated with Field II. The 3D 
PSF obtained with the specified apodizations of eq (6) is 
illustrated in Fig. 3. The theoretical lateral spatial 
wavelength is 0.08 rad−1, whereas the mean wavelength is 
0.074 rad−1. This gives a bias of 7.5% between the 
theoretical and the mean values of the transverse spatial 
frequencies. 

C. PBME Method Validation 
In order to validate the proposed method, the PBEM 

method is first validated on a single transverse motion. A 
random reflector map was generated and translated with a 
pure lateral displacement. A displacement in the range [0 ; 
1.5] mm with a 0.1 mm increments was used.  A grid of 
20 × 10 × 10 points in the volume of interest was used at a 
depth of 30 mm i.e. which corresponded to a volume of 
0.3 × 3.7 × 3.7 mm3 (z, x, y). 
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The resulting estimations of the displacement are presented 
in Fig. 4 
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Figure. 4: Motion estimation results. The PBME estimation 
correctly follows the real trajectory until a displacement 
equal to 1.05 mm. corresponding to the mid-wavelength. 

The motion is correctly measured by the PBME 
method with a mean relative error of 0.5% until a 
displacement of 1.05 mm. The spatial wavelength is equal to 
2.22 mm at a depth of 30 mm, hence the half wavelength is 
1.11mm. The theory claiming that the maximum 
displacement that can be estimated  corresponds to the half 
wavelength is perfectly verified.  

In order to evaluate the PBEM method, a 3D 
trajectory situation is also investigated. Using the same way, 
a 3D trajectory is simulated by Field II. The axial, lateral 
and elevation maximum displacement amplitudes of 
displacement are 0.25, 1 and 1 mm, respectively. The 
PBME method is evaluated on 10 different simulations. The 
applied motion corresponds to an elliptical trajectory. The 
results is shown in Fig.5  

Figure 5: 3D trajectory estimated by the proposed PBME 
method. 

The estimated trajectory follows the real trajectory with a 
maximum error of 3 μm in axial, 70 μm in lateral, and 72 
μm in elevation. In μm, the  error (mean ± standard 
deviation) is 2 ± 1  , 40 ± 30 , and 41 ± 31 in axial, lateral 
andelevation, respectively. The mean relative error 5 ± 1, 6 
± 1 , and 6 ± 2 in axial, lateral and elevation directions, 
respectively.  

V. CONCLUSION 
In this paper, we have first presented a new 3D TO 

beamforming method able to synthesize oscillations 
simultaneously in the three spatial directions. 

Second, a PBME methodology exploiting such 3D TO 
imaging has been investigated. All three spatial 
displacements are estimated simultaneous by the presented 
method and are assessed with a mean relative error inferior 
at 8%. 
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