
HAL Id: hal-00846823
https://hal.science/hal-00846823

Submitted on 21 Jul 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Multi-horizon solar radiation forecasting for
Mediterranean locations using time series models

Cyril Voyant, Christophe Paoli, Marc Muselli, Marie Laure Nivet

To cite this version:
Cyril Voyant, Christophe Paoli, Marc Muselli, Marie Laure Nivet. Multi-horizon solar radiation
forecasting for Mediterranean locations using time series models. Renewable and Sustainable Energy
Reviews, 2013. �hal-00846823�

https://hal.science/hal-00846823
https://hal.archives-ouvertes.fr


1 

 

Multi-horizon solar radiation forecastingfor Mediterranean locations using time series models 

Cyril Voyant
1,2*

, Christophe Paoli
1
,Marc Muselli

1
, Marie-Laure Nivet

1 

1

 University of Corsica, CNRS UMR SPE 6134, 20250 Corte, France 

2
Castelluccio Hospital, Radiotherapy Unit, BP 85, 20177 Ajaccio, France 

*Corresponding author, tel/fax +33(0)4 952 936 66/937 97, voyant@univ-corse.fr  

 

Abstract.  

Considering the grid manager's point of view,needsin terms ofprediction of intermittent energy like 

thephotovoltaic resourcecan be distinguishedaccording to theconsideredhorizon: following days (d+1, 

d+2 and d+3), next day by hourly step (h+24), next hour (h+1) and next few minutes (m+5 e.g.). 

Through this work, we haveidentified methodologies using time series modelsfor 

thepredictionhorizonof global radiationand photovoltaic power. What wepresent here isa comparison 

of differentpredictorsdeveloped and testedtoproposea hierarchy.For horizons d+1 and h+1, without 

advanced ad hoc time series pre-processing (stationarity) we find it is not easy to differentiate between 

autoregressive moving average (ARMA) and multilayer perceptron (MLP). However we observed that 

using exogenous variables improves significantly the results for MLP . We have shown that the MLP 

were more adapted for horizons h+24 and m+5. In summary, our results are complementary and 

improve the existing prediction techniques with innovative tools: stationarity, numerical weather 

prediction combination, MLP and ARMA hybridization, multivariate analysis, time index, etc. 

 

Keywords: Time series, artificial neural networks, stationarity, autoregressive moving 

average,prediction, global radiation, hybrid model. 
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1. Introduction 
 

There are lots of alternatives to greenhouse gas emissions generated by fuels combustion [1,2]. 

It is particularly the case ofphotovoltaic (PV) and wind energy sources, which one of the main 

advantages is the renewable and inexhaustible aspects and the main disadvantages are related to their 

intermittencies. Thisvariability is related to winter/summer transition, to day/night transition and to the 

opacity of atmosphere [3,4]. To overcome these problems, which can be prohibitive, three solutions 

can be envisaged: split and better distribute the total available power, predict the resource to manage 

the transition between different energies sources and store the energy excess to redistribute it at the 

right time [5,6]. This paper deals only with the second solution: the forecasting of the renewable 

energy sources. The optimizationand the management of energy system are really a challenging issue 

especially when there are insufficient renewable energies to meet the demand. It is essential to 

anticipate the global radiation decrease (or increase) for an ideal transition. Several methods have been 

developed by experts around the world and can be divided in two main groups: (i) methods using 

mathematical formalism of Times Series (TS), (ii) numerical weather prediction (NWP) model and 

weather satellite imagery. The technique used depends on considered source, and on their startup delay 

(from five minutes to 1 hour). Note that for an ideal management it is appreciable to know the 

eventual fluctuations one or two days ahead. These temporal characteristics define the horizon of the 

prediction to consider. According to thehorizonsome of these methodsare more effectivecomparedto 

others [8]. Considering the grid manager's point of view, needsin terms ofprediction can be 

distinguishedaccording to theconsideredhorizon: the resourcethat will be availableon the following 

days (d+1, d+2 et d+3), the next day by hourly step (h+24), during the next hour (h+1), and in the five 

next minutes (m+5). Thesehorizonsallow understandingthe various aspects ofthe prediction: the 

medium term, the short term and the very short term. The d+1and d+2 predictionsare importantfor the 

managerbecause theyhaveimmediate industrial applications and economic impacts especially in the 

case of small and relatively isolated electric grids. Indeed,in thiscase it is essential to organize and 

anticipate the fossil stocks. Concerning the h+1 horizon, itcorresponds more or less to theignition 

delayof the thermalsystem. In fact, starting a heat engine takesabout 30 minutes; the manager 

mustbeable to predict theintermittent energycutsat least 1 hourin advance. Concerning the h+24 

prediction, itsinterestcombinesthe two precedents. The knowledge24 hours inadvance of therenewable 

energyenables betterinventory management concerning fossil fuel, and an anticipationofthecritical 

moments wherethe grid managermust bevigilant. Finally, thefewminutes horizonconcern for example 

the means of production related to hydroelectric power plantsand to gas turbines. Indeed, just a few 

minutes are necessary toelectricity to beavailable in these cases.Wecan also note that short term 

forecasting (now-casting) can be very useful to control indoor climate in buildings with automation 

system. Thus it seemedinteresting to comparedifferentmethods based upon the analysis of historical TS 
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of global radiation for several horizons: d+1, h+1, h+24 and m+5. In this paper we propose, horizon by 

horizon, a classification of predictor tested on various Mediterraneantowns. Our goal is to provide 

robust predictors withthe most generic approach possible.  

In the next, the time series forecasting models proposed in the literature are first reviewed. In 

section 3 we will detail the methodologies of prediction we have tested, taking care to explain the TS 

formalism dedicated to the global solar radiation modeling and the need to make it stationary (time 

series pre-processing). Then we will expose the result of comparison between modeling and measure 

in the daily case, hourly case and five minutes case. Finally we will close the paper with a comparison 

of the results against those of the literature, emphasizing the link between predictor performance and 

type of horizon. 

2. Review on time series forecasting models 
 

 

In this section,we present areview of the literatureon time series forecasting models forglobal 

radiation. Optimal use ofrenewable energyrequiresa good characterizationand goodpredictive 

potentialforsizedetectorsor estimate thepotentialenergypower plants [9,10].There are a lot of models 

allowingTSpredictions. It is possible tolistthem intofour groups [11,12]: 

 naive models are essential toverify the relevance ofcomplex 

models.Includepersistence,average orthe k-nearestneighbors (k-NN)[13-16];  

 conditional probabilitymodels are rarelymentioned in the literatureregardingglobal 

radiation.IncludeMarkov chainsandpredictions based onBayesianinference[17-22];  

 reference modelsbased on the family ofautoregressivemoving average,ARMA[23,24]; 

 connectionist models (artificial neural network) and more particularly theMulti-Layer 

Perceptron(MLP)which istheartificial neural networksarchitecture the mostoften used 

[25-27]. 

The following deals with the two last groups:ARMAand neural network models. 

IndeedARMAisthe most classical and popular for time series modeling and artificial neural network 

seems to be the best alternative to conventional approaches.As climate of the earth is dominated by 

non-linear processes, ANN by its non-linear nature is effective to predict cloudy days andso solar 

radiation. Concerning thepredictionof solar radiation, we can cite works ofMellit [26,27] in which it 

ispossible to finda synthesisofthe coupling ofMLPwithglobal radiation. In addition to 

theseworks,thereare othersrelated tothe prediction ofweather data such assolar radiation [28-35].Neural 

networkshave been studiedon manysites andresearchershave shown the abilityof these techniques 
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toaccurately predictthe time seriesof meteorological data [32].Table 1presentsseveral representative 

examples of the use of artificial neural networks (ANN)methodsappliedto the modeling or prediction 

ofsolar radiation and PV energy in the 2000s. For the years prior to2000,the interested reader mayalso 

referto the articleMellit [26]. For all the articles presented in Table 1we can see thatthe 

errorsassociated with predictions(monthly, daily, hourlyand minute) are between 5% and 10%. 

However we see that theMLPcan be usedwithexogenous parameters or coupled with other 

predictors(Markov, Wavelet, etc.). In the MellitandKalogirouarticle review[26], we find that 79% 

ofArtificial Intelligence(AI) methodsused inweatherpredictiondataare based on aconnectionist 

approach(ANN). We can alsocite the use offuzzy logic(5%), Adaptive neuro fuzzy inference system 

(ANFIS) (5%), networks couplingwavelet decompositionandANN(8%) and mixANN/Markov 

chain(3%). In sum,the use ofANN, especially theMLPrepresentsa large majority ofresearch works.This 

is the most commonly usedtechnique. Other methodsare used onlysporadically. 
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authors topic location horizon error conclusions 

[58] Almonacid(2010) Estimation of PV energy Spain (Jaèn) monthly MAPE = 7.3 % 
MLP better than reference models (bilinear interpolation 

method and Blaesser’s method) 

[31] Behrang et al. (2010) 
Global radiation modeling with different 

ANN 
Iran (Dezful) d+1 MAPE = 5.2 % 

MLP with exogenous inputs is very efficient (8 models 

compared) 

[56] Benghanem and 

mellit(2010) 

Global radiation modeling with avec 

RBF.MLP and standard regression  

Saudi Arabia (Al-

madinah) 
d+1 R²=0.98 

RBF is the most efficient, moreover the approach is 

validated on PV system (8 models are compared) 

[27] Mellit et Pavan(2010) 
Global radiation forecasting at horizon with 

ANN 
Italy (Trieste) h+24 R²>94 % 

MLP validated on PV wall (no other compared 

predictors) 

[59] Azadeh et al. (2009) Global radiation modeling with ANN Iran (6 cities) monthly 
Accuracy  = 94 % 

(error = 6 %) 
MLP better than Angström model 

[57] Chaabene and Ben 

Ammar(2008) 

Global radiation prediction with hybrid MLP 

with fuzzy logic,ARMA and Kalman filters  

Tunisia (Energy 

and Thermal 

Research Centre) 

d+1 

m+5 

nMBE= -9.11 %    

nRMSE< 10 % 

Dynamic predictions are considered coupling ARMA, 

Kalman filter and neuro-fuzzy estimators 

[60] Jiang (2008) Diffuse radiation prediction with MLP China (8 cities) monthly Accuracy = 95 % 
The methodology is validated on the entire Chinese 

territory (compared to two empirical models) 

[52] Mubiru and Banda 

(2008) 

Global radiation modeling with different 

MLP 
Uganda (4 sites) d+1 RMSE = 107 Wh/m² MLP better than 5 empirical models 

[53] Bosch et al. (2008) Global radiation modeling Spain (13 sites) d+1 nRMSE = 7.5 % 
The MLP can be used in the mountainous area.  the error 

is acceptable (no comparison with other methods) 

[55] Elminir et al. (2007) Prediction of diffuse radiation with MLP Egypt (3 stations) 
h+1          

d+1 

Standard error = 4.2 %      

Standard error = 9 % 
MLP better than 2 linear regressions models 

[61] Mellit et al. (2006) 
Prediction of global radiation with MLP and 

wavelets 

Algeria (36°43′ 

N; 3°2′ E) 
d+1 MAPE< 6 % 

Method validated for the PV output and various 

meteorological data. More than 7 models are compared 

(AR, ARMA, MTM, MLP, RBFN, Wavelet networks, etc.) 

[62] Cao and Cao (2005) 
Prediction of global radiation with recurrent 

MLP and wavelets 
China (Shanghai) d+1 

nRMSE = 8 % (with 

wavelet) and 35 % 

without wavelet 

Wavelet decomposition improves the prediction 

[63] Mellit et al. (2005) 
Global radiation modeling with MLP and 

Markov approach 
Algeria (4 sites) d+1 nRMSE = 8 % MLP better than AR,ARMA and Markov chains 

[64] Sozen et al. (2004) Global radiation modeling with MLP 
Turkey (17 

stations) 
d+1 MAPE< 7 % 

Training and test areas are relocated,MLP is robust. The 

comparison is done with classical regression models 

[65] Reddy and Manish 

(2003) 
Global radiation modeling with MLP India (2 stations) h+1 MAPE = 4 % MLP better than 3 classical regression models 

[36] Sfetsos andCoonick 

(2000) 
Global radiation forecasting with MLP 

Corsica (41.55°N, 

8.48°E) 
h+1 RMSE = 27.6 W/m² 

MultivariateMLP modeling improves the prediction. 13 

Models are tested (ARMA, RNFN, ANFIS, etc.) 

Table 1: representative examples of the use of ANNs methodappliedto the modeling or prediction of solar radiation and PV energy from 2000s 
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Also inthisliterature review [26], theresultsof different researches considering a lot of places, 

were compared. The prediction error(MAPE in this case)ofmonthlyglobal radiationinduced by the 

useof an ANNis estimatedbetween 0.2% and 10.1% depending on the city and 

thearchitectureconsidered(median= 4%). The results presented areso disparatethey seemincomparable. 

However,we must consider that in some locationsthecloudoccurrences are minimal while othersare 

subject tomuch lessforgivingclimates. Concerning the global radiation, Sfetsos[36] has showed 

thatneural networksgeneratedan errorof 7%and ARMAmethodologies,an errorof 8%. Behranget 

al.[37]have compiled a listof the predictionserror withneural networksforglobal 

radiation.Foridenticallocations, the errors can doubleor even triple. The conclusions on theMLPcanbe 

generalized toother predictors.According tothe literature,the parameters thatinfluence thepredictionare 

manifold, so it is difficultto use the resultsfrom other studies.Considering this fact,itmay be interesting 

totest methodsor parameterseven though theyhave not necessarilybeen provenin other studies. Based 

onthe foregoing,all parametersinherent to theMLP or ARMA method must be studied foreachtested 

site.  

After literature review and considering the difficulty to make definite conclusionwewanted to 

studyestimatorswhich are little orveryrarely studiedin the renewable energyfield. Thus, we trieda 

prediction methodology basedonBayesianinferences. There are manyworks on thecoupling with 

otherpredictorssuch asneural networks [38,39] or asdiscriminant test for variables selection [40]. 

However, thistechnique is widely usedin 

econometrics,throughverytheoreticalpublicationscannotreallycomparewith otherprediction methods. 

We canespeciallymentionXiangFei [41], which showed thattheBayesianinferencesallowan 

estimateequal to autoregressive (AR) model with non-stationary variables. The error in thestudied 

series is close to 10% for both models. Concerning Markov chains, they arerarely used inenergy, 

according to thepaper of Hoacaoglu [42] there is a prediction errorof6% fordaily 

radiationandforMuselliet al. [43] an error onthePVpredicted energy on horizontal surfaceequal to 10%. 

Based on these results, we chose toincorporate this type ofpredictorin our study. The other three 

studied estimatorsarepersistence,k-NNand average which are easy toimplement. Indeed,there 

isnolearning phase, and few constraints areneeded to use them(stationarity, pretreatment, assumptions, 

etc.). Although advanced methods provide better results, we think it is important to keep in mindthe 

balance betweenmodel complexity andquality ofprediction. For thisreason, it isnecessary to compare 

thesophisticatedmodelsagainst"naïve"models[4,15,44,45].According to the referenceslisted above, the 

following remarks can be made: 

 ANN and ARMAmodels seem to be the most popular time series predictors; 

 it is very difficult to compare or evaluate predictors because many of them looks like to 

be site and horizon dependant; 
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 there is no convention dealing with errors estimation tools (e.g. seasonal errors best for 

certain days), neither than with data test selection. 

Considering these limitations we propose for each considered horizon a homogeneous experimental 

protocol.  

3. Materials and methods 
 

The methodology used in this work is based on time series forecasting.A Time Series (TS) is 

intuitivelydefinedas anorderedsequence of past values ofthe variable thatwe are trying topredict 

[24].Thus, the current value at t of the TS x is noted xtwhere t, the time index, is between 1and n, with 

n is thetotal number of observations. We call hthe numberof valuesto predict. The prediction oftime 

series from (n+1) to (n+h), knowing the historicfromx1 toxn, is calledthe predictionhorizon (horizon 

1,…, horizon h). For thehorizon1 (the simplest case), the general formalismof the predictionwill be 

represented byEquation1where 𝜖represents the errorbetween the predictionand the measurement, fnthe 

model to estimateandttime indextakingthe (n-p) following values: n, n-1,…, p+1, p. Where n isthe 

number of observations and p the number ofmodel parameters (it is assumed that n ≫ p).[44,45] 

𝑥𝑡+1 = 𝑓𝑛 𝑥𝑡 , 𝑥𝑡−1 , … . , 𝑥𝑡−𝑝+1 + 𝜖 𝑡 + 1      Equation 1 

Studies infinance andeconometricshave yieldedmany modelsmore or less sophisticated. Some of 

these models have been applied in the case of the prediction ofglobal solar radiation.To estimate the 𝑓𝑛  

model, a stationarity hypothesis is often necessary. This resultoriginallyshown 

forARMAmethods[23,24]can bealsoapplicable forthe study andprediction withneural network[46,47]. 

We can also note that few authors suggest that periodic nature of a time series can also be captured 

from the AI models like MLP, very often with the inclusion of a time indicator [36].However we have 

considered that in practice, the input data must be stationary to use an MLP. In previous works 

[44,45],we have developed sophisticated methods to make the global radiation time series 

stationary.We have demonstrated that the use of the clear sky index (CSI) obtained with Solis model 

[48] is the more reliable in Mediterranean places. As the seasonality is often not completely erased 

after this operation, we use a method of seasonal adjustments (seasonal variancecorrected by periodic 

coefficients) based on the moving average [24] (CSI
*
). The chosen method is essentially interesting for 

the case of a deterministic nature of the series seasonality (true for the global radiation series) but not 

for the stochastic seasonality [23]. It is also possibleto use a variantof CSI,considering onlythe 

radiationoutside the atmosphere, we obtain in this way theclearnessindex(k) [49] and k
*
 with the 

previous method of seasonal corrections. 
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Considering the limitations described at the end of the section 2, we decided to establisheda 

homogeneous experimental protocol for each considered horizon. Thereby, for all horizons studied 

(d+1, h+1, h+24 and m+5), we have compared ARMA and MLPpredictorsagainst at least one naive 

predictor (e.g. persistence).We focused our work on ageneral methodology forestimating theprediction 

error: 

 test of predictionover a long period, not on "well chosen" days; 

 use ofRMSEto penalizelargedeviations [50]; 

 normalization ofRMSEforcomparisonson many sites:  

𝑛𝑅𝑀𝑆𝐸 =  𝐸  𝑥 − 𝑥 2 / 𝑥²      Equation 2 

 no cumulative predictions except forspecific studieswhich has the effectof average theerror 

anddecrease it; 

 distribution of errorsaccording to seasonsbecause theenergyconsumptionis notthe 

samethroughoutthe year; 

 tests onseveral locations, in order to avoid phenomenaregional climates; 

 use of a naivepredictoras areference forpredictiontoevaluate the proposed methodology 

(balance betweenmodel complexity andquality ofprediction); 

 use of confidence interval to define margin of error,as e.g. the classical IC95%, in order to 

provide information on the prediction robustness.  

For ARMA and MLP methods, we have studied the impact of stationary process for the indexes 

CSI, k and relative seasonal adjustments (CSI* and k*). Concerning MLP, we studied the contribution 

of exogenous meteorological data (multivariate method) at different time lags and data issued from a 

numerical weather prediction model (NWP). The confidence interval has been calculated after at least 

six training simulations. We also studied the performance of a hybrid ARMA/ANN model from a rule 

based on the analysis of hourly data series. Finally we evaluatedfor each method the error estimation 

for annual and seasonal periods: Winter, Spring, Summer and Autumn.It should be notedthat due 

tothedifficulty to obtaindata, the protocol could not befollowedhomogeneously forall data.The 

following section presentsthe resultsandfor eachhorizonin chronological order. 

4. Results 
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Data used in the experiments are related to the French meteorological organization database. As 

manipulations on horizonsproceed, this databasewas expandediteratively.Our goalis to providerobust 

andpredictivemethodologyas generic as possible, avoiding falling intothe specifics ofa place.Thenon-

homogeneity strict ofmanipulationsis due to this typical construction.In factit is verydifficult to 

obtainquality data. At the beginningthere wasnot much dataavailableandafter firstexperiments it 

seemedto be interestingto test ourmethod on alarger sample.The tablebelow lists for 

eachhorizonallmanipulationsperformedandthe data associated. 

Horizon 

Manipulations performed 

Data associated 
Predictor used 

Stationary 

method 
Variable selection 

d+1 

Mean, persistence, SARIMA, 

Bayesian inference,  

Markov chains,  

k-NN,ANN 

CSI, k, 

CSI*, k* 
PACF, cross correlation 

Ajaccio (1971:1989) and 

Bastia/Ajaccio 

(1998:2007) 

h+1 
Mean, persistence, 

ARIMA, ANN 
CSI, k 

PACF, cross correlation, 

linear regression 

Ajaccio/ Bastia/ Marseille/ 

Montpellier/ Nice 

(1998:2007) 

h+24 Persistence, ARMA, ANN CSI, k PACF, cross correlation Ajaccio (1999:2008) 

m+5 Persistence, ARMA, ANN CSI, k PACF, cross correlation Ajaccio (2009,2010) 

Table 2:list ofmanipulations performed and data associated with eachhorizon.  

For themost completehorizon(hourly case), the data used to test models are from 5 coastal cities 

located in the Mediterranean areaand nearmountains: Montpellier (43°4’N / 3°5’E, 2 m alt), Nice 

(43°4’N / 7°1’E, 2 m alt), Marseille (43°2’N / 5°2’E, 5 m alt), Bastia (42°3’N / 9°3’E , 10 m alt) 

andAjaccio (41°5’N / 8°5’E, 4 m alt).The available data are global radiation, pressure (P, Pa; average 

and daily gradient
1
, measured by numerical barometer during 1 hour), nebulosity (N, Octas), ambient 

temperature (T, °C; maximum, minimum, average and night
2
, measured done during an half hour), 

wind speed (Ws, m/s; average at 10 meters, measured during the 10 last minutes of the half hourly 

step), peak wind speed (PKW, m/s; maximum speed of wind at 10 meters, measured during 30 

minutes), wind direction (Wd, deg at 10 meters measured during an half hour), sunshine duration (Su, 

h, computed with the global radiation series and the power threshold 120 W/m²), relative humidity 

(RH, % instantaneous measure at the end of the half-hour) and rain precipitations (RP, mm, 5 

cumulative measures of 6 minutes during the half-hour). The data are transposed into hourly values by 

Météo-France organization. 

 

4.1. Daily case 
 

                                                           
1
 Difference between the mean pressure of day j and day j-1 

2
 Measured at 3:00 AM 
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As the knowledge of the available solar energy for the next days allows fossil energy provision 

and interconnection energy management, daily horizon is very important. For this horizon and for all 

studied models,the years1971-1987are the basisoflearningand the two yearsfrom 1988 to 1989 are 

dedicated to thetest of theprediction.With this horizon, the method based on average, Markov chains, 

k-NN and Bayesian inferences are tested. For all this methodology the results are equivalent, the error 

(nRMSE) is close to 25.5% (from 25.1 for Markov chains to 26.13 for the persistence).Without 

stationarizationand exogenous inputs, the two predictors ARMA and MLP are more efficient than other 

methods; the errors of prediction are smaller than 22% and relatively close. The MLP is noted 

as:(Endo
Ne

)xNhx1where Neis the number of endogenous nodes and Nhthe number of hidden neurons. 

For this first study, where only endogenous data are considered, these twopredictors are equivalent and 

outperformother approaches.If now we make theTSstationary by usingk orCSIand seasonal 

adjustments (k
*
 and CSI

*
)we note that the error of prediction decreases. The best results are related to 

thek
*
 and CSI

*
pretreatments and are shown in the Table3.With these methodologies the errors are 

reduced by 1.5 points (nRMSE =20.2% for k
*
and nRMSE =20.3% for CSI

*
).Indeed, itis necessary to 

adaptthe models andarchitecturesto the new dynamicsof the signal. Theoptimizationleads touse 

themodelARMA(2,2), while for theMLPconfigurationremains unchanged. 

 
Raw data 

Statio 

k
*
 

Statio 

CSI
*
 

ARMA 
21.18 ± 0% 

AR(8) 

20.31 ± 0% 

ARMA(2.2) 

20.32 ± 0% 

ARMA(2.2) 

PMC  
20.97 ±0.15% 

Endo1-8x3x1 

20.17 ± 0.1% 

Endo1-8x3x1 

20.25 ± 0.1% 

Endo1-8x3x1 

Table3: prediction errors for ARMA and MLP (nRMSE ± IC95%).Predictions done for years 

1988 and 1989. 

For more details on results of other methods (persistence, Bayesian, KNN, etc.), the reader can 

refer to our previous work [15,44].Again, the MLPandARMAmethodsappear to be equivalentfor d+1. 

Indeed, with or without the use of seasonal adjustments, it is very difficult toprioritize them.It seems,in 

the particular casethat wejust examined,thatMLP basedresultsarealsoconvincingthanARMA based 

results. Regarding thecomparison between the two stationary methodologies (k
*
andCSI

*
), it is 

notpossible to conclude,averagesare not significantlydifferent. However, make stationary the TS 

improvesthe prediction errorboth forARMAandMLP. 

Once finished these first experimentations, we decided to explore the multivariate option. In 

order to increase the confidence degree of our conclusions we choose to make our test considering two 

locations: Ajaccio and Bastia (where forecasting is considered to be more difficult). Indeed one of the 

particularities of the MLP use is based on the possibility to do multivariate regressions. The use of the 

exogenous data should bettermodel thephenomena. The MLP is noted as:(Endo
Ne

E
Me

)xNhx1where Ne 

and Me are the numbers of endogenous and exogenous nodes.For Ajaccio for example the better 
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model of MLP with exogenous data is (Endo
2
Su

1
N

1
)x3x1while for Bastia it is (Endo

4
Su

1
RH

1
N

1
)x3x1. 

As the errors are respectively 21.5% ± 0.05% and 25.4± 0.2%, we can deduce that the generated error 

is location-dependent.In addition,we have shown thatthe use ofexogenous variablesimprovedthe 

MLPprediction mainly during winter and autumn (gain of0.7 point). Similar results are obtained with 

the PV energy forecasting [44]. 

The main conclusionsfor this d+1 horizon can be resumed as following:  

 without the use ofexogenous variables,MLPare equivalentto ARMA (nRMSE~22%); 

 for cloudy months(winter and autumn),the use ofexogenous variablesimprovesthe 

quality ofthe prediction (gain of 0.7 point); 

 make the TS stationary withk
*
,or if possibleCSI

*
is appropriate (gain of 1.5 points); 

 persistence is aninteresting naivepredictor, which gives very goodresultsin springand 

summer(nRMSE=26.1%); 

 the prediction methodologyis applicable in theglobal radiationcase and PV energy 

case. 

This firststudy on thedailyhorizonallowsus understandinghow to use theMLPand 

otherpredictorsstudied. We showed thattestedpredictorslikeMarkov, Bayes andk-NN arerelatively 

equalin terms ofprediction. The details of thiscomparisonare given in[44]. These predictorsproved to 

be muchless suitable forpredictingglobal radiationasARMAor MLP. With this result, we decide in the 

following to not use the Markov, Bayes andk-NN estimators. Forthe naive estimator, only 

thepersistencewill be usedforits ease of useand goodresults, especiallyon sunny days(nRMSE= 19%in 

May and June). 

4.2. Hourly case 
 

For this horizon the CSI*approachsimplifiestheMLP architecture:one endogenous input anda 

maximum of 8hidden neurons for the five TS studied.Butthis does not improvethe prediction error, so 

in the following, the stationary modewill not usetheperiodic coefficients. Performingthe same studyin 

the case ofARMApredictions, CSI
*
 and CSIstationarizationgive similar results. Henceforth,wewill 

therefore usetheCSIwith these predictors. Note that the clearness index generatesless efficientresults 

[45].The Table4presentsthe comparison ofseasonalnRMSErelated to estimators forglobal radiationfor 

the five cities. Forpredictions withMLP, we study the casewith onlythe endogenous 

variables(MLPendo)and thecombiningof endogenous and exogenous variables(MLPendo-exo). 
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Models Anual Winter Spring Summer Autum 

Persistence 36.0±2.0 46.4±5.1 36.3±3.4 30.0±3.2 41.5±3.3 

ARMA 16.4±0.7 22.2±1.8 15.9±1.2 14.1±0.9 19.4±0.6 

MLPendo 17.0±1.2 20.3±2.0 17.0±2.3 15.6±1.2 18.1±1.1 

MLPendo-exo 16.8±1.3 20.2±2.1 16.9±2.2 15.5±1.4 17.5±14 

Table4: performance comparison (nRMSEand confidence interval in %) between different studied 

models (average on the five cities).Bold characters represent the lowest values 

In summer, the interest ofmethodslikeMLPendoandMLPendo-exois minimal. Thisis 

undoubtedly due tothe low probabilityof occurrence ofcloudsduring this period. A linear process like 

ARMA seems best suited. We canprobablyconcludethat use ofMLPwithendogenous and exogenous 

variablesis interestingwhenthe cloud cover isintense(mainlyin autumn andwinter). In [45] we have 

shown that the predictorshybridation (ARMA and MLPendoexo) increases the quality of predictions. 

The method used is based on the following selection rule: 

𝑖𝑓 𝜀𝐴𝑅(𝑡)  ≤   𝜀𝑃𝑀𝐶 (𝑡)   𝑡ℎ𝑒𝑛  𝑋  𝑡 + 1 = 𝑋 𝐴𝑅 𝑡 + 1  𝑒𝑙𝑠𝑒 𝑋  𝑡 + 1 = 𝑋 𝑃𝑀𝐶 (𝑡 + 1)  

         Equation 3 

The Figure 1shows the average gain (computed on the five cities) ofnRMSEobtainedby the 

hybrid method compared to the better MLP (grey bars) and the betterARMA(dashed bars). Thegain is 

positivewhenthe hybridization isbetter thantraditional methods.  

 

Figure 1: mean gain related to the hybrid model compared to the modelsMLP(grey bars) 

andARMA(dashed bars) 

The maximum gainisobserved in winter(3.8 ± 0.8%better than theARMA model) and the 

minimum isin summer, whenthe hybrid methodis as interesting astheARMAmethod(gain of 0.02 ± 
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0.5%). For all sites, it is clear thatthe hybrid modelapproximatescorrectly the global radiation [45]. In 

previous study[45] we have shown that exogenous data (meteorological measures) can be replaced 

byestimation of analytic models like the numerical weather prediction model ALADIN [45]. In this 

context, the resultsgenerated byhybrid MLP/ARMA, ALADIN andCSI
*
 should be different (see the 

table 5). 

 ANNual Winter Spring Summer Autumn 

Ajaccio  14.9(25.1) 19.4(34.7) 15.5(25.2) 11.0(21.4) 17.0(33.9) 

Bastia  16.5(27.1) 19.5(35.0) 17.5(27.1) 13.2(22.6) 17.9(34.4) 

Montpellier 14.7(26.9) 15.7(32.6) 15.2(25.9) 13.4(24.6) 15.5(33.2) 

Marseille 13.4(25.3) 16.6(32.9) 14.8(25.3) 9.3(20.0) 13.8(32.3) 

Nice 15.3(26.4) 16.6(32.1) 15.3(24.5) 10.3(21.1) 26.2(37.1) 

 

Table5: prediction error (nRMSE %) for the hybrid modelARMA, MLP, ALADIN, CSI
*
,the persistence 

resultsare presentedbetweenparenthesis. 

This hybrid modelis very interesting:the10% thresholdhasbeencrossedin Marseille. Although 

summer isthe season where thehybrid methodologyis the less interesting, all seasons andcities benefit 

fromthis hybridizationmodel. We can note that MLP and ARMA are very effective alone in summer 

period. To resume, use of the hybrid methodreducesthe errorby 11%compared to theprediction done 

by persistence(mean on the five cities). 

In summary,the factto make stationary theglobal radiation TS reduces the errorby 0.5 ± 0.1% for 

the fivelocationsstudied. The use ofALADIN and of hybridization models showsa real potentialand a 

strong interest.This stepallowsto increasesignificantlythe quality ofthe prediction (gain close to3.5 

points). In the end,if we comparethis approachwith asimple predictionsuch aspersistence,there is a 

reductionofthe prediction errorofmore than 11%. 

Themethodology of predictionbased on CSI, ALADIN MLP and ARMAis certainly complicated 

toimplement,but gives resultsfar superiorto those fromothertested techniques. We note that for 

thishorizon,the CSI must be usedto overcomeseasonal variations.In addition,the use ofexogenous 

variablesis an added valueto the modeling. Forecastsof meteorologicalvariables from ALADIN model 

offerprediction accuracy. However, the useofmeteorologicalmeasurementsgives also goodresults, 

althoughless efficient. Finally,the combination ofall the improvementsthat werecently 

proposedamplifiesthe quality of theprediction. 

4.3. 24-hours ahead case 
 

Thisnew horizon studied is the prediction for thenext day hour by hour [10,51] of the global 

radiation profile. Unlikehourly, daily ormonthly horizons, this horizon islittle discussedin the 
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literature.We may mention the work of MellitandPavan[27] which propose to useas input of 

theprediction tool (MLP) thedaily mean valuesof solar radiationand temperature, and the dayof the 

considered month. To satisfythispredictionhorizon, we have considered approaches basedon the use 

ofMLP, followingconclusionspresentedearlier in this paper.As a first step, we focus on the endogenous 

case, and then we will introduce exogenous parameters. The predictor is a MLPlike in the previous 

case, but with multiple outputs (one by hours).Measurementsare chronologically positionedinthe input 

vectorof MLP. We choose to compare the MLP resultswith those obtained bymethods 

ofpersistenceandARMA. The last method we have tested is basedon multipleARMA models which each 

are dedicated to one particular hour. Note thatall thesemethodsare compatible withthe use of 

theclearness index(kandk
*
) and the clear sky index (CSIandCSI

*
). Moreover, in h+1 and d+1 horizons, 

the seasonal adjustments didnot show strong superiority. For these reasons, in the next manipulations 

only k and CSI will be considered. The goal is to find a relatively simple and generalizable 

methodology taken care of not draw conclusions about data snooping.Results are shown in the table 6.  

Type  ANNual Winter Spring  Summer  Autumn 

Persistence 35.1 54.8 35.2 28.0 40.4 

ARMA 
k 29.1 44.6 29.2 24.0 33.2 

CSI 28.6 44.2 28.6 23.1 32.8 

MLP 
k 27.9 44.2 27.9 22.2 32.7 

CSI 27.8 42.8 28.4 22.0 31.3 

 

Table 6:nRMSE(%) of predictions realized with the MLP. Boldcharacters represent the best results.  

We note thatsophisticated approachesasARMAorMLPlargelyoutperformnaive modelespecially in 

winter. Note alsothat the bestpredictions areobtained withthe use of theclear skyindex (CSI).Contrary 

to the previous case (h+1 case),the MLP is systematically better than ARMA model. The interest of a 

hybrid approach seems for this reason not relevant. However,it is possible tointegrate exogenous 

inputs. After several trials, we found that the more interesting data are the hourly pressure and 

cloudiness of the last day, and the daily average nebulosity of the two last days.The contribution of 

these variables is presented in the Table 7(only the CSI methodology is shown because more 

interesting). 

Type  ANNual Winter Spring  Summer  Autumn 

Persistence 35.1 54.8 35.2 28.0 40.4 

ARMA 28.6 44.2 28.6 23.1 32.8 

MLPendo 27.8 42.8 28.4 22.0 31.3 

MLPexo 27.3 42.4 27.8 21.7 31.3 
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Table7: impactofexogenous variables onthe predictionquality (nRMSE %). In boldthe best 

results. 

For the h+24horizonthe contribution ofexogenousvariablesis less explicit that for previous case 

studied. These kind of deep horizons(≥24 h)modifyapproachto consider. Thus,this type ofpredictionis 

particularlydifficult to realize. Searchthesmoothnessofa 24-hoursaheadpredictiondepends ontoo many 

parameters toexpect to getthesamelevel of resultsas forhorizonsh+1ord+1. We can conclude that it 

isvaluable to make stationarydata (nRMSEgain close to 0.5 point). To do thisthe useofclear skyindex is 

preferable, even if the clearness indexgives resultsalmostsimilar.The CSI allows anRMSEgain of 0.5 

point for ARMA and 0.1 point for MLP related to the k use. The classicalapproachinvolvinga 

singleMLPwith multipleoutputs is recommended:nRMSEgain of 0.6 point for k index and 0.4 point for 

CSI index related to a MLP committee like described in the ARMA case.In the present state of 

ourknowledge,theratiobetween performance andcomplexityinduces,to not useexogenous variables 

(maximal nRMSEgain of 0.6 point in Winter).  

 

4.4. Five minutes case 
 

By its nature thisprediction horizoniscompletelydifferent from whatwe havestudied so far. The 

originality of thiscaseisthesampling frequency ofmeasurementthat is less thanthe dynamics 

ofcloudoccurrence. Thus,in 5 minutesthe skyhas a high probabilityof remain identical. 

Dataareavailableon thePV wall of Vignola laboratory [44].They coverthe period fromMarch 2009to 

September 2010. The installation allows identifyingthree separate areas: 0 °, 45° SE and 45 °SWtilted 

at 80° relative tothe ground surface. 

Orientation / Type Total May June July August 

SW 

MLP 21.4 31.4 20.7 14.2 19.5 

MLP + k 22.5 32.3 20.1 15.4 19.6 

MLP + CSI 22.2 31.9 21.1 16.3 20.0 

Persistence 21.8 32.3 20.9 14.4 19.6 

S 

MLP 20.2 28.0 22.6 13.5 16.5 

MLP  + k 21.7 29.6 23.7 14.8 18.4 

MLP + CSI 21.9 29.7 25.5 17.4 19.5 

Persistence 20.8 28.8 23.2 13.8 17.1 

SE 

MLP 23.2 31.8 26.5 14.6 20.6 

MLP  + k 24.2 32.6 27.6 15.1 21.7 

MLP + CSI 25.6 33.3 28.1 17.8 23.8 

Persistence 24.5 33.3 27.9 14.8 22.0 

Table8: Stationary process impact on the error of prediction (nRMSE in %) 
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The Table 8shows the impact of the stationary process. Unlike in the daily and hourly case this 

studydoes not allow concluding that theuse of CSI and karejustified.For this tilt and orientation, the 

theoretical models are limited. In these configurations the solar shield complicated the phenomena. 

For this reason, CSI,k, CSI
*
 and k

*
are not used in the following (only raw data).  

In fact, in the raw global radiation TS, output ofMLPcorrespondsto animproved persistence. As 

the prediction seems to be a persistence(delay of 5 min), weights related to the first lag are important 

and other are close to zero. 

Simpler tools, accessible withMLPcould improvethe prediction results. Indeed, theMLP can 

alonechooseits ownstationarity, usingas inputtime indexes,which will enable itto establish aregression 

on thetimeof the periodic phenomenon.The twotime indicesused arerelated tohour of the dayandday of 

the year. The transfer functionin the hidden layerwhichgives the best resultsisthe Gaussian 

function.The use oftime indexgeneratesanadded value tothe quality of theprediction. Results 

aresystematically improvedby this tool:nRMSEis reducedby0.7 point for the SWand S orientations and 

0.1% in the SE case. The average gain isgreater than0.5 point, ensuring a realadvantage inusing 

thisstationarization mode. Table 9 shows the results obtained. 

 MLP MLP+time index persistence 

SE 23.2 23.1 24.5 

S 20.2 19.5 20.8 

SW 21.4 20.7 21.8 

Table9: prediction error (nRMSEin %) related to the MLP and the time index methodology 

Note that for this horizon, the use of ARMA is not relevant because the optimization led us to 

use an simple AR(1) where the regression coefficient of lag 1 is close to 1. This kind of model is in 

fact persistence. Like MLP is systematically better than persistence, the hybridization of models is not 

justified. Moreover, the use of exogenous data does not provide benefit for the prediction. 

Furthermorethere are veryfew measurementswith asamplingnear5 minutes. This kind of prediction 

process is very complicate to construct. In brief, we have seenin this section thatmethodsused to make 

stationary the TS are not available for this horizon (nRMSEincreasedby 1 point). It is more 

appropriateto usethe raw seriesand not theclear skyor clearness index, but the use of time index is 

interesting to takeinto account the seasonality. We may also notethat theMLP-based methodology 

improves outcomes (nRMSEimproved to more than 1 point)compared to a simpler approach based on 

persistence. 
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5. Conclusion 
 

 
In allbibliographicitemsrelated tothe estimationof global radiation, we find that 

theerrorsassociated with predictions(monthly, daily, hourlyand minute)differ from sitesand from 

authors. Methodologiesof predictionsareusuallyso different that theyare difficult to compare. In 

addition, theestimationserrors are heterogeneous: prediction error oncertain daysorsampledover an 

extended period, test onthe cumulativepredictions,use ofnon-standarderror parameters, etc. To 

overcomeall these featureswepresent here isa methodology of comparison of 

differentpredictorsdeveloped and testedtoproposea hierarchy. Only the TS approach is studied, other 

weather models using numerical weather prediction models or satellite images are not considered. 

Forhorizonsd+1andh+1, our results are partlyconsistent with the literature. Indeed, MLPare adapted 

andused tomake predictionsofglobal radiationwithan acceptable error[52] andare also applicable 

tomountainous areas[53]. RegardingprioritizationofARMAandMLP, the results shown here are 

different fromtraditionalbibliographicresults [26,54,55]. Infact, without stationaritywe do not thinkit is 

easy todifferentiate betweenARMAandMLP. Moreover, while ANN by its non-linear nature is effective 

to predict cloudy days, ARMA techniques are more dedicated to sunny days without cloud occurrences. 

However,we agreeBerhanghet al.[37] with the factthat the use ofexogenous variablesimproves the 

results ofMLP. Asin the literature,we foundthat therelevant approachesin the case ofthe prediction 

ofradiationwereequallyin the case ofthe prediction ofPV power[26,56]. Although it isnot routinely 

usedin the literature, we believe that persistencecancorrectly judgethe validity ofcomplex technical and 

we chose as naive predictor. In literature, clear skymodelandseasonal adjustmentsbased on periodic 

coefficientshave notoften been usedwith the predictionof global radiation. The views of theresults 

presented here,theirinvestigationlooks promising. Finally, forhorizonsh+24 and m+5, there are stilltoo 

few studiesusing theMLP.HoweverasMellitandPavan[27] andChaabeneandBen Ammar[57]we 

believeandhave shown that theMLPwereadapted to thesesituations. In addition,our approachwith the 

use oftime index appears to be efficient. In summary, ourresults arecomplementary and improve 

theexisting prediction techniqueswith innovative tools (stationarity, NWP combination, MLP and 

ARMA hybridization, multivariate analysis, time index, etc.). 

Through this work, we haveidentified somemethodologies for thepredictionhorizonof global 

radiation. We can conclude thatthese two types ofpredictions arerelatively equalin the methodologyto 

implement. InTable 10are listedand summarized TS based methods werecommend 

fordifferentpredictionhorizons.  

 

Horizons stationarity Exogenous data Required predictors difficulty nRMSE 



18 

 

d+1 CSI* Measures: Su.N.RH 
MLP 

(>ARMA>pers) 
++ 23.4% 

h+1 CSI NWP: N. P. RP 
Hybrid_MLP+ARMA 

(>MLP>ARMA>pers) 
+++ 14.9% 

h+24 k - 
MLP multi-outputs 

(>multiMLP>ARMA>pers) 
+ 27.3% 

m+5 Time index - 
MLP 

(>ARMA>pers) 
+ 20.2% 

Table10: summary of the resultspresented in this paper 

In view of the previous manipulations, we note that the results can be completely different 

depending on the time horizon.For this reason, we must pay attention to themethods usedand the 

expected results. What should besought isa simple methodto implement, cost effective and workablein 

several locations:the selection ofdata andmodel parametersmust bechosenparsimoniously. To conclude 

this paper, we believe that the establishment of a benchmark in the areas of renewable energy would 

allow the community to better share, understand and interpret the results: same data, comparisons of 

models using the same tools RMSE, nRMSE, IC95%, etc. The recent European COST (Cooperation in 

Science and Technology)initiative called WIRE(Weather Intelligence for Renewable Energies)
3
seems 

to follow this idea and should be encouraged. 

 

Acknowledgement 
 

Thanks to an agreement with Météo-France, which is the French meteorological organization, 

we had the opportunity to freely access to some of their forecasts and measures. 

  

                                                           
3
 http://www.cost.eu/domains_actions/essem/Actions/ES1002 



19 

 

References 
 

1. Schlink U, Herbarth O, Richter M, Dorling S, Nunnari G, Cawley G, et al. Statistical models to 

assess the health effects and to forecast ground-level ozone. Environmental Modelling& Software 

2006;21:547–58.  

2. Jenn Jiang H. Policy review of greenhouse gas emission reduction in Taiwan. Renewable and 

SustainableEnergyReviews 2011;15(2):1392–402.  

3. Benghanem M, Mellit A, Alamri SN. ANN-based modelling and estimation of daily global solar 

radiation data: A case study. Energy Conversion and Management. 2009;50(7):1644–55.  

4. Voyant C, Muselli M, Paoli C, Nivet M-L. Optimization of an artificial neural network dedicated to 

the multivariate forecasting of daily global radiation. Energy 2011;36(1):348–59.  

5. Carl-Jochen W. Hydrogen energy — Abundant, efficient, clean: A debate over the energy-system-of-

change. International Journal of HydrogenEnergy 2009;34:1–52.  

6. Darras C, Muselli M, Poggi P, Voyant C, Hoguet JC, Montignac F. PV output power fluctuations 

smoothing: The MYRTE platform experience. International Journal of Hydrogen Energy 

2012;37:14015-14025. 

7. Do Sacramento EM, Sales AD, de Lima LC, Veziroglu TN. A solar–wind hydrogen energy system 

for the Ceará state – Brazil. International Journal of Hydrogen Energy. 2008;33(20):5304–11.  

8. Tamer K, Azah M, Sopian K. A review of solar energy modeling techniques. Renewable and 

Sustainable Energy Reviews 2012;16: 2864-2869., 

9. Cao JC,Cao SH. Study of forecasting solar irradiance using neural networks with preprocessing 

sample data by wavelet analysis. Energy 31;2006:3435-3445. 

10. Chaouachi A, Kamel RM, Ichikawa R, Hayashi H, Nagasaka K. Neural Network Ensemble-Based 

Solar Power Generation Short-Term Forecasting. World Academy of Science, Engineering and 

Technology 54;2009..  

11. Brockwell Peter J, Richard A. Davis. Time series: theory and methods. 2nd ed. New York: Springer-

Verlag, 1991. 

12. Faraday J, C Chatfield. Times Series Forecasting with Neural Networks: A Case Study. Applied 

Statistics,1998. 

13. Yakowitz S. Nearest neighbors method for time series analysis, Journal of Time Series Analysis 

1987;8:235-247. 

http://www.sciencedirect.com.gate1.inist.fr/science/article/pii/S1364032112000767


20 

 

14. Armstrong JS (Ed.). Principles of forecasting: a handbook for researchers and practitioners. Boston; 

London, Kluwer Academic, 2001. 

15. Paoli, C, Voyant C, Muselli M, Nivet ML. Solar radiation forecasting using ad-hoc time series 

preprocessing and neural networks. Springer-Verlag, 2009:898:907. 

16. Sharif M, Burn D. Simulating climate change scenarios using an improved K-nearest neighbor 

model, Journal of Hydrology 2006;325:179-196. 

17. Celeux G, Nakache J. Analyse discriminante sur variables qualitatives, Polytechnicaproceeding, 

Paris, France, 1994. 

18. Diday E, Lemaire J, Pouget J, Testu F. Éléments d'analyse de données, Dunod, 1982. 

19. Muselli M., Poggi P, Notton G, Louche A. First order Markov chain model for generating synthetic 

―typical days‖ series of global irradiation in order to design photovoltaic stand alone systems, Energ. 

Convers & Manage 2011;42:675-687. 

20. Logofet D. The mathematics of Markov models: what Markov chains can really predict in forest 

successions, Ecological Modeling 2000;126:285-298. 

21. Sharif M, Burn D. Simulating climate change scenarios using an improved K-nearest neighbor 

model, Journal of Hydrology 2006;325:179-196. 

22. Yakowitz S. Nearest neighbors method for time series analysis, Journal of Time Series Analysis 

1987;8:235-247. 

23. Hamilton J. Time series analysis, Princeton University Press, 1994. 
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