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Abstract

Our goal in this paper is to apply a normal forms method to estimate the Sobolev norms of the solutions of the water waves equation. We construct a paradifferential change of unknown, without derivatives losses, which eliminates the part of the quadratic terms that bring non zero contributions in a Sobolev energy inequality. Our approach is purely Eulerian: we work on the Craig-Sulem-Zakharov formulation of the water waves equation.

In addition to these Sobolev estimates, we also prove $L^2$-estimates for the $\partial_x^\alpha Z^\beta$-derivatives of the solutions of the water waves equation, where $Z$ is the Klainerman vector field $t\partial_t + 2x\partial_x$. These estimates are used in the paper [5]. In that reference, we prove a global existence result for the water waves equation with smooth, small, and decaying at infinity Cauchy data, and we obtain an asymptotic description in physical coordinates of the solution, which shows that modified scattering holds. The proof of this global in time existence result relies on the simultaneous bootstrap of some Hölder and Sobolev a priori estimates for the action of iterated Klainerman vector fields on the solutions of the water waves equation. The present paper contains the proof of the Sobolev part of that bootstrap.
Introduction

1 Description of the main results

This paper addresses the well-posedness of the initial value problem for the motion of a two-
dimensional incompressible fluid under the influence of gravity. At time \( t \), the fluid domain,
denoted by \( \Omega(t) \), has a free boundary described by the equation \( y = \eta(t, x) \), so that
\[
\Omega(t) = \{ (x, y) \in \mathbb{R}^2 ; y < \eta(t, x) \}.
\]
The velocity field \( v: \Omega \to \mathbb{R}^2 \) is assumed to be irrotational and to satisfy the incompressible
Euler equations. It follows that \( v = \nabla_{x,y} \phi \) for some velocity potential \( \phi: \Omega \to \mathbb{R} \) satisfying
\[
\Delta_{x,y} \phi = 0, \quad \partial_t \phi + \frac{1}{2} |\nabla_{x,y} \phi|^2 + P + gy = 0,
\]
where \( g > 0 \) is the acceleration of gravity, \( P \) is the pressure term, \( \nabla_{x,y} = (\partial_x, \partial_y) \) and
\( \Delta_{x,y} = \partial_x^2 + \partial_y^2 \). Hereafter, the units of length and time are chosen so that \( g = 1 \).

The water waves equations are then given by two boundary conditions on the free surface:
\[
\partial_t \eta = \sqrt{1 + (\partial_x \eta)^2} \, \partial_n \phi \quad \text{on} \ \partial \Omega,
\]
\[
P = 0 \quad \text{on} \ \partial \Omega,
\]
where \( \partial_n \) is the outward normal derivative of \( \Omega \), so that \( \sqrt{1 + (\partial_x \eta)^2} \, \partial_n \phi = \partial_y \phi - (\partial_x \eta) \partial_x \phi \).

It is well known that the linearized equation around the equilibrium \( \eta = 0 \) and \( \phi = 0 \) can be
written under the form \( \partial_t^2 u + |D_x| u = 0 \) where \( |D_x| \) is the Fourier multiplier with symbol \( |\xi| \).
Allowing oneself to oversimplify the problem, one can think of the linearized equation around
a nontrivial solution as the equation \( (\partial_t + V \partial_x)^2 u + a |D_x| u = 0 \), where \( V \) is the trace of the
horizontal component of the velocity at the free surface and \( a = -\partial_y P|_{y=\eta} \) is the so-called
Taylor coefficient. To insure that the Cauchy problem for the latter equation is well-posed,
one has to require that \( a \) is bounded from below by a positive constant. This is known as the
Taylor sign condition; see [22] for an ill-posedness result without this requirement. That the
well-posedness of the Cauchy problem depends on an assumption on the sub-principal term
\( a |D_x| \) reflects the fact that the linearized equation has a double characteristic, see Craig [16,
Section 4] or Lannes [32, Section 4.1]. This leads to an apparent loss of $1/2$ derivative in the study of the Cauchy problem in Sobolev spaces. However, Nalimov [40] proved that, in Lagrangian coordinates, the Cauchy problem is well-posed locally in time, in the framework of Sobolev spaces, under an additional smallness assumption on the data; see also the results of Yosihara [56] and Craig [15].

Notice that if $\eta$ and $\phi$ are of size $\varepsilon$ then $a = 1 + O(\varepsilon)$ so that the Taylor sign condition is satisfied for $\varepsilon$ small enough. As was first proved by Wu [52, 53], this property is always true, without smallness assumption (including the case that the interface is not a graph, as long as the interface is non self-intersecting). As a result, the well-posedness of the Cauchy problem was proved in [52, 53] without smallness assumption. Several extensions or different proofs are known and we refer the reader to Córdoba, Córdoba and Gancedo [13], Coutand-Shkoller [14], Lannes [32, 34, 35], Linblad [36], Masmoudi-Rousset [37], Shatah-Zeng [44, 45], Zhang-Zhang [58] for recent results concerning the gravity water waves equations.

Two different approaches were used in the analysis of the water waves equations: the Lagrangean formulation with a more geometrical point of view and the Eulerian formulation in relation with microlocal analysis. Our analysis is entirely based on the Eulerian formulation of the water waves equations: we shall work on the so-called Craig-Sulem-Zakharov system which we introduce below. Let us also mention that the idea of studying the water waves equations by means of microlocal analysis is influenced by the papers by Craig-Schanz-Sulem [19], Lannes [32] and Iooss-Plotnikov [29]. More precisely, we follow the paradifferential analysis introduced in [6] and further developed in [3, 2]. We explain later in this introduction how this allows to overcome the apparent loss of derivative in the Cauchy problem.

Following Zakharov [57] and Craig and Sulem [20], we work with the trace of $\phi$ at the free boundary

$$\psi(t, x) = \phi(t, x, \eta(t, x)),$$

and introduce the Dirichlet-Neumann operator $G(\eta)$ that relates $\psi$ to the normal derivative $\partial_n \phi$ of the potential by

$$(G(\eta)\psi)(t, x) = \sqrt{1 + (\partial_x \eta)^2} \partial_n \phi|_{y=\eta(t,x)}.$$

Then $(\eta, \psi)$ solves (see [20]) the system

$$\begin{cases}
\partial_t \eta = G(\eta)\psi, \\
\partial_t \psi + \eta + \frac{1}{2}(\partial_x \psi)^2 - \frac{1}{2(1 + (\partial_x \eta)^2)}(G(\eta)\psi + (\partial_x \eta)(\partial_x \psi))^2 = 0.
\end{cases}$$

(1.3)

Consider a classical solution $(\eta, \psi)$ of (1.3), such that $(\eta, \psi)$ belongs to $C^0([0,T]; H^s(\mathbb{R}))$ for some $T > 0$ and $s > 3/2$. Then it is proved in [4] that there exist a velocity potential $\phi$ and a pressure $P$ satisfying (1.1) and (1.2). Thus it is sufficient to solve the Craig–Sulem–Zakharov formulation (1.3) of the water waves equations (1.1)-(1.2).
Our goal in this paper is to apply a normal forms method to estimate the Sobolev norms of the solutions to the water waves equations. In practice, one looks for a local diffeomorphism at 0 in $H^s$, for $s$ large enough, so that the equation obtained by conjugation by this diffeomorphism be of the form of an equation with a cubic nonlinearity (while the water waves equations contain quadratic terms).

The analysis of normal forms for the water waves system is motivated by physical considerations, such as the derivations of various equations in asymptotic regimes (see the recent paper by Totz and Wu [50], the first rigorous results by Craig-Sulem-Sulem [21] and also the papers of Schneider and Wayne [42, 43]). Another motivation is that, for solutions sufficiently small and sufficiently decaying at infinity of a dispersive equation, it is easier to prove global well-posedness for cubic nonlinearity. Let us mention that the results of this paper are used in [5] where we prove global existence of solutions for the two dimensional water waves equations with small, smooth, decaying at infinity Cauchy data, and get for these solutions a one term asymptotic expansion in physical variables when time goes to infinity. In particular, the form of these asymptotics shows that solutions do not scatter at infinity, i.e. do not behave like solutions of the linearized equation at zero.

Nonlinear changes of unknowns, reducing the water waves equation to a cubic equation, have been known for quite a time (see Craig [17] or Iooss and Plotnikov [28, Lemma 1]). However, these transformations were losing derivatives, as a consequence of the quasi-linear character of the problem (see [55, Appendix C] for the study of the Poincaré-Shatah normal form associated to (1.3)). In her breakthrough paper, Wu [54] proved that one can find good coordinates which overcome this loss of derivatives and ultimately proved an almost global existence result for two-dimensional gravity waves. Then Germain–Masmoudi–Shatah [24] and Wu [55] have shown that the Cauchy problem for three-dimensional waves is globally in time well-posed for $\varepsilon$ small enough (with linear scattering in Germain-Masmoudi-Shatah and no assumption about the decay to 0 at spatial infinity of $|Dx|^{3/2} \psi$ in Wu). Germain–Masmoudi–Shatah [23] recently proved global existence for two-dimensional capillary waves.

We shall construct a paradifferential change of unknown, without derivatives losses, which eliminates the part of the quadratic terms that bring non zero contributions in a Sobolev energy inequality. Our main result is stated after we introduce some notations, but one can state one of its main corollary as follows: There exists $\gamma > 0$ such that, for any $s \geq \gamma + 1/2$, if $N_\gamma(t) = \|\eta(t, \cdot)\|_{C^\gamma} + \|Dx|^{3/2} \psi(t, \cdot)\|_{C^{\gamma - 1/2}}$ is small enough, then one can define an $H^s$-Sobolev energy, denoted by $M_s$, satisfying

\begin{equation}
M_s(t) \sim \|\eta(t, \cdot)\|^2_{H^s(\mathbb{R})} + \|Dx|^{3/2} \psi\|^2_{L^{H^{s - 3/2}}(\mathbb{R})} + \|(\nabla_{x,y} \phi)|_{y = \eta(t, \cdot)}\|^2_{H^{s - 3/2}(\mathbb{R})}
\end{equation}

and

\begin{equation}
M_s(t) \leq M_s(0) + \int_0^t C(N_\gamma(\tau))N_\gamma(\tau)^2 M_s(\tau) \, d\tau.
\end{equation}

Let us comment on these estimates. The key point is that the summand in the right hand
side of (1.5) is quadratic in $N_\gamma$ (while, for an equation containing quadratic terms in the non-linearity, one obtains in general a linear bound). Then it follows from the Sobolev embedding that $\tilde{M}_s(T) = \sup_{t \in [0,T]} M_s(t)$ satisfies $\tilde{M}_s(T) \leq M_s(0) + TC(\tilde{M}_s(T))\tilde{M}_s(T)^2$. This in turn implies that, if the initial data are of size $\varepsilon$, namely if $M_s(0) = O(\varepsilon^2)$ (notice that $M_s$ is linked to the square of the Sobolev norms) for some $s$ large enough, then the Cauchy problem is well-posed on a time interval of size $\varepsilon^{-2}$ (see also the results in Totz and Wu [50]).

Another important property is that the estimate (1.5) is tame, which means that it is linear in the Sobolev norm ($\gamma$ is a fixed large enough number which might be much smaller than $s$). Eventually, let us notice that it would have been easier to obtain (1.5) with $N_\gamma$ replaced by $N_\gamma(t) = \|H\eta(t,\cdot)\|_{C^\gamma} + \|H|D_x|^\frac{1}{2}\psi(t,\cdot)\|_{C^{\gamma - \frac{1}{2}}}$ where $H$ denotes the Hilbert transform. A fortiori, it would have been easier to obtain the previous bound with $N$ replaced by $\|\eta(t,\cdot)\|_{H^s} + \|\|D_x|^\frac{1}{2}\psi(t,\cdot)\|_{H^{\gamma}}$, that is with Hölder norms replaced by Sobolev ones. However, the corresponding estimates would not be sufficient to prove global well-posedness in [5].

The smallness assumption on $N_\gamma$ enters essentially only for the following reason: we shall obtain $M_s$ as the square of the $H^s$-norm of some functions deduced from $\eta$ and $\psi$ by a nonlinear change of unknowns. If $N_\gamma$ is small enough, then this nonlinear change of unknowns is close to the identity. This is used to prove (1.4).

The estimate (1.5) will be proved in Chapter 3 (in fact we shall prove an equivalent statement where the right-hand side of (1.4) is replaced by $\|\eta\|_{H^s} + \|\|D_x|^\frac{1}{2}\omega\|_{H^s}$ where $\omega$ is defined in the next section of this introduction). To prove global well-posedness in [5], our approach follows a variant of the vector fields method introduced by Klainerman in [31, 30]. In particular, in this paper we shall not only study Sobolev estimates, that is $L^2$-estimates for derivatives $\partial_x^\alpha$, but also $L^2$-estimates for $\partial_x^\alpha Z^\beta$ where $Z = t\partial_t + 2x\partial_x$. This is the most difficult task of this work which will be achieved in Chapters 4 and 5.

The vector field $Z$ appears for the following reason. If $(\eta,\psi)$ solves (1.3), then

$$
\eta_\lambda(t,x) = \lambda^{-2}\eta(\lambda t,\lambda^2 x), \quad \psi_\lambda(t,x) = \lambda^{-3}\psi(\lambda t,\lambda^2 x) \quad (\lambda > 0)
$$

are also solutions of the same equations. Now observe that for any function $C^1$ function $u$, there holds $Zu(t,x) = \frac{d}{dx}|\lambda=1| u(\lambda t,\lambda^2 x)$. In particular, if $u$ solves the linearized water waves equation around the null solution, that is $\partial_x^2 u + |D_x| u = 0$, then so does $Z u$. This vector field already played an essential role in the above mentioned papers of Wu [54] and Germain-Masmoudi-Shatah [23]. We also refer the reader to Hur [26] where a similar vector field is used to study the smoothing effect of surface tension.

Let us mention that the paper is self-contained. We shall give simplified statements of our results in this introduction and refer the reader to the next chapters for precise statements. Let us also mention that Ionescu and Pusateri [27] have obtained independently a similar global existence result to the one proved in [5], under weaker decay assumption for the Cauchy data, and obtained an asymptotic description of the solutions in frequency variables.
2 Properties of the Dirichlet-Neumann operator

A notable part of the analysis consists in proving several estimates for the Dirichlet-Neumann operator. We present here some of the results on this topic which are proved in Chapter 1 and in Chapter 2.

- Definition of the Dirichlet-Neumann operator

Let \( \eta: \mathbb{R} \rightarrow \mathbb{R} \) be a smooth enough function and consider the open set

\[ \Omega := \{(x,y) \in \mathbb{R}^2 ; y < \eta(x) \}. \]

It \( \psi: \mathbb{R} \rightarrow \mathbb{R} \) is another function, and if we call \( \phi: \Omega \rightarrow \mathbb{R} \) the unique solution of \( \Delta_{x,y} \phi = 0 \) in \( \Omega \) satisfying \( \phi|_{y=\eta(x)} = \psi \) and a convenient vanishing condition at \( y \to -\infty \), one defines the Dirichlet-Neumann operator \( G(\eta) \) by

\[ G(\eta)\psi = \sqrt{1 + (\partial_x \eta)^2} \partial_{x} \phi|_{y=\eta}, \]

where \( \partial_{x} \) is the outward normal derivative on \( \partial \Omega \). In Chapter 1 we make precise the above definition and study the action of \( G(\eta) \) on different spaces. In this outline we consider only the case where \( \psi \) belongs to the homogeneous space \( \dot{H}^{1/2}(\mathbb{R}) \) or to the Hölder space \( C^\gamma(\mathbb{R}) \) of order \( \gamma \in [0, +\infty[. \) (We refer to Chapter 1 for the definition of these spaces and of the Sobolev or Hölder norms used below.)

**Proposition.** Let \( \gamma \) be a real number, \( \gamma > 2, \gamma \not\in \frac{1}{2} \mathbb{N} \). Let \( \eta \) be in \( L^2 \cap C^\gamma(\mathbb{R}) \) satisfying the condition

\[ \| \eta' \|_{C^{\gamma-1}} + \| \eta' \|_{C^{\gamma-1}}^{1/2} \| \eta' \|_{H^{-1}}^{1/2} < \delta. \]

Then \( G(\eta) \) is well-defined and bounded from \( \dot{H}^{1/2}(\mathbb{R}) \) to \( \dot{H}^{-1/2}(\mathbb{R}) \) and satisfies an estimate

\[ \| G(\eta)\psi \|_{\dot{H}^{-1/2}} \leq C \left( \| \eta' \|_{C^{\gamma-1}} \right) \| D_x \frac{1}{2} \psi \|_{L^2}. \]

Moreover, \( G(\eta) \) satisfies when \( \psi \) is in \( C^\gamma(\mathbb{R}) \)

\[ \| G(\eta)\psi \|_{C^{\gamma-1}} \leq C \left( \| \eta' \|_{C^{\gamma-1}} \right) \| D_x \frac{1}{2} \psi \|_{C^{\gamma-1/2}}, \]

where \( C(\cdot) \) is a non decreasing continuous function of its argument.

**Remark.** Many results are known for the Dirichlet-Neumann operator (see for instance \([12, 19, 35]\) for results related to the analysis of water waves). The only novelty in the results proved in Chapter 1 is that we shall consider more generally the case where \( \psi \) belongs either to an homogeneous Sobolev space of order greater than \( 1/2 \) or to an homogeneous Hölder spaces. As a corollary, notice that if we define \( G_{1/2}(\eta) = |D_x|^{-\frac{1}{2}} G(\eta) \), we obtain a bounded operator from \( \dot{H}^{1/2}(\mathbb{R}) \) to \( L^2(\mathbb{R}) \) satisfying

\[ \| G_{1/2}(\eta)\psi \|_{L^2} \leq C \left( \| \eta' \|_{C^{\gamma-1}} \right) \| D_x \frac{1}{2} \psi \|_{L^2}. \]

If we assume moreover that for some \( 0 < \theta' < \theta < \frac{1}{2} \), \( \| \eta' \|_{H^{-1}}^{1-2\theta'} \| \eta' \|_{C^{-1}}^{2\theta'} \) is bounded, then we prove that, similarly, \( |D_x|^{-\frac{1}{2} + \theta} G(\eta) \) satisfies

\[ \| |D_x|^{-\frac{1}{2} + \theta} G(\eta)\psi \|_{C^{\gamma - \frac{1}{2} - \theta}} \leq C \left( \| \eta' \|_{C^{\gamma-1}} \right) \| D_x \frac{1}{2} \psi \|_{C^{\gamma - \frac{1}{2}}}. \]
Hereafter, $\gamma$ always denote a real number such that $\gamma > 2$ and $\gamma \notin \frac{1}{2}\mathbb{N}$. It is always assumed that the condition (2.1) holds for some small enough $\delta$.

Let us introduce two functions that play a key role. Since $\dot{H}^{-\frac{1}{2}}(\mathbb{R}) \subset H^{-\frac{1}{2}}(\mathbb{R})$ and since $C^{\gamma-1}(\mathbb{R}) \cdot H^{-\frac{1}{2}}(\mathbb{R}) \subset H^{-\frac{1}{2}}(\mathbb{R})$ for $\gamma > 3/2$, the following functions are well-defined

$$
B = \frac{G(\eta)\psi + (\partial_x \eta)(\partial_x \psi)}{1 + (\partial_x \eta)^2}, \quad V = \partial_x \psi - B \partial_x \eta.
$$

These functions appear since one has $B = (\partial_x \phi)|_{\partial \Omega}$ and $V = (\partial_x \phi)|_{\partial \Omega}$, so that $B$ (resp. $V$) is the trace of the vertical (resp. horizontal) component of the velocity at the free surface.

- Tame estimate for the Dirichlet-Neumann operator

If $\eta \in C^\infty_b$, it is known since Calderón that $G(\eta)$ is a pseudo-differential operator of order 1 (see [47, 48, 51]). This is true in any dimension. In dimension one, this result simplifies to

$$
G(\eta)\psi = |D_x| \psi + R(\eta)\psi,
$$

where $R(\eta)f$ is a smoothing operator, bounded from $H^\mu$ to $H^{\mu+m}$ for any integer $m$. Namely,

$$
\forall m \in \mathbb{N}, \exists K \geq 1, \forall \mu \geq 1, \left\| R_0(\eta)\psi \right\|_{H^{\mu+m}} \leq C \left( \left\| \eta \right\|_{H^\mu+K} \left\| \eta \right\|_{H^{\mu+K}} \left\| \psi \right\|_{H^\mu} \right).
$$

Several results are known when $\eta$ is not smooth. Expressing $G(\eta)$ as a singular integral operator, it was proved by Craig, Schanz and Sulem [19] that if $\eta$ is in $C^{k+1}$ and $\psi$ is in $H^{k+1}$ for some integer $k$, then $G(\eta)\psi$ belongs to $H^k$. Moreover, it was proved by Lannes [32] that when $\eta$ is a function with limited smoothness, then $G(\eta)$ is a pseudo-differential operator with symbol of limited regularity. This implies that if $\eta$ is in $H^s$ and $\psi$ is in $H^s$ for some $s$ large enough, then $G(\eta)\psi$ belongs to $H^{s-1}$ (which was first established by Craig and Nicholls [18] and Wu [52, 53] by different methods). We refer to [2, 3, 44, 45] for results in rough domains.

We shall prove in Chapter 2 an estimate which complements the estimate (2.5) in two directions. Firstly, notice that, for the analysis of the water waves equations, $\eta$ and $\psi$ are expected to have essentially the same regularity so that the constant $K$ corresponds to a loss of derivatives. We shall prove an estimate without loss of derivatives. In addition, we shall prove a tame estimate (which means an estimate linear with respect to the highest order norms).

**Proposition** (Tame estimate for the Dirichlet-Neumann operator). Let $(s, \gamma) \in \mathbb{R}^2$ be such that

$$
s - \frac{1}{2} > \gamma > 3, \quad \gamma \notin \frac{1}{2}\mathbb{N}.
$$

Then, for all $(\eta, \psi)$ in $H^s(\mathbb{R}) \times H^s(\mathbb{R})$ such that that the condition (2.1) holds, $G(\eta)\psi$ belongs to $H^{s-1}(\mathbb{R})$ and there exists a non decreasing function $C: \mathbb{R} \to \mathbb{R}$ such that

$$
\left\| G(\eta)\psi \right\|_{H^{s-1}} \leq C \left( \left\| \eta \right\|_{C^{\gamma}} \left\{ \left\| D_x \frac{1}{2} \psi \right\|_{C^{\gamma-\frac{1}{2}}} + \left\| \eta \right\|_{H^s} + \left\| \eta \right\|_{C^\gamma} \left\| D_x \frac{1}{2} \psi \right\|_{H^{s-\frac{1}{2}}} \right\}.
$$
Remark. It follows from (2.6) and the triangle inequality that

\begin{equation}
\|G(\eta)\psi\|_{H^{s-1}} \leq C \left( \|\eta\|_{C^\gamma} \right) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}} \|\eta\|_{H^s} + \|D_x^{\frac{1}{2}} \psi\|_{H^{s-\frac{1}{2}}} \right\}.
\end{equation}

Other tame estimates, with Hölder norms replaced by Sobolev norms \(H^{s_0}\) for some fixed real number \(s_0\), have been proved in [32] (see also [1]).

- **Paraproducts**

The proof of the previous proposition, as well as the proof of most of the following results, are based on paradifferential calculus. The results needed in this paper are recorded in Appendix A.1. To make this introduction self-contained, we recall here the definition of paraproducts.

Consider a cut-off function \(\theta\) in \(C^\infty(\mathbb{R} \times \mathbb{R})\) such that

\[
\theta(\xi_1, \xi_2) = 1 \quad \text{if} \quad |\xi_1| \leq \varepsilon_1|\xi_2|,
\]

\[
\theta(\xi_1, \xi_2) = 0 \quad \text{if} \quad |\xi_1| \geq \varepsilon_2|\xi_2|,
\]

with \(0 < \varepsilon_1 < \varepsilon_2 < 1\). Given two functions \(a = a(x)\) and \(b = b(x)\) one writes

\[
ab = \frac{1}{(2\pi)^2} \int e^{ix(\xi_1+\xi_2)}\hat{a}(\xi_1)\hat{b}(\xi_2)\,d\xi_1\,d\xi_2 = Ta,b + T_\theta a + R_B(a,b)
\]

where

\[
T_a b = \frac{1}{(2\pi)^2} \int e^{ix(\xi_1+\xi_2)}\theta(\xi_1, \xi_2)\hat{a}(\xi_1)\hat{b}(\xi_2)\,d\xi_1\,d\xi_2,
\]

\[
T_b a = \frac{1}{(2\pi)^2} \int e^{ix(\xi_1+\xi_2)}\theta(\xi_2, \xi_1)\hat{a}(\xi_1)\hat{b}(\xi_2)\,d\xi_1\,d\xi_2,
\]

\[
R_B(a,b) = \frac{1}{(2\pi)^2} \int e^{ix(\xi_1+\xi_2)}(1 - \theta(\xi_1, \xi_2) - \theta(\xi_2, \xi_1))\hat{a}(\xi_1)\hat{b}(\xi_2)\,d\xi_1\,d\xi_2.
\]

Then one says that \(T_a b\) and \(T_b a\) are paraproducts, while \(R_B(a,b)\) is a remainder. The key property is that a paraproduct by an \(L^\infty\) function acts on any Sobolev spaces \(H^s\) with \(s\) in \(\mathbb{R}\).

The remainder term \(R_B(a,b)\) is smoother than the paraproducts \(T_a b\) and \(T_b a\) whenever one of the factors belongs to \(C^\sigma\) for some \(\sigma > 0\) (see (A.1.17) in Appendix A.1).

- **The quadratic terms**

We call (2.6) a linearization formula since the right-hand side is quadratic in \((\eta, \psi)\). We shall prove much more precise results, with remainders quadratic in \((\eta, \psi)\) and estimated not only in \(H^{s-1}\) but in \(H^{s^\prime}\) for some \(s^\prime \geq s\). To explain this improvement, we begin by considering only the linear and quadratic terms in \(G(\eta)\psi\). Set

\[
G_{(\leq 2)}(\eta)\psi := |D_x|\psi - |D_x| (\eta |D_x| \psi) - \partial_x (\eta \partial_x \psi).
\]

Then it is known that \(G(\eta)\psi - G_{(\leq 2)}(\eta)\psi\) is cubic in \((\eta, \psi)\) (see [19] or (2.14) below).
Now write
\[ |D_x| (\eta |D_x| \psi) = |D_x| (T_\eta |D_x| \psi) + |D_x| (T_{|D_x|\psi \eta}) + |D_x| R_B(\eta, |D_x| \psi) \]
and perform a similar decomposition of \( \partial_x (\eta \partial_x \psi) \). Noticing the following cancellation (cf. Lemma A.1.11 in Appendix A.1)
\[(2.8) \quad |D_x| (T_\eta |D_x| \psi) + \partial_x (T_\eta \partial_x \psi) = 0,\]
we conclude that
\[
G_{(\leq 2)}(\eta) \psi = |D_x| |\psi - |D_x| (T_{|D_x|\psi \eta}) - \partial_x (T_{\partial_x \psi \eta}) - |D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi).
\]
The previous identity is better written under the form
\[(2.9) \quad G_{(\leq 2)}(\eta) \psi = |D_x| (\psi - T_{|D_x|\psi \eta}) - \partial_x (T_{\partial_x \psi \eta}) + F_{(\leq 2)}(\eta) \psi,\]
where \( F_{(\leq 2)}(\eta) \psi = - |D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi) \). Assuming \( s + \gamma > 1 \), it follows from standard results (see (A.1.17) in Appendix A.1) that \( F_{(\leq 2)}(\eta) \) is a smoothing operator:
\[(2.10) \quad \| F_{(\leq 2)}(\eta) \psi \|_{H^{s+\gamma-2}} \leq K \| \eta \|_{C^\gamma} \| |D_x|^{1/2} \psi \|_{H^{s-1/2}}.\]

**The good unknown of Alinhac**

In the previous paragraph, we considered only the linear and quadratic terms \( G_{(\leq 2)}(\eta) \psi \). To prove an identity similar to (2.9) for \( G(\eta) \psi \), exploiting a cancellation analogous to (2.8), as in [6, 3], we shall express the computations in terms of the “good unknown” of Alinhac \( \omega \) defined by
\[
\omega = \psi - T_B \eta
\]
where \( B \) is as given in (2.3). As explained in [6, 3], the idea of introducing \( \omega \) is rooted in a cancellation first observed by Lannes [32] for the water waves equations linearized around a non trivial solution. Here, we want to explain that \( \omega \) appears naturally when one introduces the operator of paracomposition of Alinhac [7] associated to the change of variables that flattens the boundary \( y = \eta(x) \) of the domain. This is a quite optimal way of keeping track of the limited smoothness of the change of coordinates. Though we shall not use this point of view, we explain here the ideas that underly the computations that will be made later.

To study the elliptic equation \( \Delta_{x,y} \phi = 0 \) in \( \Omega = \{ (x, y) \in \mathbb{R}^2 ; y < \eta(x) \} \), we shall reduce the problem to the negative half-space through the change of coordinates \( \kappa : (x, z) \mapsto (x, z + \eta(x)) \), which sends \( \{ (x, z) \in \mathbb{R}^2 ; z < 0 \} \) on \( \Omega \). Then \( \phi(x, y) \) solves \( \Delta_{x,y} \phi = 0 \) if and only if \( \varphi = \phi \circ \kappa = \phi(x, z + \eta(x)) \) is a solution of \( P \varphi = 0 \) in \( z < 0 \), where
\[(2.11) \quad P = (1 + \eta'^2) \partial_z^2 + \partial_x^2 - 2\eta' \partial_x \partial_z - \eta'' \partial_z \]
we denote by \( \eta' \) the derivative \( \partial_x \eta \). The boundary condition \( \phi|_{y=\eta(x)} \) becomes \( \varphi(x, 0) = \psi(x) \) and \( G(\eta) \) is given by
\[
G(\eta) \psi = [(1 + \eta'^2) \partial_x \varphi - \eta' \partial_x \varphi] |_{z=0}.
\]
We first explain the main difficulty to handle a diffeomorphism with limited regularity. Let us use the notation $D = -i\partial$ and introduce the symbol

$$p(x, \xi, \zeta) = (1 + \eta'(x)^2)\zeta^2 + \xi^2 - 2\eta'(x)\xi\zeta + i\eta''(x)\zeta.$$ 

Notice that $P = -p(x, D_x, D_z)$. We shall write $T_{\eta}\varphi$ for $T_{1 + \eta'(x)^2}D^2_x + D^2_x - 2T\eta D_x D_z + T\eta\partial_z$. Starting from $p(x, D_x, D_z)\varphi = 0$, by using standard results for paralinearization of products, we find that $T_{\eta}\varphi = f_1$ for some source term $f_1$ which is continuous in $z$ with values in $H^{s-2}$ if $\eta$ is in $H^s$ and the first and second order derivatives in $x, z$ of $\varphi$ are bounded. The key point is that one can associate to $\kappa$ a paracomposition operator, denoted by $\kappa^\ast$, such that $T_{\eta}(\kappa^\ast\phi) = f_2$ for some smoother remainder term $f_2$. That is for some function $f_2$ continuous in $z$ with values in $H^{s+\gamma-4}$, if $\eta$ is in $H^s$ and if the derivatives in $x, z$ of order less than $\gamma$ of $\varphi$ are bounded (the key difference between $f_1$ and $f_2$ is that one cannot improve the regularity of $f_1$ by assuming that $\varphi$ is smoother).

We shall not define $\kappa^\ast$, instead we recall the two main properties of paracomposition operators (we refer to the original article [7] for the general theory). First, modulo a smooth remainder, one has

$$\kappa^\ast\phi = \phi \circ \kappa - T_{\phi'\circ\kappa}\kappa$$

where $\phi'$ denotes the differential of $\phi$. On the other hand, there is a symbolic calculus formula which allows to compute the commutator of $\kappa^\ast$ to a paradifferential operator. This formula implies that

$$\kappa^\ast \Delta - T_{\phi^\ast}$$

is a smoothing operator (that is an operator bounded from $H^\mu$ to $H^{\mu+m}$ for any real number $\mu$, where $m$ is a positive number depending on the regularity of $\kappa$). Since $\Delta_{x,y}\phi = 0$, this implies that $T_{\eta}(\phi \circ \kappa - T_{\phi'\circ\kappa}\kappa)$ is a smooth remainder term as asserted above.

Now observe that

$$\omega = (\phi \circ \kappa - T_{\phi'\circ\kappa}\kappa) \big|_{z=0}.$$ 

This is the reason why the good unknown enters into the analysis. The previous argument is the key point to prove the following

**Proposition** (Paralinearisation of the Dirichlet-Neumann operator). Define $F(\eta)\psi$ by

$$G(\eta)\psi = |D_x|\omega - \partial_x(T_{\nu}\eta) + F(\eta)\psi.$$ 

Let $(s, \gamma) \in \mathbb{R}^2$ be such that

$$s - \frac{1}{2} > \gamma > 3, \quad \gamma \not\in \frac{1}{2}\mathbb{N}.$$ 

For all $(\eta, \psi)$ in $H^s(\mathbb{R}) \times H^s(\mathbb{R})$ such that that the condition (2.1) holds,

$$\|F(\eta)\psi\|_{H^{s+\gamma-4}} \leq C(\|\eta\|_{C^\gamma})\left\{\|D_x|^{\frac{1}{2}}\psi\|_{C^\gamma - \frac{1}{2}} \|\eta\|_{H^\gamma} + \|\eta\|_{C^\gamma} \|D_x|^{\frac{1}{2}}\psi\|_{H^{s-\frac{1}{2}}} \right\}.$$ 
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Our goal was to explain how to obtain an identity analogous to the identity (2.9) obtained by considering the linear and quadratic terms in \( G(\eta)\psi \). To compare (2.12) and (2.10), notice that, from the definition of \( B \) and \( V \) (see (2.3)), \( B - |D_x| |\psi \) and \( V - \partial_x \psi \) are quadratic in \((\eta, \psi)\). Therefore, modulo cubic and higher order terms, \( |D_x| |\omega - \partial_x(T_V \eta)\) is given by the expression \( |D_x| (\psi - T_{D_x} |\psi \eta) - \partial_x(T\partial_x \psi \eta) \) which appears in the right hand side of (2.9). We shall compare \( F(\eta) \psi \) and \( F_{(\leq 2)}(\eta) \psi \) in the next paragraph.

The main interest of this proposition will be explained in the next section. At this point, we want to show that this estimate implies the tame estimate (2.6). To do so, write the remainder \( R(\eta) \psi \) in (2.4) as \( R(\eta) \psi = -|D_x| (T_B \eta) - \partial_x(T_V \eta) + F(\eta) \psi \) since \( |D_x| |\omega - |D_x| |\psi = -|D_x| (T_B \eta) \). The key point is that \((\eta, \psi) \to F(\eta) \psi \) is smoothing, with respect to both arguments, while the two other factors are operators of order 1 acting on \( \eta \). Indeed, as a paraproduct with an \( \mathcal{L}^\infty \) function acts on any Sobolev spaces, one has

\[
\| \partial_x(T_V \eta) \|_{H^{s-1}} \leq K \| V \|_{\mathcal{L}^\infty} \| \eta \|_{H^s},
\]

\[
\| |D_x| |\omega - |D_x| |\psi \|_{H^{s-1}} = \| |D_x| (T_B \eta) \|_{H^{s-1}} \leq K \| B \|_{\mathcal{L}^\infty} \| \eta \|_{H^s}.
\]

On the other hand, directly from the definition (2.3) of \( B \), we deduce that

\[
\| B \|_{\mathcal{L}^\infty} \leq \| G(\eta) \psi \|_{\mathcal{L}^\infty} + \| \partial_x \eta \|_{\mathcal{L}^\infty} \| \partial_x \psi \|_{\mathcal{L}^\infty}.
\]

Now the estimate (2.2) implies that the right-hand side of the above inequality is bounded by \( C(\| \eta \|_{C^{\gamma-1}}) \| |D_x|^{\frac{3}{2}} \psi \|_{C^{\gamma - \frac{1}{2}}} \). Writing \( V = \partial_x \psi - B \partial_x \eta \), we obtain the same estimate for the \( \mathcal{L}^\infty \)-norm of \( V \). This proves that (2.12) implies (2.6) (and hence (2.7)).

- **Taylor expansions of the Dirichlet-Neumann operator**

Consider the Taylor expansion of the Dirichlet-Neumann operator \( G(\eta) \) as a function of \( \eta \), when \( \eta \) goes to zero. Craig, Schanz and Sulem (see [19] and [46, Chapter 11]) have shown that one can expand \( G(\eta) \) as a sum of pseudo-differential operators and gave precise estimates for the remainders. Tame estimates are proved in [19] and [8, 29]. We shall complement these results by proving sharp tame estimates tailored to our purposes.

**Proposition.** Assume that

\[
s - 1/2 > \gamma \geq 14, \quad s \geq \mu \geq 5, \quad \gamma \notin \frac{1}{2} \mathbb{N},
\]

and consider \((\eta, \psi) \in H^{s+\frac{3}{2}}(\mathbb{R}) \times (C^\gamma(\mathbb{R}) \cap H^{\mu+\frac{3}{2}}(\mathbb{R}))\) such that the condition (2.1) holds. Then there exists a non decreasing function \( C : \mathbb{R} \to \mathbb{R} \) such that,

\[
(2.13) \quad \| F(\eta) \psi - F_{(\leq 2)}(\eta) \psi \|_{H^{s+1}}
\]

\[
\leq C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \left\{ \| |D_x|^{\frac{3}{2}} \psi \|_{C^{\gamma - \frac{1}{2}}} \| \eta \|_{H^s} + \| \eta \|_{C^\gamma} \| |D_x|^{\frac{3}{2}} \psi \|_{H^s} \right\},
\]

where recall that \( F_{(\leq 2)}(\eta) \psi = -|D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi) \).
Let us prove that this estimate allows to recover an estimate for the difference of $G(\eta)\psi$ and its quadratic part $G_{(\leq 2)}(\eta)\psi$ introduced above. By definition of $F(\eta)\psi$ and $F_{(\leq 2)}(\eta)\psi$, one has

$$
G(\eta)\psi = |D_x| (\psi - T_B \eta) - \partial_x (T_V \eta) + F(\eta)\psi,
$$

$$
G_{(\leq 2)}(\eta)\psi = |D_x| (\psi - T_{|D_x^1 \psi \eta}) - \partial_x (T_{\partial_x \psi \eta}) + F_{(\leq 2)}(\eta)\psi.
$$

Subtracting these two expressions one obtains

$$
G(\eta)\psi - G_{(\leq 2)}(\eta)\psi = - |D_x| (T_{B-|D_x^1 \psi \eta}) - \partial_x (T_{V-\partial_x \psi \eta}) + F(\eta)\psi - F_{(\leq 2)}(\eta)\psi.
$$

Noticing that the $L^\infty$-norms of $B - |D_x|$ is bounded by $C (\|\eta\|_{C^\gamma} \|\eta\|_{C^\gamma} \|D_x^1 \frac{1}{2} \psi\|_{C^\gamma - \frac{1}{2}}$, together with a similar estimate for the $L^\infty$-norm of $V - \partial_x \psi$, and repeating arguments similar to those used in the previous paragraph, one finds that

$$
(2.14) \quad \|G(\eta)\psi - G_{(\leq 2)}(\eta)\psi\|_{H^{s-1}} \leq C (\|\eta\|_{C^\gamma} \|\eta\|_{C^\gamma} \left\{ \|D_x^1 \frac{1}{2} \psi\|_{C^\gamma - \frac{1}{2}}\|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \|D_x^1 \frac{1}{2} \psi\|_{H^{s-\frac{1}{2}}} \right\},
$$

for any $s \geq \gamma + 1/2$, provided that $\gamma$ is large enough.

On the other hand, we shall also need to study the case where $(\eta, \psi) \in C^\gamma \times H^\mu$ with $\gamma$ larger than $\mu$. Then we shall prove that $G(\eta) - |D_x|$ and $G(\eta) - G_{(\leq 2)}(\eta)$ are smoothing operators, satisfying

$$
\|G(\eta)\psi - |D_x|\psi\|_{H^{\gamma-3}} \leq C (\|\eta\|_{C^\gamma} \|\eta\|_{C^\gamma} \|D_x^1 \frac{1}{2} \psi\|_{L^2},
$$

$$
\|G(\eta)\psi - G_{(\leq 2)}(\eta)\psi\|_{H^{\gamma-4}} \leq C (\|\eta\|_{C^\gamma} \|\eta\|_{C^\gamma} \|D_x^1 \frac{1}{2} \psi\|_{H^1}.
$$

3 Paradifferential normal forms method

The main goal of this paper is to prove that, given an a priori bound of some Hölder norm of $Z^k(\eta + i |D_x|^\frac{1}{2} \psi)$ for $k \leq s/2 + k_0$, we have an a priori estimate of some Sobolev norms of $Z^k(\eta + i |D_x|^\frac{1}{2} \omega)$ for $k \leq s$, where recall that $\omega = \psi - T_{B(\eta)\psi \eta}$. The proof is by induction on $k \geq 0$. Each step is divided into two parts:

1. Quadratic approximations: in this step we paralinearize and symmetrize the equations. In addition, we identify the principal and subprincipal terms in the analysis of both the regularity and the homogeneity.
2. Normal form: in this step we use a bilinear normal form transformation to compensate for the quadratic terms in the energy estimates.

For the sake of clarity, we begin by considering the case $k = 0$. Our goal is to explain the proof of (1.4) and (1.5).

- **Quadratic and cubic terms in the equations**

The previous analysis of $G(\eta)\psi$ allows us to rewrite the first equation of (1.3) as

$$\partial_t \eta + \partial_x (T_V \eta) - |D_x| \omega = F(\eta)\psi.$$

It turns out that it is much simpler to analyze the second equation of (1.3): expressing the computations in terms of the good unknown $\omega$, it is found that

$$\partial_t \omega + T_V \partial_x \omega + T_a \eta = f,$$

where $a$ is the Taylor coefficient and $f$ is a smoothing remainder

$$f = (T_V T_{\partial_x \eta} - T_V \partial_x \eta) B + (T_V \partial_x B - T_V T_{\partial_x B}) \eta + \frac{1}{2} R_B (B, B) - \frac{1}{2} R_B (V, V) + T_V R_B (B, \partial_x \eta) - R_B (B, V \partial_x \eta)$$

(the last four terms are remainders in the paralinearization of a products while the first two terms are estimated by symbolic calculus, see (A.1.14)).

It is convenient to symmetrize these equations by making act $T_{\sqrt{a}}$ (resp. $|D_x|^\frac{1}{2}$) on the first (resp. second) equation. Set

$$U = \left( \begin{array}{c} T_{\sqrt{a}} \eta \\ |D_x|^\frac{1}{2} \omega \end{array} \right).$$

We can now state the main consequence of the results given in the previous section.

**Proposition.** *The water waves system can be written under the form*

(3.1) \[ \partial_t U + DU + Q(u)U + S(u)U + C(u)U = G, \]

*where $D = \begin{pmatrix} 0 & -|D_x|^\frac{1}{2} \\ |D_x|^\frac{1}{2} & 0 \end{pmatrix}$, $u = \left( \begin{array}{c} \eta \\ |D_x|^\frac{1}{2} \psi \end{array} \right)$, $Q(u)U$ and $S(u)U$ (resp. $C(u)U$ and $G$) are quadratic (resp. cubic terms). Moreover there exists $\rho > 0$ such that, for $s$ large enough,

$$\|Q(u)U\|_{H^{s-1}} \leq K \|u\|_{C^\rho} \|U\|_{H^s},$$

$$\|S(u)U\|_{H^{s+1}} \leq K \|u\|_{C^\rho} \|U\|_{H^s},$$

$$\|C(u)U\|_{H^{s-1}} \leq C(\|u\|_{C^\rho}) \|u\|_{C^\rho}^2 \|U\|_{H^s},$$

$$\|G\|_{H^s} \leq C(\|u\|_{C^\rho}) \|u\|_{C^\rho}^2 \|U\|_{H^s}.$$
Remark. i) The operators $Q(u)$, $S(u)$ and $C(u)$ are explicitly given in the proof. The previous estimates mean that $U \mapsto Q(u)U$ and $U \mapsto C(u)U$ (resp. $U \mapsto S(u)U$) are linear operators of order 1 (resp. $-1$) with tame dependence on $u$.

ii) For $\|\eta\|_{C}$ small enough, $\psi \mapsto \psi - T_{R(\eta)}^{T} \eta$ is an isomorphism from $C$ to itself. Then one could write (2.12) in terms of $U$ only. However, it is convenient to introduce $u$ because the Hölder bounds are most naturally proved for $u$ (see [5] for these estimates).

• Quadratic normal form: strategy of the proof

Recall that
\[
\begin{align*}
u &= \left( \begin{array}{c} \eta \\ \sqrt{\frac{1}{2} |Dx|} \psi \end{array} \right), \\
U &= \left( \begin{array}{c} T_{\sqrt{\frac{1}{2}} |Dx|} \eta \\ \sqrt{\frac{1}{2} |Dx|} \omega \end{array} \right)
\end{align*}
\]

We want to implement the normal form approach by introducing a quadratic perturbation of $U$ of the form
\[
\Phi = U + E(u)U,
\]
where $(u, U) \mapsto E(u)U$ is bilinear and chosen in such a way that the equation on $\Phi$ is of the form
\[
\partial_t \Phi + D\Phi = N_{(\geq 3)}(\Phi),
\]
where $N_{(\geq 3)}(\Phi)$ consists of cubic and higher order terms. To compute the equation satisfied by $\Phi$, write
\[
\partial_t \Phi = \partial_t U + E(\partial_t u)U + E(u)\partial_t U.
\]
Hence, by replacing $\partial_t U$ by $-DU - (Q(u) + S(u))U$, we obtain that modulo cubic terms,
\[
\begin{align*}
\partial_t \Phi &= -DU - (Q(u) + S(u))U - E(Du)U - E(u)DU \\
&= -D\Phi + DE(u)U - (Q(u) + S(u))U - E(Du)U - E(u)DU.
\end{align*}
\]
It is thus tempting to seek $E$ under the form $E = E_1 + E_2$ such that
\[
\begin{align*}
(3.2) & \quad Q(u)U + E_1(Du)U + E_1(u)DU = DE_1(u)U, \\
(3.3) & \quad S(u)U + E_2(Du)U + E_2(u)DU = DE_2(u)U.
\end{align*}
\]
However, one cannot solve these two equations directly for two different reasons. The equation (3.2) leads to a loss of derivative: for a general $u \in H^\infty$ and $s \geq 0$, it is not possible to eliminate the quadratic terms $Q(u)U$ by means of a bilinear Fourier multiplier $E_1$ such that $U \mapsto E_1(u)U$ is bounded from $H^s$ to $H^s$. Instead we shall add other quadratic terms to the equation to compensate the worst terms. More precisely, our strategy consists in seeking a bounded bilinear Fourier multiplier $\tilde{E}_1$ (such that $U \mapsto \tilde{E}_1(u)U$ is bounded from $H^s$ to $H^s$) such that the operator $B_1(u)$ given by
\[
(3.4) \quad B_1(u)U := D\tilde{E}_1(u)U - \tilde{E}_1(Du)U - \tilde{E}_1(u)DU,
\]
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satisfies
\[ \text{Re} \langle Q(u)U - B_1(u)U, U \rangle_{H^s \times H^s} = 0. \]

The key point is that one can find \( B_1(u) \) such that \( U \mapsto B_1(u)U \) is bounded from \( H^s \) to \( H^s \). This follows from the fact that, while \( U \mapsto Q(u)U \) is an operator of order 1, the operator \( Q(u) + Q(u)^* \) is an operator of order 0. Once \( B_1 \) is so determined, we find a bounded bilinear transformation \( \tilde{E}_1 \) such that (3.4) is satisfied. We here use the fact that \( Q \) is a paradifferential operator so that one has some restrictions on the support of the symbols.

The problem (3.3) leads to another technical issue. If one computes the bilinear Fourier multiplier \( E_2(u)U \) which satisfies (3.3) then one finds a bilinear Fourier multiplier \( E_2 \) such that \( U \mapsto E_2(u)U \) is bounded from \( H^s \) to \( H^s \), but whose operator norm satisfies only
\[
\| E_2(u) \|_{\mathcal{L}(H^s, H^s)} \leq K \| u \|_{C^0} + K \| Hu \|_{C^0},
\]
where \( \mathcal{H} \) denotes the Hilbert transform. The problem is that, in general, \( \| \mathcal{H}u \|_{C^0} \) is not controlled by \( \| u \|_{C^0} \). Again to circumvent this problem, instead of solving (3.3), we solve
\[
B_2(u)U := D\tilde{E}_2(u)U - \tilde{E}_2(Du)U - \tilde{E}_2(u)DU,
\]
where \( B_2(u) \) satisfies
\[
\text{Re} \langle S(u)U - B_2(u)U, U \rangle_{H^s \times H^s} = 0.
\]

The key point is that one can find \( B_2(u) \) such that the solution \( \tilde{E}_2(u) \) to (3.5) satisfies
\[
\| \tilde{E}_2(u) \|_{\mathcal{L}(H^s, H^s)} \leq K \| u \|_{C^0}.
\]

- **Paradifferential operators**

According to the previous discussion, we shall have to consider the equation
\[
E(Du)U + E(u)DU - D[E(u)U] = \Pi(u)U,
\]
where \( (u, U) \mapsto E(u)U \) and \( (u, U) \mapsto \Pi(u)U \) are bilinear operators of the form
\[
E(u)U = \sum_{1 \leq k \leq 2} \frac{1}{(2\pi)^2} \int e^{ix(\xi_1 + \xi_2)} \hat{u}^k(\xi_1) A^K(\xi_1, \xi_2) \hat{U}(\xi_2) d\xi_1 d\xi_2,
\]
\[
\Pi(u)U = \sum_{1 \leq k \leq 2} \frac{1}{(2\pi)^2} \int e^{ix(\xi_1 + \xi_2)} \hat{u}^k(\xi_1) M^K(\xi_1, \xi_2) \hat{U}(\xi_2) d\xi_1 d\xi_2,
\]
where \( A^K \) and \( M^K \) are \( 2 \times 2 \) matrices of symbols. We shall consider the problem (3.6) in two different cases according to the frequency interactions which are permitted in \( E(u)U \) and \( \Pi(u)U \). These cases are the following:
(i) The case where $\Pi(u)U$ is a low-high paraproduct, which means that there exists a constant $c \in ]0, 1/2]$ such that

$$\text{Supp } M^k \subset \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : |\xi_2| \geq 1, |\xi_1| \leq c |\xi_2| \}.$$ 

The operator $Q(u)$ and its real part are of this type.

(ii) The case where $\Pi(u)U$ is a high-high paraproduct which means that there exists a constant $C > 0$ such that

$$\text{Supp } M^k \subset \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : |\xi_1 + \xi_2| \leq C(1 + \min(|\xi_1|, |\xi_2|)) \}.$$ 

This spectral assumption is satisfied by $S(u)$ and its real part.

That one can reduce the analysis to considering such paradifferential operators is the key point to prove tame estimates. This allows us to prove the following result.

**Proposition.** There exist $\gamma > 0$ and a bilinear mapping $(u, U) \mapsto E(u)U$ satisfying, for any real number $\mu$ in $[-1, +\infty[$,

$$\| E(u)f \|_{H^\mu} \leq K \| u \|_{C^3} \| f \|_{H^\mu}$$

such that $\dot{\Phi} = (Id - \Delta)^{s/2}(U + E(u)U)$ (with $s$ large enough) satisfies

$$\partial_t \dot{\Phi} + D\dot{\Phi} + L(u)\dot{\Phi} + C(u)\dot{\Phi} = \Gamma$$

where the operators $D$ and $C(u)$ are as in (3.1), the source term satisfies

$$\| \Gamma \|_{L^2} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma} \| \dot{\Phi} \|_{L^2}$$

and

$$\text{Re} \langle L(u)\dot{\Phi}, \dot{\Phi} \rangle = 0$$

where $\langle \cdot, \cdot \rangle$ denotes the $L^2$-scalar product.

The proof of this proposition follows immediately from the analysis in Section 3.7. We describe now how one proves the estimates (1.4) and (1.5). Setting

$$M_s(t) = \| \dot{\Phi}(t, \cdot) \|_{L^2}^2 = \| U + E(u)U \|_{H^s}^2,$$

the estimate (1.5) follows from an $L^2$-estimate (the key point is that the quadratic terms $L(u)\dot{\Phi}$ do not contribute to the energy estimate in view of (3.9)). Also (1.4) follows from (3.8) assuming that $\| u \|_{C^3}$ is small enough (to compare the right-hand side of (1.4) with $M_s$, one has also to compare $\| (\nabla_{x,y} \phi) |_{y=0} \|_{H^{s-\frac{1}{2}}} \text{ and } \| D_x \frac{1}{2} \omega \|_{H^s}$; this will be done in Chapter 2).
4 Iterated vector fields $Z$

We describe now how one gets $L^2$-estimates similar to those of the preceding section when one makes act iterates of the Klainerman vector field $Z = t \partial_t + 2x \partial_x$ on $(\eta, |D_x|^{\frac{1}{2}} \omega)$.

We fix real numbers $a$ and $\gamma$ with $\gamma \not\in \frac{1}{2} \mathbb{N}$ and $a \gg \gamma \gg 1$. Given these two numbers, we fix three integers $s, s_0, s_1$ in $\mathbb{N}$ such that

$$s - a \geq s_1 \geq s_0 \geq \frac{s}{2} + \gamma.$$ 

We also fix an integer $\rho$ larger than $s_0$. Our goal is to estimate the norm

$$M_\alpha^{(s_1)}(t) = \sum_{p=0}^{s_1} \left( \|Z^p \eta(t)\|_{H^{s-p}} + \|D_x |^\frac{1}{2} Z^p \omega(t)\|_{H^{s-p}} \right),$$

assuming some control of the Hölder norms

$$N_\gamma(t) = \|\eta(t)\|_{C^\gamma} + \|D_x |^{\frac{1}{2}} \psi(t)\|_{C^\gamma}$$

and

$$N^{(s_0)}_\rho(t) = \sum_{p=0}^{s_0} \left( \|Z^p \eta(t)\|_{C^{s_0-p}} + \|D_x |^{\frac{1}{2}} Z^p \psi(t)\|_{C^{s_0-p}} \right).$$

To estimate $M_\alpha^{(s_1)}$ we shall estimate the $L^2$-norm of $\partial_x^n Z^\alpha U$ for $(\alpha, n)$ in the set

$$\mathcal{P} = \{(\alpha, n) \in \mathbb{N} \times \mathbb{N}; 0 \leq n \leq s_1, \ 0 \leq \alpha \leq s - n\}.$$ 

(In fact, we shall estimate

$$\|\partial_x^n Z^\alpha \eta\|_{H^\beta} + \|D_x |^{\frac{1}{2}} \partial_x^n Z^\alpha \omega\|_{H^\beta} + \|D_x |^{\frac{1}{2}} \partial_x^n \omega\|_{H^{\beta - \frac{1}{2}}},$$

for some large enough exponent $\beta$, but small compared to $\gamma$; in this outline, we do not discuss this as well as other similar difficulties).

We shall proceed by induction. This requires to introduce a bijective map, denoted by $\Lambda$, from $\mathcal{P}$ to $\{0, 1, \ldots, \# \mathcal{P} - 1\}$. We find that it is convenient to chose $\Lambda$ such that $\Lambda(\alpha', n') < \Lambda(\alpha, n)$ holds if and only if either $n' < n$ or $[n' = n$ and $\alpha' < \alpha]$. This corresponds to

$$\Lambda(\alpha, n) = \sum_{p=0}^{n-1} (s + 1 - p) + \alpha.$$

Given an integer $K$ in $\{0, \ldots, \# \mathcal{P} \}$ we set

$$\mathcal{M}_K = \sum_{\Lambda(\alpha', n') \leq K-1} \|\partial_x^n Z^\alpha \eta\|_{L^2}.$$
As alluded to above, the Hilbert transform appears at several place in the analysis. The problem is that it is not bounded on Hölder spaces and one has only an estimate of the form: for any \( \rho \notin \mathbb{N} \), there exists \( K > 0 \) and for any \( \nu > 0 \), any \( v \in C^\rho \cap L^2 \),

\[
\| \mathcal{H}v \|_{C^\rho} \leq K \left[ \| v \|_{C^\rho} + \frac{1}{\nu} \| v \|_{C^\rho}^{1-\nu} \| v \|_{L^2} \right].
\]

Here one cannot overcome this problem and we are lead to introduce the norms

\[
N_K = N^{(s_0)}_\rho + \frac{1}{\nu} \left( N^{(s_0)}_\rho \right)^{1-\nu} (M_K)^\nu
\]

for some \( \nu > 0 \) (the optimal choice is \( \nu = \sqrt{\epsilon} \) for initial data of size \( \epsilon \)).

We shall prove that there are for any \( K = 0, \ldots, \# P - 1 \) a constant \( A_K \) and a non-decreasing function \( C_K(\cdot) \) such that for any \( \nu \in [0, 1] \), any positive numbers \( T_0, T \) and any \( t \in [T_0, T] \),

\[
M_{K+1}(t) \leq A_K M^{(s_1)}_\delta(T_0) + C_K(N^{(s_0)}_\rho(t))(1 + N_K(t))M_K(t)
+ \int_{T_0}^t C_K(N^{(s_0)}_\rho(t')) \| u(t', \cdot) \|_{C^\gamma}^2 M_{K+1}(t') \, dt'
+ \int_{T_0}^t C_K(N^{(s_0)}_\rho(t')) N_K(t')^2 M_K(t') \, dt'
\]

(setting \( N_0 = 0, M_0 = 0 \) when \( K = 0 \)).

This estimate will be used to prove that, if for any \( t \in [T_0, T] \) and any \( \epsilon \in [0, \epsilon_0] \)

\[
\| D_x \frac{1}{2} \psi(t, \cdot) \|_{C^{\gamma, 1}} + \| \eta(t, \cdot) \|_{C^\gamma} = O(\epsilon t^{-\frac{1}{2}})
\]

and

\[
N^{(s_0)}_\rho(t) = O(\epsilon t^{-\frac{1}{2}+\nu})
\]

for some constant \( 0 < \nu \ll 1 \), then there is an increasing sequence \((\delta_K)_{0 \leq k \leq \# P}\), depending only on \( \nu \) and \( \epsilon \) such that for any \( t \in [T_0, T] \) and any \( \epsilon \),

\[
M_K(t) = O(\epsilon t^{\delta_K}).
\]

The proof is by induction on \( K \). For \( K = \# P \) we obtain an estimate for \( M^{(s_1)}_\delta \). The key point is that, when we use Gronwall lemma to deduce from (4.1) a bound for \( M_{K+1} \), assuming that (4.2), (4.3), (4.4) hold, the coefficient of \( M_{K+1}(t') \) in the first integral in (4.1) is \( O(\epsilon^2 t^{-1}) \) by (4.2). In that way, it induces only a \( O(t^2 C) \) growth for \( M_{K+1} \). The fact that, on the other hand, \( M_K(t') \) in the second integral in (4.1) is multiplied by a factor that may grow like \( t^{-\frac{1}{2}+\delta} \) (with \( 0 < \delta \ll 1 \)) is harmless, as \( M_K(t') \) is a source term, already estimated in the preceding step of the induction.

The proof of (4.1) contains an analysis of independent interest. Namely, we shall prove various tame estimates for the action of iterated vector fields \( Z = t\partial_t + 2x\partial_x \) on the equations. Such
estimates have already been obtained by Wu [54] and Germain-Masmoudi-Shatah in [23]. We shall prove sharp tame estimates tailored to our purposes (one key point is to estimate the action of $Z^k$ on $F(\eta)\psi$). This part is quite technical and we refer the reader to Chapter 4 for precise statements. In this chapter, we shall prove that

$$ZG(\eta)\psi = G(\eta)((Z-2)\psi - BZ\eta) - \partial_x((Z\eta)V) + 2\{G(\eta),\eta\}B + 2V\partial_x\eta.$$ 

Since $B$ and $V$ are expressions of $\partial_x\eta, \partial_x\psi$ and $G(\eta)\psi$, one deduce from the above identity formulae for $ZB$ and $ZV$. This allows by induction to express the action of iterated vector fields $Z$ on the Dirichlet-Neumann operator $G(\eta)$ in terms of convenient classes of multilinear operators.
Chapter 1

Statement of the main results

In this chapter, we state the main Sobolev estimate whose proof is the goal of this paper, and we describe the global existence theorem for water waves equations established in [5] using these Sobolev bounds. Before stating the result, we define in a precise way the Dirichlet-Neumann operator that appears in the Craig-Sulem-Zakharov version of the water waves equation, and establish properties of this operator that are used in the sequel as well as in [5].

1.1 Definitions and properties of the Dirichlet-Neumann operator

Let $\eta: \mathbb{R} \to \mathbb{R}$ be a smooth enough function and consider the open set

$$\Omega := \{ (x, y) \in \mathbb{R} \times \mathbb{R}; \ y < \eta(x) \}.$$

If $\psi: \mathbb{R} \to \mathbb{R}$ is another function, and if we call $\phi: \Omega \to \mathbb{R}$ the unique solution of $\Delta \phi = 0$ in $\Omega$ satisfying $\phi|_{y=\eta(x)} = \psi$ and a convenient vanishing condition at $y \to -\infty$, one defines the Dirichlet-Neumann operator $G(\eta)$ by

$$G(\eta)\psi = \sqrt{1 + (\partial_x \eta)^2} \partial_n \phi|_{y=\eta},$$

where $\partial_n$ is the outward normal derivative on $\partial \Omega$, so that

$$G(\eta)\psi = (\partial_y \phi)(x, \eta(x)) - (\partial_x \eta)(\partial_x \phi)(x, \eta(x)).$$

The goal of this section is to make precise the above definition and to study the action of $G(\eta)$ on different spaces.

We shall reduce the problem to the negative half-space through the change of coordinates $(x, y) \mapsto (x, z = y - \eta(x))$, which sends $\Omega$ on $\{(x, z) \in \mathbb{R}^2; \ z < 0\}$. Then $\phi(x, y)$ solves $\Delta \phi = 0$ if and only if $\varphi(x, z) = \phi(x, z + \eta(x))$ is a solution of $P \varphi = 0$ in $z < 0$, where

$$P = (1 + \eta^2)\partial_z^2 + \eta' \partial_z + 2\eta' \partial_x \partial_z - \eta'' \partial_z$$ (1.1.1)
(we denote by $\eta'$ the derivative $\partial_x \eta$). The boundary condition becomes $\varphi(x, 0) = \psi(x)$ and $G(\eta)$ is given by

$$G(\eta)\psi = [(1 + \eta'^2)\partial_x \varphi - \eta'\partial_x \varphi] \big|_{z=0}.$$ 

It is convenient and natural to try to solve the boundary value problem

$$P\varphi = 0, \quad \varphi|_{z=0} = \psi$$

when $\psi$ lies in homogeneous Sobolev spaces. Let us introduce them and fix some notation.

We denote by $\mathcal{S}'(\mathbb{R})$ (resp. $\mathcal{S}'(\mathbb{R})$) the quotient space $\mathcal{S}'(\mathbb{R})/\mathbb{C}[X]$ (resp. $\mathcal{S}'(\mathbb{R})/\mathbb{C}$). If $\mathcal{S}\infty(\mathbb{R})$ (resp. $\mathcal{S}_1(\mathbb{R})$) is the subspace of $\mathcal{S}(\mathbb{R})$ made of the functions orthogonal to any polynomial (resp. to the constants), $\mathcal{S}\infty(\mathbb{R})$ (resp. $\mathcal{S}'_1(\mathbb{R})$) is the dual of $\mathcal{S}\infty(\mathbb{R})$ (resp. $\mathcal{S}_1(\mathbb{R})$). Since the Fourier transform realizes an isomorphism from $\mathcal{S}\infty(\mathbb{R})$ (resp. $\mathcal{S}_1(\mathbb{R})$) to

$$\hat{\mathcal{S}}\infty(\mathbb{R}) = \{u \in \mathcal{S}(\mathbb{R}); u^{(k)}(0) = 0 \text{ for any } k \in \mathbb{N}\}$$

(resp. $\hat{\mathcal{S}}_1(\mathbb{R}) = \{u \in \mathcal{S}(\mathbb{R}); u(0) = 0\}$), we get by duality that the Fourier transform defines an isomorphism from $\mathcal{S}\infty(\mathbb{R})$ to $(\hat{\mathcal{S}}\infty)'(\mathbb{R})$, which is the quotient of $\mathcal{S}'(\mathbb{R})$ by the subspace of distributions supported in $\{0\}$ (resp. from $\mathcal{S}'_1(\mathbb{R})$ to $(\hat{\mathcal{S}}_1)'(\mathbb{R}) = \mathcal{S}'(\mathbb{R})/\text{Vect}(\delta_0)$).

Let $\phi: \mathbb{R} \to \mathbb{R}$ be a function defining a Littlewood-Paley decomposition (see Appendix A.2) and set for $j \in \mathbb{Z}$, $\Delta_j = \phi(2^{-j}D)$. Then for any $u \in \mathcal{S}'_1(\mathbb{R})$, the series $\sum_{j \in \mathbb{Z}} \Delta_j u$ converges to $u$ in $\mathcal{S}\infty(\mathbb{R})$ (for the weak-* topology associated to the natural topology on $\mathcal{S}\infty(\mathbb{R})$). Let us recall (an extension of) the usual definition of homogeneous Sobolev or Hölder spaces.

**Definition 1.1.1.** Let $s', s$ be real numbers. One denotes by $\dot{H}^{s', s}(\mathbb{R})$ (resp. $\dot{\mathcal{C}}^{s', s}(\mathbb{R})$) the space of elements $u \in \mathcal{S}\infty(\mathbb{R})$ such that there is a sequence $(c_j)_{j \in \mathbb{Z}}$ in $\ell^2(\mathbb{Z})$ (resp. a constant $C > 0$) with for any $j$ in $\mathbb{Z}$,

$$\|\Delta_j u\|_{L_2} \leq C_j 2^{-j s' - j + s}$$

(resp.

$$\|\Delta_j u\|_{L_\infty} \leq C 2^{-j s' - j + s}$$

where $j_+ = \max(j, 0)$. We set $\dot{H}^{s'}$ (resp. $\dot{\mathcal{C}}^{s'}$) when $s = 0$.

The series $\sum_{j=0}^{+\infty} \Delta_j u$ always converges in $\mathcal{S}'(\mathbb{R})$ under the preceding assumptions, but the same is not true for $\sum_{j=-\infty}^{-1} \Delta_j u$. If $u$ is in $\dot{H}^{s', s}(\mathbb{R})$ with $s' < 1/2$ (resp. in $\dot{\mathcal{C}}^{s', s}(\mathbb{R})$ with $s' < 0$), then $\sum_{j=-\infty}^{-1} \Delta_j u$ converges normally in $L_\infty$, so in $\mathcal{S}'(\mathbb{R})$, and $u \to \sum_{j=0}^{+\infty} \Delta_j u$ gives the unique dilation and translation invariant realization of $\dot{H}^{s', s}$ (resp. $\dot{\mathcal{C}}^{s', s}(\mathbb{R})$) as a subspace of $\mathcal{S}'(\mathbb{R})$. One the other hand, if $s' \in [1/2, 3/2[$ (resp. $s' \in [0, 1]$), the space $\dot{H}^{s'}(\mathbb{R})$ (resp. $\dot{\mathcal{C}}^{s'}(\mathbb{R})$) admits no translation commuting realization as a subspace of $\mathcal{S}'(\mathbb{R})$, but the map $u \to \sum_{j=0}^{+\infty} \Delta_j u$ defines a dilation and translation commuting realization of these spaces as subspaces of $\mathcal{S}'_1(\mathbb{R})$. We refer to Bourdaud [11] for these properties.

For $k \in \mathbb{N}$, we denote by $C^k_{p}([-\infty, 0], \mathcal{S}\infty(\mathbb{R}))$ the space of functions $z \to u(z)$ defined on $]-\infty, 0]$ with values in $\mathcal{S}\infty(\mathbb{R})$, such that for any $\theta$ in $\mathcal{S}\infty(\mathbb{R})$, $z \to (u(z), \theta)$ is $C^k$, and there
is $M \in \mathbb{N}$ and a continuous semi-norm $p$ on $S_\infty(\mathbb{R})$, such that for any $k' = 0, \ldots, k$, any $\theta$ in $S_\infty(\mathbb{R})$,

$$|\partial^k_x \langle u(z), \theta \rangle| \leq p(\theta)(1 + |z|)^M.$$  

We denote by $\mathcal{D}'(-\infty, 0[, S'_\infty(\mathbb{R})]$ the dual space of $C^\infty_0(-\infty, 0[) \otimes S_\infty(\mathbb{R})$. We shall denote by $L^2(-\infty, 0[, S'_\infty(\mathbb{R})]$ the subspace of $\mathcal{D}'(-\infty, 0[, S'_\infty(\mathbb{R})$ made of those distributions $u$ such that for any $\theta \in S_\infty(\mathbb{R})$, $z \mapsto \langle u(z, \cdot), \theta \rangle$ is in $L^2(-\infty, 0[)$ and there are continuous semi-norms $p$ on $S_\infty(\mathbb{R})$ and an $L^2$-function $h$ on $]-\infty, 0]$ so that for any $\theta$ in $S_\infty(\mathbb{R})$, $|\langle u(z, \cdot), \theta \rangle| \leq p(\theta)h(z)$.

**Definition 1.1.2.** We denote by $E$ the space

$$E = \{ \varphi \in \mathcal{D}'(-\infty, 0[, S'_\infty(\mathbb{R})); \nabla_xz\varphi \in L^2(-\infty, 0[\times \mathbb{R}) \}.$$  

(We consider $L^2(-\infty, 0[, S'_\infty(\mathbb{R})$ as a subspace of $\mathcal{D}'(-\infty, 0[, S'_\infty(\mathbb{R})$ using that the natural map from $L^2(\mathbb{R})$ to $S_\infty(\mathbb{R})$ is injective). We endow $E$ with the semi-norm $\|\nabla_xz\varphi\|_{L^2L^2}$.)

**Remarks.** — If $\varphi$ is in $E$, then $\varphi$ belongs to $C^\infty_0(-\infty, 0[, S'_\infty(\mathbb{R})]$. In particular, $\varphi|_{z=0}$ is well defined as an element of $S_\infty(\mathbb{R})$. Actually, if $\varphi$ is a test function in $S_\infty(\mathbb{R})$, it may be written $\varphi = \partial_x\tilde{\varphi}$ for another function $\tilde{\varphi}$ in $S_\infty(\mathbb{R})$, so that, for any $\varphi$ in $C^\infty_0(-\infty, 0[)$,

$$\langle \varphi, \theta_0(z) \otimes \theta_1(x) \rangle = -\langle \partial_x\varphi, \theta_0(z) \otimes \tilde{\theta}_1(x) \rangle$$

which shows that $z \mapsto \langle \varphi(z, \cdot), \theta_1 \rangle$ is in $L^2(-\infty, 0[)$). Moreover, its $z$-derivative is also $L^2$, so that $z \mapsto \langle \varphi(z, \cdot), \theta_1 \rangle$ is a continuous bounded function.

— The semi-norm $\|\nabla_xz\varphi\|_{L^2L^2}$ is actually a norm on $E$, and $E$ endowed with that semi-norm is a Banach space. Actually, if $(\varphi_n)_n$ is a Cauchy sequence in $E$, if $\theta_0, \theta_1, \tilde{\theta}_1$ are as above, we may write

$$|\langle \varphi_n - \varphi_m, \theta_0(z) \otimes \theta_1(x) \rangle| \leq \|\partial_x(\varphi_n - \varphi_m)\|_{L^2L^2} \|\theta_0 \otimes \tilde{\theta}_1\|_{L^2L^2}$$

which shows that $(\varphi_n)_n$ converges to a limit $\varphi$ in $\mathcal{D}'(-\infty, 0[, S'_\infty(\mathbb{R})]$. That limit $\varphi$ satisfies $\nabla_xz\varphi \in L^2(-\infty, 0[, \mathbb{R})$ i.e. belongs to $E$.

The space $E$ introduced in Definition 1.1.2 is a natural one in view of the following lemma.

**Lemma 1.1.3.** Let $\psi$ be in $S'_\infty(\mathbb{R})$. There is an equivalence between

i) The function $x \mapsto \psi(x)$ is in $\dot{H}^{\frac{1}{2}}(\mathbb{R})$.

ii) The function $(x, z) \mapsto e^{zi|D_x|}\psi(x)$ is in $E$.

Moreover

$$(1.1.2) \quad \|\partial_x(e^{zi|D_x|}\psi)\|_{L^2L^2}^2 + \|\partial_z(e^{zi|D_x|}\psi)\|_{L^2L^2}^2 = \|D_x^{\frac{1}{2}}\psi\|_{L^2}^2.$$
Proof. If \( \psi \) is in \( \dot{H}^{3/2}(\mathbb{R}) \), it is clear that \( (x, z) \rightarrow e^{|D_x|z} \psi \) is a bounded function with values in \( S'_\infty(\mathbb{R}) \). Moreover,

\[
\| \partial_x (e^{|D_x|z} \psi) \|_{L^2 L^2}^2 = \frac{1}{2\pi} \int_{-\infty}^{0} \int e^{2i\xi z} |\hat{\psi}(\xi)|^2 |\xi|^2 d\xi dz = \frac{1}{2} \| D_x \frac{1}{2} \psi \|_{L^2}^2
\]

and \( \| D_x \frac{1}{2} \psi \|_{L^2} \) is equivalent to the \( \dot{H}^{3/2}(\mathbb{R}) \)-norm. As a similar computation holds for the \( \partial_z \)-derivative, the conclusion follows.

The preceding lemma gives a solution \( e^{|D_x|z} \psi \) to the boundary values problem \( \Delta (e^{|D_x|z} \psi) = 0 \) in \( z < 0 \), \( e^{|D_x|z} \psi |_{z=0} = \psi \). Let us study the corresponding non homogeneous problem.

**Lemma 1.1.4.** Let \( f \) be given in \( L^2(\mathbb{R}^n) \) and \( \psi \) be in \( S'_\infty(\mathbb{R}) \). There is a unique solution \( \varphi \) of the equation \( (\partial_x^2 + \partial_z^2) \varphi = f \) in \( z < 0 \), \( \varphi |_{z=0} = \psi \). It is given by the equality between elements of \( S'_\infty(\mathbb{R}) \) at fixed \( z \):

\[
\varphi(z, x) = e^{|D_x|z} \psi + \frac{1}{2} \int_{-\infty}^{0} e^{(z+z')|D_x|} |D_x|^{-1} f(z', \cdot) dz' - \frac{1}{2} \int_{-\infty}^{0} e^{-|z-z'||D_x|} |D_x|^{-1} f(z', \cdot) dz'.
\]

(1.1.3)

Moreover, if we assume that \( \nabla_{x,z} \varphi \) is in \( L^2([-\infty, 0] \times \mathbb{R}) \) (resp. that \( \varphi \) is in \( L^2([-\infty, 0] \times \mathbb{R}) \)) the solution \( \varphi \) is unique modulo constants (resp. is unique).

Proof. Let us show first that the integrals in the right hand side of (1.1.3) are converging ones when acting on a test function \( \theta \) in \( S'_\infty(\mathbb{R}) \). By definition of \( L^2([-\infty, 0], S'_\infty(\mathbb{R})) \), there is a semi-norm \( p \) in \( S'_\infty(\mathbb{R}) \), there is an \( L^2([-\infty, 0]) \) function \( z \rightarrow h(z) \) such that \( |\langle f(z', \cdot), \theta_1 \rangle| \leq p(\theta_1) h(z') \) for any \( \theta_1 \) in \( S'_\infty(\mathbb{R}) \), any \( z' < 0 \). Moreover, for any \( N \), \( |D_x|^N \) is an isomorphism from \( S'_\infty(\mathbb{R}) \) to itself. We may write for fixed \( z \) and for any \( \theta \) in \( S'_\infty(\mathbb{R}) \)

\[
(1.1.4) \int_{-\infty}^{z} e^{-|z-z'||D_x|} |D_x|^{-1} f(z', \cdot) \ \theta d'z'
\]

Any semi-norm of the term in the right hand side of the bracket is controlled uniformly in \( z < 0 \), \( z' < 0 \). It follows that the integral converges. The same is trivially true for the integral from \( z-1 \) to 0 of the integrand in the left hand side of (1.1.4). This shows also that the right hand side of (1.1.3) is in \( C^0_p([-\infty, 0], S'_\infty(\mathbb{R})) \). Taking the \( \partial_z \)-derivative, we get in the same way that \( \partial_z \varphi \) is in \( C^0_p([-\infty, 0], S'_\infty(\mathbb{R})) \). Moreover, a direct computation shows that we get a solution of \( (\partial_x^2 + \partial_z^2) \varphi = f \) with the wanted boundary data.
To prove uniqueness, we have to check that when $\psi = 0$, the unique function $\varphi$ in the space $C^1_p([-\infty, 0], S'_\infty(\mathbb{R}))$ satisfying $(\partial^2_x + \partial^2_z)\varphi = 0$ in $z < 0, \varphi|_{z=0} = 0$ is zero in that space. If we set

$$U = \begin{pmatrix} \varphi \\ \partial_z \varphi \end{pmatrix}, \quad A(D_x) = \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

this is equivalent to checking that the only solution of $\partial_z U = A(D_x)U$ in $C^0_p([-\infty, 0], S'_\infty(\mathbb{R}) \times S'_\infty(\mathbb{R}))$ with $U_1|_{z=0} = 0$ is zero. If we set

$$P(D_x) = \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad V = \begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = P(D_x)^{-1}U,$$

we are reduced to verifying that the unique $V$ in $C^0_p([-\infty, 0], S'_\infty(\mathbb{R}) \times S'_\infty(\mathbb{R}))$ such that $\partial_z V = \begin{pmatrix} 0 \\ -1 \end{pmatrix} V$ and $V_1 + V_2|_{z=0} = 0$ is zero in that space. It is sufficient to check that

\begin{align*}
V_2 &\in C^0_p([-\infty, 0], S'_\infty(\mathbb{R})) \text{ and } \partial_z V_2 + |D_x| V_2 = 0 \Rightarrow V_2 \equiv 0, \\
V_1 &\in C^0_p([-\infty, 0], S'_\infty(\mathbb{R})) \text{ and } \partial_z V_1 - |D_x| V_1 = 0 \Rightarrow V_1 \equiv 0.
\end{align*}

(1.1.5)

To prove the first implication, we take $\theta$ in $C^0_p([-\infty, 0], S'_\infty(\mathbb{R}))$ and set

$$\bar{\theta}(z, x) = \int_{-\infty}^0 e^{-(z'-z)|D_x|} \theta(z', \cdot) \, dz'.$$

If $\theta_1$ is some $C^\infty([-\infty, 0])$ function equal to one close to zero, such that $\theta_1(z)\theta(z, x) = \theta(z, x)$, we may write for any $M > 1$, using that $\bar{\theta}$ vanishes close to $z = 0$,

\begin{align*}
0 &= \int_{-\infty}^0 \langle (\partial_z + |D_x|) V_2, \theta_1(z/M) \bar{\theta}(z, \cdot) \rangle \, dz \\
&= \int_{-\infty}^0 \langle V_2, \theta(z, \cdot) \rangle \, dz - \int_{-\infty}^0 \langle V_2, \frac{1}{M} \theta'_1\left(\frac{z}{M}\right) \bar{\theta}(z, \cdot) \rangle \, dz
\end{align*}

and the conclusion will follow if one shows that the last integral goes to zero as $M$ goes to $+\infty$. Because of the fact that $V_2$ is assumed to be at most at polynomial growth, it is enough to show that any semi-norm of $\frac{1}{M} \theta'_1\left(\frac{z}{M}\right) \bar{\theta}(z, \cdot)$ in $S'_\infty(\mathbb{R})$ goes to zero more rapidly than $M^{-k}$ (or $|z|^{-k}$) for any $k$ when $M$ goes to $+\infty$. This follows from the fact that, as above, we may write $\bar{\theta}$ as

$$\int_a^0 e^{-(z'-z)|D_x|} \left((z'-z) |D_x|\right)^N \left(|D_x|^{-N} \theta(z', \cdot)\right) \frac{dz'}{\left(z'-z\right)^N}$$

if $a$ is such that $\text{Supp} \theta \subset [a, 0] \times \mathbb{R}$, if $z$ is in the support of $\theta'_1(\cdot/M)$ and $N$ is an arbitrary integer.

To prove the second implication (1.1.5), we argue in the same way, taking

$$\bar{\theta}(z, x) = \int_{-\infty}^z e^{-(z-z')|D_x|} \theta(z', \cdot) \, dz'.$$
and replacing $\theta_1$ by 1. Since $V_1|_{z=0} = 0$ and $\tilde{\theta}$ is supported for $z$ in a compact subset of $] - \infty, 0]$, we obtain

$$0 = \int_{-\infty}^{0} \langle (\partial_z - |D_x|) V_1, \tilde{\theta}(z, \cdot) \rangle \, dz = - \int_{-\infty}^{0} \langle V_1, \theta(z, \cdot) \rangle \, dz$$

this implies the conclusion.

The above uniqueness statement holds in general only in $C^1_p([ - \infty, 0], S'_{\infty}(\mathbb{R}))$ i.e. modulo polynomials at fixed $z$. Let us check that if we assume moreover that $\nabla_{x,z} \varphi$ belongs to $L^2([ - \infty, 0] \times \mathbb{R})$, then $\varphi$ is constant. By what we have just seen, we already know that for any fixed $z$, $x \to \partial_x \varphi(z, x)$ is zero in $S'_{\infty}(\mathbb{R})$ i.e. is a polynomial. Consequently, for almost every $z$, $x \to \varphi(z, x)$ has to be a polynomial such that $\partial_x \varphi(z, x)$ is in $L^2(dx)$. This implies that $\varphi$ has to be independent of $x$, which, together with the equation $(\partial_x^2 + \partial_z^2) \varphi = 0$ implies that $\varphi$ is a constant. If we assume that $\varphi$ is in $L^2([ - \infty, 0] \times \mathbb{R})$, one proves in the same way that $\varphi$ is zero. This concludes the proof.

We use now the preceding result to write the solution of the Dirichlet boundary values problem associated to the operator $P$ defined in (1.1.1) as the solution of a fixed point problem.

**Lemma 1.1.5.** Let $\psi$ be in $S'_1(\mathbb{R})$, $\eta$ in $C^\gamma(\mathbb{R})$ with $\gamma > 2$, $h_1, h_2$ two functions in $L^2([ - \infty, 0]\times \mathbb{R})$, with $\partial_x h_1$ in $L^2([ - \infty, 0], H^{-1}(\mathbb{R}))$. Let $\varphi$ be an element of the space $E$ of Definition 1.1.2, satisfying $P\varphi = \partial_x h_1 + \partial_z h_2$, $\varphi|_{z=0} = \psi$. Then $\varphi$ is in $C^1([ - \infty, 0], S'_{\infty}(\mathbb{R}))$ and satisfies the equality between functions in $C^0_p([ - \infty, 0], S'_{\infty}(\mathbb{R}))$

$$\varphi(z, x) = e^{z|D_z|}\psi + \frac{1}{2} \int_{-\infty}^{0} e^{(z+z')|D_z|}[\partial_x |D_x|^{-1}(\eta' \partial_z \varphi + h_2)] \, dz'$$

$$+ \frac{1}{2} \int_{-\infty}^{0} e^{(z+z')|D_z|}[-(\eta' \partial_x \varphi - \eta'' \partial_z^2 \varphi + h_1)] \, dz'$$

$$+ \frac{1}{2} \int_{-\infty}^{0} e^{-|z-z'||D_z|}[-\partial_z |D_z|^{-1}(\eta' \partial_z \varphi + h_2)] \, dz'$$

$$+ \frac{1}{2} \int_{-\infty}^{0} e^{-|z-z'||D_z|}[\text{sign}(z-z')(\eta' \partial_x \varphi - \eta'' \partial_z^2 \varphi + h_1)] \, dz'.$$

If we assume that $\psi$ is in $H^1(\mathbb{R})$, this equality holds modulo constants. Conversely, if $\varphi$ is in $E$ and satisfies (1.1.6), then $P\varphi = \partial_x h_1 + \partial_z h_2$, $\varphi|_{z=0} = \psi$.

**Proof.** The equation $P\varphi = \partial_x h_1 + \partial_z h_2$ implies

$$\partial_x^2 \varphi = -\frac{1}{1 + \eta^2} \partial_x^2 \varphi + 2\frac{\eta'}{1 + \eta^2} \partial_x \partial_z \varphi + \frac{\eta''}{1 + \eta^2} \partial_z^2 \varphi + \frac{\partial_x h_1 + \partial_z h_2}{1 + \eta^2}.$$  

(1.1.7)
The assumptions on $\eta$ imply that the coefficients of the first two and last terms (resp. of the third term) in the right hand side are in $C^{\gamma-1}(\mathbb{R})$ (resp. $C^{\gamma-2}(\mathbb{R})$). Since $\partial^2_z \varphi, \partial_z \partial_x \varphi, \partial_x h_1, \partial_x h_2$ (resp. $\partial_z \varphi$) are in $L^2([-\infty, 0], H^{-1}(\mathbb{R}))$ (resp. $L^2([-\infty, 0], L^2(\mathbb{R}))$), property (A.1.21) of the Appendix A.1 and assumption $\gamma > 2$ imply that $\partial^2_z \varphi$ is in $L^2([-\infty, 0], H^{-1}(\mathbb{R}))$. Consequently, if we set

$$(1.1.8) \quad f_1 = \eta' \partial_x \varphi - \eta^2 \partial_z \varphi + h_1, \quad f_2 = \eta' \partial_z \varphi + h_2, \quad f = \partial_z f_1 + \partial_x f_2,$$

we obtain that $f$ is in $L^2([-\infty, 0], S'_{\infty}(\mathbb{R}))$ and the equation $P \varphi = \partial_x h_1 + \partial_x h_2, \varphi|_{z=0} = \psi$ may be rewritten

$$(1.1.9) \quad (\partial_x^2 + \partial_z^2) \varphi = f, \quad \varphi(0, \cdot) = \psi.$$

Moreover, since $\partial^2_z \varphi$ is in $L^2([-\infty, 0], H^{-1}(\mathbb{R}))$ and $\partial_z \varphi$ in $L^2([-\infty, 0], S'_{\infty}(\mathbb{R}))$. Consequently, we may apply Lemma 1.1.4 which shows that the unique $C^1_{\mathbb{R}}([-\infty, 0], S'_{\infty}(\mathbb{R}))$ solution to (1.1.9) is given by (1.1.3). If we replace $f$ by its value given in (1.1.8), we deduce (1.1.6) from (1.1.3) if we can justify $\partial_x$-integration by parts of the $\partial_x f_1$ contribution to $f$. Let us do that for the second integral in the right hand side of (1.1.3) with $f$ replaced by $\partial_x f_1$. Take $\theta$ a test function in $S_{\infty}(\mathbb{R}), \theta_1$ in $C^1_0([-\infty, 0])$ equal to 1 close to zero. Compute

$$
\begin{align*}
\int_{-\infty}^0 & \langle e^{-|z-z'| |D_x|} |D_x|^{-1} f_1(z', \cdot), \theta \rangle \theta_1 \left( \frac{z'}{R} \right) dz' \\
= & \langle e^{-|z| |D_x|} f_1(0, \cdot), \theta \rangle \\
- & \int_{-\infty}^0 \langle e^{-|z-z'| |D_x|} \operatorname{sign}(z - z') f_1(z', \cdot), \theta \rangle \theta_1 \left( \frac{z'}{R} \right) dz' \\
- & \int_{-\infty}^0 \langle e^{-|z-z''| |D_x|} |D_x|^{-1} f_1(z', \cdot), \theta \rangle \frac{1}{R} \theta_1' \left( \frac{z'}{R} \right) dz'.
\end{align*}

(1.1.10)

$$

Since $f_1$ is in $L^2 L^2$, the first integral in the right hand side may be written

$$
\frac{1}{2\pi} \int_{-\infty}^0 \int e^{-|z-z'| |\xi|} \operatorname{sign}(z - z') \hat{f}_1(z', \xi) \hat{\theta}(-\xi) \theta_1 \left( \frac{z'}{R} \right) dz' d\xi,
$$

where $\hat{\theta}$ is in $\mathcal{S}(\mathbb{R})$ and vanishes at infinite order at $\xi = 0$, converges when $R$ goes to $+\infty$ to the same quantity with $\theta_1$ replaced by 1. On the other hand, the last integral

$$
\frac{1}{2\pi} \int_{-\infty}^0 \int e^{-|z-z'| |\xi|} |\xi|^{-1} \hat{f}_1(z', \xi) \hat{\theta}(-\xi) \frac{1}{R} \theta_1 \left( \frac{z'}{R} \right) dz' d\xi,
$$

goes to zero if $R$ goes to $+\infty$, using again the vanishing properties if $\hat{\theta}$ at $\xi = 0$. To finish the justification of the integration by parts, we just need to see that the left hand side of (1.1.1) converges when $R$ goes to infinity to the same quantity with $\theta_1$ dropped. This follows in the same way since $\partial_z f$ is in $L^2([-\infty, 0], H^{-1}(\mathbb{R}))$. 

27
The equality (1.1.6) holds in the space $C_p^1([-\infty, 0], S'_\infty(\mathbb{R}))$ i.e. modulo polynomials for each fixed $z$. To check that it actually holds modulo a constant when we assume that $\psi$ is in $\dot{H}^{1/2}(\mathbb{R})$, it is enough, according to Lemma 1.1.4, to verify that the $(x,z)$-gradient of both sides belongs to $L^2([-\infty, 0] \times \mathbb{R})$. This is true for $\varphi$ by assumption. On the other hand, Lemma 1.1.3 shows that $\nabla_{x,z}(e^{z|D_x|\psi})$ belongs to that space. It remains to show that if $g$ is in $L^2L^2$ then $\int_{-\infty}^{0} e^{-|z+z'|\xi} |g(z', \xi)| dz'$ is in $L^2([-\infty, 0] \times \mathbb{R}; dz d\xi)$, which is trivial.

Conversely, if $\varphi$ is in $C^0_p([-\infty, 0], S'_\infty(\mathbb{R}))$ and $\nabla_{x,z}\varphi$ in $L^2([-\infty, 0] \times \mathbb{R})$ and solves (1.1.6), one checks that $P\varphi = \partial_x h_1 + \partial_x h_2$ by a direct computation.

The main result of this section, that allows one to define rigorously the Dirichlet-Neumann operator, and prove some of its property, is the following.

**Proposition 1.1.6.** Let $\gamma$ be a real number, $\gamma > 2$, $\gamma \notin \frac{1}{2}\mathbb{N}$.

i) There is $\delta > 0$ such that for any $\eta$ in $C^\gamma(\mathbb{R})$ with $\|\eta\|_{L^\infty} < \delta$, for any $\psi$ in $\dot{H}^{1/2}(\mathbb{R})$, any $h = (h_1, h_2)$ in $L^2L^2$ with $\partial_z h_1$ in $L^2([-\infty, 0], H^{-1}(\mathbb{R}))$ the equation $P\varphi = \partial_x h_1 + \partial_x h_2$, $\varphi|_{z=0} = \psi$ has a unique solution $\varphi$ in $E$. Moreover there is a continuous non decreasing function $C : \mathbb{R}_+ \to \mathbb{R}_+$ such that for any $\eta, \varphi, \psi, h$ as above

\begin{equation}
\|\nabla_{x,z}\varphi\|_{L^2L^2} \leq C(\|\eta\|_{L^\infty}) \left(\|D_x^{1/2}\psi\|_{L^2} + \|h\|_{L^2L^2}\right),
\end{equation}

\begin{equation}
\|\nabla_{x,z}(\varphi - e^{z|D_x|\psi})\|_{L^2L^2} \leq C(\|\eta\|_{L^\infty}) \left(\|\eta\|_{L^\infty} \|D_x^{1/2}\psi\|_{L^2} + \|h\|_{L^2L^2}\right)
\end{equation}

Moreover, if $\|\eta\|_{C^{\gamma-1}} < \delta$ and $h = 0$, then $\nabla_{x,z}\varphi$ is in $(L^\infty \cap C^0([-\infty, 0], H^{-1}(\mathbb{R}))$, $(1 + \eta^2)\partial_z \varphi - \eta' \partial_x \varphi$ is in $(L^\infty \cap C^0([-\infty, 0], H^{-1}(\mathbb{R}))$ and

\begin{equation}
\sup_{z \leq 0} \|\nabla_{x,z} e^{z|D_x|\psi}\|_{H^{-1}} \leq C \|D_x^{1/2}\psi\|_{L^2},
\end{equation}

\begin{equation}
\sup_{z \leq 0} \|\nabla_{x,z}(\varphi - e^{z|D_x|\psi})\|_{H^{-1}} \leq C \|\eta\|_{L^\infty} \|D_x^{1/2}\psi\|_{L^2},
\end{equation}

\begin{equation}
\sup_{z \leq 0} \|(1 + \eta^2)\partial_z \varphi - \eta' \partial_x \varphi\|_{H^{-1}} \leq C \|D_x^{1/2}\psi\|_{L^2}.
\end{equation}

i) bis. Let $\mu \in [0, +\infty[$, $\gamma > \mu + \frac{3}{2}$ and assume that $\psi$ is in $\dot{H}^{\frac{1}{2}+\mu+\frac{1}{2}}$. Then the unique function $\varphi$ found in i) when $h = 0$ is such that $\nabla_{x,z}\varphi$ is in $L^2([-\infty, 0], H^{\mu+\frac{1}{2}})$, $(1 + \eta^2)\partial_z \varphi - \eta' \partial_x \varphi$ is in $C^0([-\infty, 0], H^{\mu+\frac{1}{2}})$ and

\begin{equation}
\sup_{z \leq 0} \|(1 + \eta^2)\partial_z \varphi - \eta' \partial_x \varphi\|_{H^\mu} \leq C \|D_x^{1/2}\psi\|_{H^\mu+\frac{1}{2}}.
\end{equation}

ii) There is $\delta > 0$ such that for any $\eta \in C^\gamma(\mathbb{R}) \cap L^2(\mathbb{R})$ satisfying

\begin{equation}
\|\eta\|_{C^{\gamma-1}} + \|\eta\|_{L^2}^{1/2} \|\eta\|_{H^{-1}}^{1/2} < \delta,
\end{equation}
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any $\psi$ in $\dot{H}^{1/2}(\mathbb{R}) \cap \dot{C}^{1,\gamma-1/2}(\mathbb{R})$, the unique solution given in i) when $h = 0$ satisfies

$$
\|\nabla_{x,z} \varphi\|_{L^\infty([-\infty,0], C^{\gamma-1})} \leq C \left(\|\eta'\|_{C^{\gamma-1}}\right) \|D_x \frac{1}{2} \psi\|_{C^{\gamma-1/2}}.
$$

Moreover, if $0 < \theta' < \theta < \frac{1}{2}$ and if $\|\eta'\|_{H^{-1}} \|\eta'\|_{C^{-1}}$ is bounded, one has the estimate

$$
\sup_{z \leq 0} \|D_x \nabla_{x,z} \varphi - \eta' \partial_x \varphi\|_{L^\infty} \leq C \|D_x \frac{3}{2} \psi\|_{C^{\gamma-1/2}}.
$$

**Notation.** We shall denote by $\mathcal{E}$ the set of couples

$$(\eta, \psi) \in C^{\gamma}(\mathbb{R}) \times (\dot{H}^{1/2}(\mathbb{R}) \cap \dot{C}^{1,\gamma-1/2}(\mathbb{R}))$$

such that the condition (1.1.17) holds. By the proposition, the boundary value problem $P\varphi = 0$, $\varphi|_{z=0} = \psi$ will have a unique solution $\varphi$ satisfying all the statements of i) and ii) of the proposition.

**Proof.** By Lemma 1.1.5, the equation $P\varphi = \partial_z h_1 + \partial_x h_2$, $\varphi|_{z=0} = \psi$ has a solution in $E$ if and only if the fixed point problem (1.1.6) has a solution in $E$. Moreover, since (1.1.6) holds modulo constants, we get

$$
\nabla_{x,z} \varphi(z,x) = e^{z|D_x|} \left( \frac{\partial_x \psi}{|D_x|} \right)
$$

$$
+ \int_{-\infty}^{0} K(z,z') M(\eta') \cdot \nabla_{x,z} \varphi(z',\cdot) dz' + \int_{-\infty}^{0} K(z,z') M_0 h(z',\cdot) dz' + \left( \eta' \partial_x \varphi - \eta'' \partial_x \varphi + h_1 \right)
$$

where $h = (h_1, h_2)$, $K(z,z')$, $M_0$, $M(\eta')$ are the matrices of operators

$$
K(z,z') = \frac{1}{2} e^{(z+z')|D_x|} \begin{pmatrix} \frac{\partial_x}{|D_x|} & \frac{\partial_x}{|D_x|} \\ \frac{\partial_x}{|D_x|} & \frac{\partial_x}{|D_x|} \end{pmatrix}
$$

$$
+ \frac{1}{2} e^{-|z-z'||D_x|} \begin{pmatrix} \frac{\partial_x}{|D_x|} & \frac{\partial_x}{|D_x|} \\ \frac{-\partial_x}{|D_x|} & \frac{-\partial_x}{|D_x|} \end{pmatrix},
$$

$$
M(\eta') = \begin{pmatrix} 0 & \frac{\partial_x}{|D_x|} \\ -\eta' & \eta'' \end{pmatrix}, \quad M_0 = \begin{pmatrix} 0 & \frac{\partial_x}{|D_x|} \\ -1 & 0 \end{pmatrix}.
$$

Let us notice first that if $U$ is in $L^2([-\infty,0] \times \mathbb{R})$, then $\left| \int_{-\infty}^{0} K(z,z') U(z',\xi) dz' \right|$ may be bounded from above by expressions of the form

$$
\int_{-\infty}^{0} e^{-|z-z'||\xi|} |\xi| \tilde{u}(z',\xi) dz'
$$
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where $u$ stands for one component of $U$. It follows that $U \to \int_{-\infty}^{0} K(z, z') U \, dz'$ is bounded from $L^2([-\infty, 0]) \times \mathbb{R}$ to itself. Moreover,

(1.1.22) \[ \| M_0 h \|_{L^2} \leq \| h \|_{L^2}, \]

\[ \| M(\eta') U \|_{L^2} \leq C(\| \eta' \|_{L^\infty}) \| \eta' \|_{L^\infty} \| U \|_{L^2}. \]

Consequently

(1.1.23) \[ \| \nabla_{x,z} \varphi - e^{x|D_x|} \left( \frac{\partial_x \psi}{|D_x| \psi} \right) \|_{L^2L^2} \leq C(\| \eta' \|_{L^\infty}) \| \eta' \|_{L^\infty} \| \nabla_{x,z} \varphi \|_{L^2L^2} + C \| h \|_{L^2L^2}. \]

This, and the fact that by Lemma 1.1.3, $e^{x|D_x|} \left( \frac{\partial_x \psi}{|D_x| \psi} \right)$ is in $L^2L^2$ if $\psi$ belongs to $\dot{H}^{1/2}(\mathbb{R})$, implies that for $\| \eta' \|_{L^\infty}$ small enough, the fixed point problem (1.1.6) has a unique (modulo constants) solution in $E$. Moreover, the norm of $\varphi$ in $E$, i.e. $\| \nabla_{x,z} \varphi \|_{L^2L^2}$ is bounded according to (1.1.23) and (1.1.2) by $2(\| |D_x|^{1/2} \psi \|_{L^2} + C \| h \|_{L^2L^2})$ if $\| \eta' \|_{L^\infty}$ is small enough. This gives (1.1.11) and (1.1.12).

We notice next that (1.1.13) holds by definition of the $\dot{H}^{1/2}(\mathbb{R})$-norm. To prove (1.1.14), we shall show that the fixed point problem (1.1.6) has a unique (modulo constants) solution $\varphi$ in the subspace of $E$ formed by those functions $\varphi$ for which $\sup_{z \leq 0} \| \nabla_{x,z} \varphi(z, \cdot) \|_{H^{-1/2}} < +\infty$. Taking (1.1.13) into account, we see from (1.1.20) that it is enough to show that

(1.1.24) \[ \sup_{z \leq 0} \left\| \int_{-\infty}^{0} K(z, z') M(\eta') \cdot \nabla_{x,z} \varphi(z', \cdot) \, dz' \right\|_{H^{-1/2}} \leq C(\| \eta' \|_{L^\infty}) \| \eta' \|_{L^\infty} \| D_x \|_{H^{-1/2}} \]

and

(1.1.25) \[ \sup_{z \leq 0} \| \eta' \partial_x \varphi - \eta'^2 \partial_{x,z} \varphi \|_{H^{-1/2}(\mathbb{R})} \leq C(\| \eta' \|_{C^{\gamma-1}}) \| \eta' \|_{C^{\gamma-1}} \sup_{z \leq 0} \| \nabla_{x,z} \varphi \|_{H^{-1/2}(\mathbb{R})}. \]

Inequality (1.1.25) follows from Property (A.1.21) in Appendix A.1. Taking into account (1.1.22) we see that (1.1.24) will follows from (1.1.11) if we prove that, for any $g$ in $L^2([-\infty, 0]) \times \mathbb{R}$, there is an $\ell^2(\mathbb{Z})$-sequence $(c_j)_j$ such that

\[ \sup_{z \leq 0} \left\| \int_{-\infty}^{0} K(z, z') (\Delta_j g)(z', \cdot) \, dz' \right\|_{L^2} \leq c_j 2^{j/2} \| g \|_{L^2L^2} \]

for any $j$ in $\mathbb{Z}$. According to the definition of $K$, the left hand side of this inequality is bounded from above in terms of

\[ \left\| \int_{-\infty}^{0} e^{-|z-z'| \| \xi \|} \left| \mathbf{1}_{|z| < 2^{-j} \| \xi \| < c \Delta_j g(z', \xi)} \, dz' \right\|_{L^2(d\xi)} \]

which has the wanted upper bound by Cauchy-Schwarz.
To prove (1.1.15), we rewrite the second component of equality (1.1.20) as

\[ (1 + \eta^2) \partial_z \varphi - \eta \partial_z \varphi = e^{z[D_x]} |D_x| \psi + \int_{-\infty}^0 [K(z, z') M(\eta') \cdot \nabla_{x,z} \varphi(z', \cdot)] \, dz' \]

where \([\cdot]_2\) stands for the second component. By (1.1.13) and (1.1.24), we conclude that (1.1.15) holds.

We notice also that the right hand side of (1.1.26) is a continuous function of \(z\) with values in \(H^{-1/2}\). This is trivial for the \(e^{z[D_x]} |D_x| \psi\) contribution. For the integral term, it suffices to show that if \(g\) is in \(L^2([-\infty, 0] \times \mathbb{R})\), then \(\left\| \int_{-\infty}^0 [K(z, z') - K(z_0, z')] g(z', \cdot) \, dz' \right\|_{H^{-1/2}}\) goes to zero if \(z\) goes to \(z_0\). This reduces to showing that

\[
\left\| \int_{-\infty}^0 \left[ e^{-|z+z'|/|\xi|} - e^{-|z_0+z'|/|\xi|} \right] |\xi|^{1/2} \left[ \hat{g}(z', \xi) \right] \, dz' \right\|_{L^2(d\xi)}
\]

goes to zero if \(z\) goes to \(z_0\). This follows by dominated convergence, from Cauchy-Schwarz and the fact that

\[
C(z, z_0, \xi) = \int_{-\infty}^0 \left| e^{-|z+z'|/|\xi|} - e^{-|z_0+z'|/|\xi|} \right|^2 |\xi| \, dz'
\]

is uniformly bounded and goes to zero as \(z\) goes to \(z_0\) at fixed \(\xi\).

The same proof shows that \(\partial_z \varphi\) is also continuous on \([-\infty, 0]\) with values in \(H^{-1/2}(\mathbb{R}) \subset H^{-\frac{1}{4}}(\mathbb{R})\). Using (1.1.26) to express \(\partial_z \varphi\) from \(e^{z[D_x]} \partial_x \varphi - \eta \partial_x \varphi\) and \(\partial_z \varphi\), we conclude that \(\partial_z \varphi\) is also continuous with values in \(H^{-\frac{1}{4}}(\mathbb{R})\).

This concludes the proof of \(i)\) of Proposition 1.1.6.

\(i)\) bis. By \(i)\), we only need to study large frequencies. We notice that if \(\psi\) is in \(H^{1/2+\frac{1}{4}}\), \(e^{z[D_x]} \left( \frac{\partial_x \psi}{|D_x| \psi} \right)\) is in \(L^2([-\infty, 0], H^{1/2+\frac{1}{4}})\). Moreover, we have seen after (1.1.21) that \(U \to \int_{-\infty}^0 K(z, z') U(z', \cdot) \, dz'\) is bounded on \(L^2 L^2\). Consequently, for any \(j > 0\)

\[
\left\| \Delta_j \int_{-\infty}^0 K(z, z') M(\eta') \nabla_{x,z} \varphi(z', \cdot) \, dz' \right\|_{L^2 L^2} \leq C \left\| \Delta_j \left[ M(\eta') \nabla_{x,z} \varphi \right] \right\|_{L^2 L^2}.
\]

Since \(\gamma > \mu + \frac{3}{2}\), we have the product law \(C^{\gamma-1} H^{1/2+\frac{1}{4}} \subset H^{1/2+\frac{1}{4}}\) so the right hand side of the preceding equality is bounded from above by

\[
C(\|\eta\|_{C^{\gamma-1}}) \|\eta\|_{C^{\gamma-1}} 2^{-j(\mu+\frac{1}{4})} c_j(z') \left\| \nabla_{x,z} \varphi \right\|_{L^2 H^{1/2+\frac{1}{4}}},
\]

where \(\sum_j \|c_j(z')\|^2_{L^2(\mathbb{R})} < +\infty\). We conclude that

\[
\left\| \nabla_{x,z} \varphi(z', \cdot) - e^{z[D_x]} \left( \frac{\partial_x \psi}{|D_x| \psi} \right) \right\|_{L^2([-\infty, 0], H^{1/2+\frac{1}{4}})} \leq C(\|\eta\|_{C^{\gamma-1}}) \|\eta\|_{C^{\gamma-1}} \left\| \nabla_{x,z} \varphi \right\|_{L^2 H^{1/2+\frac{1}{4}}},
\]
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so that the fixed point giving \( \varphi \) provides a solution in \( E \) with \( \nabla_{x,z} \varphi \in L^2(\mathbb{R}) \) and \( \| \nabla_{x,z} \varphi \|_{L^2 H^{\mu+\frac{1}{2}}} \leq C \| D_x \frac{1}{2} \psi \|_{H^{\mu+\frac{1}{2}}} \).

Let us check that \((1+\eta^2)\partial_x \varphi - \eta^2 \partial_x \varphi \) is in \( L^\infty(\mathbb{R}) \). The case of low frequencies follows again from \( i \). Thus, by (1.1.26), we just need to study for \( j > 0 \) the \( L^2 \)-norms in \( x \) of

\[
\Delta_j e^{\frac{1}{2} \partial_x} |D_x| \psi
\]

\[
\Delta_j \int_0^1 K(z,z') M(\eta') \nabla_{x,z} \varphi(z',\cdot) \, dz'.
\]

The \( L^2(dx) \)-norm of the first expression is bounded uniformly in \( z \leq 0 \) by

\[
C 2^{j/2} \| \Delta_j |D_x| \frac{1}{2} \psi \|_{L^2} \leq C 2^{-j\mu} \| \Delta_j |D_x| \frac{1}{2} \psi \|_{H^{\mu+\frac{1}{2}}}.
\]

On the other hand, the \( L^2 \)-norm of the second quantity is smaller than

\[
(1.1.27) \quad 2^{-j(\mu+\frac{1}{2})} \left\| \int_0^1 e^{-|z-z'|\|\xi\|} 1_{C^{-1}j \leq |\xi| < C2^j} |\xi| g_j(z',\xi) \, dz' \right\|_{L^2(d\xi)}
\]

where

\[
g_j(z',\xi) = 2^{j(\mu+\frac{1}{2})} \Delta_j [M(\eta') \nabla_{x,z} \varphi(z',\cdot)](\xi).
\]

By the product lax \( C^{-1} \cdot H^{\mu+\frac{1}{2}} \subset H^{\mu+\frac{1}{2}} \), we know that

\[
\sum_{j>0} \| g_j \|^2_{L^2 L^2} \leq C \| \eta' \|_{C^{-1}} \| \nabla_{x,z} \varphi \|^2_{L^2 H^{\mu+\frac{1}{2}}}.
\]

Cauchy-Schwarz then shows that (1.1.27) is bounded from above by \( C 2^{-j\mu} \| g_j \|_{L^2 L^2} \). This gives the wanted inequality (1.1.16). The continuity is established as in \( i \).

Before starting the proof of \( ii \), we state the following lemma.

**Lemma 1.1.7.** Let \( \tilde{\phi} \) be in \( C^\infty_0(\mathbb{R}^*) \), \( \tilde{\chi} \) in \( C^\infty_0(\mathbb{R}) \) with \( \tilde{\chi} \) equal to one close to zero. Let \( b \) be some function homogeneous of degree \( r > 0 \), analytic outside 0. For \( j \) in \( \mathbb{N}^* \), \( z, z' \leq 0 \), \( x \in \mathbb{R} \), define

\[
(1.1.28) \quad k^\pm_j(z,z',x) = \frac{1}{2\pi} \int e^{ix\xi - |z-z'|\|\xi\|} |b(\xi) \tilde{\phi}(2^{-j} \xi)| \, d\xi.
\]

Denote by \( k^\pm_0(z,z',x) \) the similar integral with \( \tilde{\phi}(2^{-j}\xi) \) replaced by \( \tilde{\chi}(\xi) \). There is \( C > 0 \) such that for any \( j \) in \( \mathbb{N}^* \),

\[
(1.1.29) \quad \sup_{z \leq 0} \left\| \int_{\mathbb{R}} k^\pm_j(z,0,x-x') g(x') \, dx' \right\|_{L^\infty(dx)} \leq C 2^{jr} \| g \|_{L^\infty}
\]

and

\[
(1.1.30) \quad \sup_{z \leq 0} \left\| \int_{-\infty}^0 \int_{\mathbb{R}} k^\pm_j(z,z',x-x') g(z',x') \, dz' \, dx' \right\|_{L^\infty(dx)} \leq C 2^{jr-1} \| g \|_{L^\infty L^\infty}.
\]
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Moreover, when \( 0 < r < 1 \),

\[
(1.1.31) \quad \sup_{z \leq 0} \left\| \int_{\mathbb{R}} k_0^\pm(z, 0, x - x') g(x') \, dx' \right\|_{L^\infty(dx)} \leq C \| g \|_{L^\infty}
\]

and if \( 0 < r \leq 1 \) and \( p \in ]1, 1/(1 - r)[ \),

\[
(1.1.32) \quad \sup_{z \leq 0} \left\| \int_{-\infty}^{0} \int_{\mathbb{R}} k_0^\pm(z', x - x') g(z', x') \, dz' \, dx' \right\|_{L^\infty(dx)} \leq C \| g \|_{L^\infty L^p}.
\]

**Proof.** For \( j \) in \( \mathbb{N}^* \), we perform the change of variables \( \xi = 2^j \xi' \) in (1.1.28). Making then \( \partial_{\xi'} \)-integration by parts, we get a bound

\[
|k_j^\pm(z, z', x)| \leq C_N 2^{j(1+r)} (1 + 2^j |x| + 2^j |z \pm z'|)^{-N}
\]

for any \( N \) in \( \mathbb{N} \). This implies immediately (1.1.29) and (1.1.30). To treat the case \( j = 0 \), we remark that, in the expression

\[
\int e^{i z \xi - |z \pm z'| \xi} b(\xi) \tilde{\chi}(\xi) \, d\xi
\]

we may deform in the complex domain the integration contour close to \( \xi = 0 \), replacing \( \xi \) by \( \xi + i \varepsilon (\text{sign} x) \xi \). We obtain

\[
(1.1.33) \quad |k_0^\pm(z, z', x)| \leq C(1 + |x| + |z - z'|)^{-1-r}.
\]

Since \( r > 0 \), (1.1.31) follows at once. To get (1.1.32), we bound the left hand side by

\[
\left( \sup_{z \leq 0} \int_{-\infty}^{0} \left[ \int_{\mathbb{R}} k_0^\pm(z, z', x') \, dx' \right]^{\frac{1}{p'}} \, dz' \right) \| g \|_{L^\infty L^p}
\]

where \( p' > 1 \) is the conjugate exponent of \( p \). Using the bound (1.1.33) and \( r > 1/p' \), we get the finiteness of this quantity. \( \square \)

**End of the proof of Proposition 1.1.6.** To prove ii) of the proposition, it is enough to show that under the smallness condition (1.1.17), the fixed point problem (1.1.6) has a unique (up to constants) solution in the subspace of those \( \varphi \) in \( E \) such that \( \sup_{z \leq 0} \| \nabla_{x, z} \varphi \|_{C^{\gamma-1}} < +\infty \). According to (1.1.20), this will hold if we prove that

\[
(1.1.34) \quad \sup_{z \leq 0} \| e^{z |D_x|} (\partial_z \psi, |D_x| \psi) \|_{C^{\gamma-1}} \leq C \| |D_x|^{\frac{1}{2}} \psi \|_{C^{\gamma-1} - \frac{1}{2}},
\]

\[
(1.1.35) \quad \sup_{z \leq 0} \| (\eta' - \eta^2 \partial_z \varphi)(z, \cdot) \|_{C^{\gamma-1}} \leq C \left( \| \eta' \|_{C^{\gamma-1}} \right) \| \eta' \|_{C^{\gamma-1}} \| \nabla_{x, z} \varphi \|_{L^\infty C^{\gamma-1}},
\]
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and

$$\sup_{z \leq 0} \left\| \int_{-\infty}^{0} K(z, z') M(\eta') \cdot \nabla \varphi(z', \cdot) \, dz' \right\|_{C^{\gamma-1}}$$

$$\leq C \left( \|\eta'\|_{C^{\gamma-1}} \right) \left( \|\eta'\|_{C^{\gamma-1}} + \|\eta'\|_{C^{\gamma-1}}^{1/2} \|\eta'\|_{H^{1}} \right) \|\nabla x, z \varphi\|_{L^{\infty}C^{\gamma-1}}.$$ 

Moreover, these inequalities, (1.1.20) and the smallness condition (1.1.17) imply that estimate (1.1.18) holds.

We notice that (1.1.35) is trivial. To prove (1.1.34), we write the function in the left hand side as $e^{z|Dx|}b(D_x)|D_x|^{1/2} \psi$ for some $b(\xi)$ homogeneous of degree $1/2$. Then using the notations of Lemma 1.1.7, for $j > 0$,

$$\Delta_j(e^{z|Dx|}b(D_x)|D_x|^{1/2} \psi) = \int k_j^+(z, 0, x-x')[|D_x|^{1/2} \Delta_j \psi] (x') \, dx',$$

$$S_0(e^{z|Dx|}b(D_x)|D_x|^{1/2} \psi) = \int k_0^+(z, 0, x-x')[|D_x|^{1/2} S_0 \psi] (x') \, dx'.$$

Estimates (1.1.29), (1.1.31) with $r = 1/2$ show that the $L^\infty$-norm of these quantities is bounded by $2^{-j(\gamma-1/2)} \|D_x|^{1/2} \psi\|_{C^{\gamma-1/2}}$ uniformly in $z \leq 0$, whence (1.1.34).

To prove (1.1.35), we notice that by (1.1.21), the operator associating to a $\mathbb{R}^2$-valued function $g$, $\int_{-\infty}^{0} K(z, z') \Delta_j g(z', \cdot) \, dz'$ (resp. $\int_{-\infty}^{0} K(z, z') S_0 g(z', \cdot) \, dz'$) may be written from

$$\int_{-\infty}^{0} k_j^+(z, z', x-x') \Delta_j g_{\ell}(z', x') \, dx'$$

(resp. the same expression with $j = 0$ and $\Delta_j$ replaced by $S_0$), where $g_{\ell}$ is a component of $g$, and $k_j$ is given by (1.1.28) with $b$ homogeneous of degree 1. It follows from (1.1.30) with $r = 1$ that

$$\sup_{z \leq 0} \left\| \Delta_j \int_{-\infty}^{0} K(z, z') M(\eta') \cdot \nabla \varphi(z', \cdot) \, dz' \right\|_{L^{\infty}}$$

$$\leq C \left\| \Delta_j M(\eta') \cdot \nabla \varphi \right\|_{L^{\infty}L^{\infty}} \leq C 2^{-j(\gamma-1)} \sup_{z \leq 0} \left\| \Delta_j M(\eta') \cdot \nabla \varphi(z', \cdot) \right\|_{C^{\gamma-1}}$$

Since the Hilbert transform is bounded on the subspace of those $f$ in $C^{\gamma-1}$ whose Fourier transform vanishes on a neighborhood of the origin, the expression (1.1.21) of $M(\eta')$ shows that this quantity is smaller than

$$C \left( \|\eta'\|_{C^{\gamma-1}} \right) \|\eta'\|_{C^{\gamma-1}} \sup_{z' \leq 0} \left\| \nabla \varphi(z', \cdot) \right\|_{C^{\gamma-1}} 2^{-j(\gamma-1)}.$$ 

On the other hand, (1.1.32) shows that

$$\sup_{z \leq 0} \left\| S_0 \int_{-\infty}^{0} K(z, z') M(\eta') \cdot \nabla \varphi(z', \cdot) \, dz' \right\|_{L^{\infty}} \leq C \left\| S_0 M(\eta') \cdot \nabla \varphi \right\|_{L^{\infty}L^{p}}.$$
Since the Hilbert transform involved in the definition of $M(\eta')$ is bounded on $L^p$ for $1 < p < \infty$, we see that we are reduced to estimating $\|S_0(\eta' \nabla \varphi)\|_{L^\infty L^p}$ and $\|S_0(\eta^2 \nabla \varphi)\|_{L^\infty L^p}$. Taking $p > 2$, we conclude that (1.1.38) is bounded from above by a multiple of

$$\|S_0(\eta' \nabla \varphi)\|_{L^\infty L^2}^{\frac{2}{L} L^2} \|S_0(\eta' \nabla \varphi)\|_{L^\infty L^\infty}^{1-\frac{2}{L} L^2} + \|S_0(\eta^2 \nabla \varphi)\|_{L^\infty L^2}^{\frac{2}{L} L^2} \|S_0(\eta^2 \nabla \varphi)\|_{L^\infty L^\infty}^{1-\frac{2}{L} L^2}.$$ 

We write for $k = 1, 2$,

$$\|S_0(\eta^k \nabla \varphi)\|_{L^\infty L^2} \leq \|\eta^2 \nabla \varphi\|_{L^\infty H^{-1}} \leq C \|\eta'\|_{H^{-1}} \|\eta'\|_{C^{-1}} \|\nabla \varphi\|_{L^\infty C^{-1}};$$

$$\|S_0(\eta^k \nabla \varphi)\|_{L^\infty L^\infty} \leq \|\eta^2 \nabla \varphi\|_{L^\infty C^{-1}} \leq C \|\eta'\|_{C^{-1}} \|\eta'\|_{C^{-1}} \|\nabla \varphi\|_{L^\infty C^{-1}},$$

using property (A.1.21) of the Appendix A.1 and the fact that the product is continuous from $C^{\gamma-1} \times C^{-1}$ to $C^{-1}$. Taking for instance $p = 4$, we get a bound for (1.1.38) of the form $C(\|\eta'\|_{C^{-1}}) \|\eta'\|_{H^{-1}}^{1/2} \|\nabla \varphi\|_{L^\infty C^{-1}}$. Combining with (1.1.37), we obtain (1.1.36).

Let us prove the last assertion in (ii). If we cut-off spectrally the quantity to be estimated outside a neighborhood of zero, the upper bound follows from (1.1.18). We have thus to study

$$\sup_{z \leq 0} \|D_x |\frac{1}{2} + \theta \chi(D_x) ((1 + \eta^2) \partial_x \varphi - \eta' \partial_x \varphi)(z, \cdot)\|_{L^\infty}$$

where $\chi \in C_0^\infty(\mathbb{R})$ is equal to one close to zero. By (1.1.26), the wanted inequality will follow from

$$\sup_{z \leq 0} \|\chi(D_x) e^{z|D_x|} |D_x|^{\frac{1}{2} + \theta} \psi\|_{L^\infty} \leq C \|D_x^{1/2} \psi\|_{C^{-1/2}},$$

(1.1.39)

$$\sup_{z \leq 0} \left\| \int_{-\infty}^0 \left[ |D_x|^{\frac{1}{2} + \theta} \chi(D_x) K(z, z') M(\eta') \cdot \nabla_{x,z} \varphi(z', \cdot) \right] dz' \right\|$$

$$\leq C(\|\eta'\|_{C^{-1}}) \|\eta'\|_{H^{-1}}^{1-2\theta} \|\eta'\|_{C^{-1}} \|\nabla_{x,z} \varphi\|_{L^\infty C^{-1}}$$

from the boundedness assumption of $\|\eta'\|_{H^{-1}}^{1-2\theta} \|\eta'\|_{C^{-1}}$ and from (1.1.18). The first estimate follows from (1.1.31) with $r = \frac{1}{2} + \theta$, as in the proof of (1.1.34). To prove the second inequality, we bound its left hand side from quantities

(1.1.40)

$$\sup_{z \leq 0} \left\| \int_{-\infty}^0 \int_R \frac{k}{\lambda} (z, z', x - x') g(z', x') dz' dx \right\|_{L^\infty}$$

where $k^{\pm}$ is given by an integral of the form (1.1.28) with $\varphi(2^{-j} \xi)$ replaced by $\chi(\xi)$ and $b$ homogeneous of degree $r = \frac{1}{2} + \theta$, and where $g$ is any of the components of $S_0(M(\eta') \nabla_{x,z} \varphi(z', x'))$. By (1.1.32), we bound (1.1.40) by $C \|g\|_{L^\infty L^p}$ if $p < 1/(\frac{1}{2} - \theta)$. We have seen above that this quantity is smaller than

$$C(\|\eta'\|_{C^{-1}}) \|\eta'\|_{H^{-1}}^{2/p} \|\eta'\|_{C^{-1}}^{1-2/p} \|\nabla \varphi\|_{L^\infty C^{-1}}.$$

Taking $\frac{1}{p} = \frac{1}{2} - \theta'$, we get the conclusion. 
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Corollary 1.1.8. Let \( \eta \) be in \( L^2 \cap C^\gamma(\mathbb{R}) \) satisfying the condition (1.1.17). We define for \( \psi \) in \( \dot{H}^{1/2}(\mathbb{R}) \) the Dirichlet-Neumann operator \( G(\eta) \) as

\[
G(\eta)\psi = \left( (1 + \eta^2) \partial_x \varphi - \eta \partial_x \varphi \right) |_{z=0}
\]

(1.1.41)

where \( \varphi \) is given by Proposition 1.1.6. Then \( G(\eta) \) is bounded from \( \dot{H}^{1/2}(\mathbb{R}) \) to \( \dot{H}^{-1/2}(\mathbb{R}) \) and satisfied an estimate

\[
\|G(\eta)\psi\|_{\dot{H}^{-1/2}} \leq C(\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{L^2}.
\]

(1.1.42)

In particular, if we define \( G_{1/2}(\eta) = |D_x|^{-\frac{1}{2}} G(\eta) \), we obtain a bounded operator from \( \dot{H}^{1/2}(\mathbb{R}) \) to \( L^2(\mathbb{R}) \) satisfying

\[
\|G_{1/2}(\eta)\psi\|_{L^2} \leq C(\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{L^2}.
\]

(1.1.43)

Moreover, \( G(\eta) \) satisfies when \( \psi \) is in \( C^{\frac{1}{2}} \gamma - \frac{1}{2}(\mathbb{R}) \)

\[
\|G(\eta)\psi\|_{C^{\gamma - 1}} \leq C(\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - 1}}.
\]

(1.1.44)

where \( C(\cdot) \) is a non decreasing continuous function of its argument.

If we assume moreover that for some \( 0 < \theta' < \theta < \frac{1}{2} \), \( \|\eta\|_{\dot{H}^{-1}} \|\eta\|_{C^{-1}}^{2\theta'} \) is bounded, then

\[
\|D_x|^{-\frac{1}{2} + \theta} G(\eta)\psi\|_{C^{\gamma - \frac{1}{2} + \theta}} \leq C(\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - \frac{1}{2}}}.
\]

(1.1.45)

Proof. Inequalities (1.1.42) and (1.1.43) follow from (1.1.15). The bound (1.1.44) is a consequence of (1.1.18), the definition (1.1.41) of \( G(\eta)\psi \) and the fact that \( C^{\gamma - 1} \) is an algebra.

\[
\square
\]

### 1.2 Main Sobolev estimate

Consider a couple of real valued functions \((\eta, \psi)\) defined on \( \mathbb{R} \times \mathbb{R} \) satisfying for \( t \geq 1 \) the system

\[
\begin{aligned}
\partial_t \eta &= G(\eta) \psi, \\
\partial_t \psi + \eta + \frac{1}{2} (\partial_x \psi)^2 - \frac{1}{2(1 + (\partial_x \eta)^2)} (G(\eta) \psi + \partial_x \eta \partial_x \psi)^2 &= 0,
\end{aligned}
\]

(1.2.1)

with Cauchy data small enough in a convenient space.

The operator \( G(\eta) \) in (1.2.1) and in the rest of this paper is the one defined by (1.1.41) in Corollary 1.1.8. We set, for \( \eta, \psi \) smooth enough and small enough functions

\[
B(\eta)\psi = \frac{G(\eta) \psi + \partial_x \eta \partial_x \psi}{1 + (\partial_x \eta)^2}.
\]

(1.2.2)

Let us recall a known local existence result (see [52, 35, 2]).
Proposition 1.2.1. Let $\gamma$ be in $[7/2, +\infty \backslash \frac{1}{2}\mathbb{N}]$, $s \in \mathbb{N}$ with $s > 2\gamma - 1/2$. There are $\delta_0 > 0$, $T > 1$ such that for any couple $(\eta_0, \psi_0)$ in $H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2}\gamma}(\mathbb{R})$ satisfying
\begin{equation}
\psi_0 - T_{B(\eta_0)}\psi_0 \eta_0 \in \dot{H}^{\frac{1}{2}\gamma}(\mathbb{R}), \quad \|\eta_0\|_{C^\gamma} + \|D_x^{\frac{1}{2}}\psi_0\|_{C^{\gamma-\frac{1}{2}}} < \delta_0,
\end{equation}
equation (1.2.1) with Cauchy data $\eta|_{t=1} = \eta_0$, $\psi|_{t=1} = \psi_0$ has a unique solution $(\eta, \psi)$ which is continuous on $[1, T]$ with values in
\begin{equation}
\left\{ (\eta, \psi) \in H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2}\gamma}(\mathbb{R}) ; \psi - T_{B(\eta)}\psi \eta \in \dot{H}^{\frac{1}{2}+s}(\mathbb{R}) \right\}.
\end{equation}
Moreover, if the data are $O(\epsilon)$ on the indicated spaces, then $T \geq c/\epsilon$.

Remarks. The assumption $\psi_0 \in \dot{H}^{\frac{1}{2}\gamma}$ implies that $\psi_0$ is in $C^{\frac{1}{2}\gamma-\frac{1}{2}}$ so that Corollary 1.1.8 shows that $G(\eta_0)\psi_0$ whence $B(\eta_0)\psi_0$ is in $C^{\gamma-1} \subset L^\infty$. Consequently, by the first equality in (1.2.3), $|D_x^{\frac{1}{2}}\psi$ is in $H^{s-\frac{1}{2}} \subset C^{\gamma-\frac{1}{2}}$ as our assumption on $s$ implies that $s > \gamma + 1/2$. This gives sense to the second assumption (1.2.3).

— The well-known difficulty in the analysis of equation (1.2.1) is that writing energy inequalities on the function $(\eta, D_x^{\frac{1}{2}}\psi)$ makes appear an apparent loss of half a derivative. The way to circumvent that difficulty is now well-known: it is to bound the energy not of $(\eta, D_x^{\frac{1}{2}}\psi)$, but of $(\eta, D_x^{\frac{1}{2}}\omega)$, where $\omega$ is the “good unknown” of Alinhac, defined by $\omega = \psi - T_{B(\eta)}\psi \eta$ (see Chapter 2). This explains why the regularity assumption (1.2.3) on the Cauchy data concerns $\psi_0 - T_{B(\eta_0)}\psi_0 \eta_0$ and not $\psi_0$ itself. Notice that this function is in $\dot{H}^{\frac{1}{2}+s}$ while $\psi_0$ itself, written from $\psi_0 = \omega_0 + T_{B(\eta_0)}\omega_0 \eta_0$ is only in $\dot{H}^{\frac{1}{2}+s-\frac{1}{2}}$, because of the $H^s$-regularity of $\eta_0$.

— By (1.1.44) if $\psi$ is in $C^{\frac{1}{2}\gamma-\frac{1}{2}}$ and $\eta$ is in $C^\gamma$, $G(\eta)\psi$ is in $C^{\gamma-1}$, so $B(\eta)\psi$ is also in $C^{\gamma-1}$ with $\|B(\eta)\psi\|_{C^{\gamma-1}} \leq C(\|\eta\|_{C^{\gamma-1}}) \|D_x^{\frac{1}{2}}\psi\|_{C^{\gamma-\frac{1}{2}}}$. In particular, as a paraproduct with an $L^\infty$-function acts on any Hölder space,
\begin{equation}
\|D_x^{\frac{1}{2}}T_{B(\eta)}\psi\|_{C^{\gamma-\frac{1}{2}}} \leq C(\|\eta\|_{C^{\gamma-1}}) \|\eta\|_{C^{\gamma}} \|D_x^{\frac{1}{2}}\psi\|_{C^{\gamma-\frac{1}{2}}}.
\end{equation}
This shows that for $\|\eta\|_{C^\gamma}$ small enough, $\psi \to \psi - T_{B(\eta)}\psi \eta$ is an isomorphism from $C^{\frac{1}{2}\gamma-\frac{1}{2}}$ to itself. In particular, if we are given $\omega$ in $\dot{H}^{\frac{1}{2}+s} \subset C^{\frac{1}{2}\gamma-\frac{1}{2}}$, we may find a unique $\psi$ in $C^{\frac{1}{2}\gamma-\frac{1}{2}}$ such that $\omega = \psi - T_{B(\eta)}\psi \eta$. In other words, when interested only in $C^{\frac{1}{2}\gamma-\frac{1}{2}}$-estimates for $|D_x^{\frac{1}{2}}\omega$, we may as well establish them on $|D_x^{\frac{1}{2}}\psi$ instead, as soon as $\|\eta\|_{C^\gamma}$ stays small enough.

— We check in Appendix A.4 that our assumption (1.2.3) implies the one made by Lannes in [35] so that Proposition 1.2.1 follows from Theorem 4.35 in [35].

Let us state now our main result.

We fix real numbers $s, s_1, s_0$ satisfying, for some large enough numbers $a$ and $\gamma$ with $\gamma \notin \frac{1}{2}\mathbb{N}$ and $a \gg \gamma$, the following conditions
\begin{equation}
s, s_0, s_1 \in \mathbb{N}, \quad s - a \geq s_1 \geq s_0 \geq \frac{s}{2} + \gamma.
\end{equation}
We shall prove $L^2$-estimates for the action of the vector field
\begin{equation}
Z = t \partial_t + 2x \partial_x
\end{equation}
on the unknown in equation (1.2.1). We introduce the following notation:

For $(\eta, \psi)$ a local smooth enough solution of (1.2.1), we set $\omega = \psi - T_{B(\eta, \psi)}t$ and for any integer $k \leq s_1$,
\begin{equation}
M^{(k)}_s(t) = \sum_{p=0}^{k} (\| Z^p \eta(t, \cdot) \|_{H^{s-p}} + \| D_x \frac{1}{2} Z^p \omega(t, \cdot) \|_{H^{s-p}}).
\end{equation}

In the same way, for $\rho$ a positive number (that will be larger than $s_0$), we set for $k \leq s_0$,
\begin{equation}
N^{(k)}_\rho(t) = \sum_{p=0}^{k} (\| Z^p \eta(t, \cdot) \|_{C^{s-p}} + \| D_x \frac{1}{2} Z^p \psi(t, \cdot) \|_{C^{s-p}}).
\end{equation}

We consider the set of functions $(\eta_0, \psi_0)$ satisfying for any integer $p \leq s_1$
\begin{equation}
(x \partial_x)^p \eta_0 \in H^{s-p}(\mathbb{R}), \quad (x \partial_x)^p \psi_0 \in \dot{H}^{\frac{1}{2} s - p - \frac{1}{2}}(\mathbb{R}),
\end{equation}
\begin{equation}
(x \partial_x)^p (\psi_0 - T_{B(\eta_0, \psi_0)}t \eta_0) \in \dot{H}^{\frac{1}{2} s - p}(\mathbb{R}),
\end{equation}
and such that the norm of the above functions in the indicated spaces is smaller than 1. For $\epsilon \in ]0, 1[$, we solve equation (1.2.1) with Cauchy data $\eta|_{t=1} = \epsilon \eta_0$, $\psi|_{t=1} = \epsilon \psi_0$. According to that proposition, for any $T_0 > 1$, there is $\epsilon'_0 > 0$ such that if $\epsilon < \epsilon'_0$, equation (1.2.1) has a solution for $t \in [1, T_0]$. Moreover, by Proposition A.4.2, assumptions (1.2.9) remain valid at $t = T_0$.

Our main result is the following:

**Theorem 1.2.2.** There is a constant $B_2 > 0$ such that $M^{(s_1)}_s(T_0) < \frac{1}{4} B_2 \epsilon$, and for any constants $B_\infty > 0$, $B'_\infty > 0$ there is $\epsilon_0$ such that the following holds: Let $T > T_0$ be a number such that equation (1.2.1) with Cauchy data satisfying (1.2.9) has a solution satisfying the regularity properties of Proposition 1.2.1 on $[T_0, T] \times \mathbb{R}$ and such that
\begin{itemize}
  \item[i)] For any $t \in [T_0, T]$, and any $\epsilon \in ]0, \epsilon_0[$,
  \begin{equation}
  \| D_x \frac{1}{2} \psi(t, \cdot) \|_{C^{s-\frac{1}{2}}} + \| \eta(t, \cdot) \|_{C^{s}} \leq B_\infty \epsilon t^{-\frac{s}{2}}.
  \end{equation}
  \item[ii)] For any $t \in [T_0, T]$, any $\epsilon \in ]0, \epsilon_0[$
  \begin{equation}
  N^{(s_0)}_\rho(t) \leq B_\infty \epsilon t^{-\frac{s}{2} + B'_\infty \epsilon^2}.
  \end{equation}
\end{itemize}

Then, there is an increasing sequence $(\delta_k)_{0 \leq k \leq s_1}$, depending only on $B'_\infty$ and $\epsilon$ with $\delta_{s_1} < 1/32$ such that for any $t$ in $[T_0, T]$, any $\epsilon$ in $]0, \epsilon_0[$, any $k \leq s_1$,
\begin{equation}
M^{(k)}_s(t) \leq \frac{1}{2} B_2 \epsilon t^{\delta_k}.
\end{equation}
The rest of this paper will be devoted to the proof of the above theorem. In [5], it is shown that this result, together with an $L^\infty$-estimate of the solutions of (1.2.1), implies global existence and modified scattering for solutions of (1.2.1) with Cauchy data $\varepsilon(\eta_0, \psi_0)$, where $(\eta_0, \psi_0)$ satisfy (1.2.9) and $\varepsilon$ is small enough. For the reader’s convenience, we reproduce below these two statements. The proofs are given in [5].

The $L^\infty$ counterpart of the Sobolev estimates of Theorem 1.2.2 is the following:

**Theorem 1.2.3.** Let $T > T_0$ be a number such that the equation (1.2.1) with Cauchy data satisfying (1.2.9) has a solution on $[T_0, T[ \times \mathbb{R}$ satisfying the regularity properties of Proposition 1.2.1. Assume that, for some constant $B_2 > 0$, for any $t \in [T_0, T[, \text{any } \varepsilon \in ]0, 1[$, any $k \leq s_1$,

\begin{align}
M^{(k)}_s(t) &\leq B_2 \varepsilon t^{\delta k}, \\
N^{(s_0)}_\rho(t) &\leq \sqrt{\varepsilon} < 1.
\end{align}

Then there are constants $B_{\infty}, B'_{\infty} > 0$ depending only on $B_2$ and some $\varepsilon'_0 \in [0, 1]$, independent of $B_2$, such that, for any $t \in [T_0, T[, \text{any } \varepsilon \in ]0, \varepsilon'_0[$,

\begin{align}
N^{(s_0)}_\rho(t) &\leq \frac{1}{2}B_{\infty}\varepsilon t^{-\frac{3}{4}+\varepsilon^2B'_{\infty}}, \\
\left\| |D_x|^\frac{3}{2} \psi(t, \cdot) \right\|_{C^{\gamma-rac{3}{4}}} + \left\| \eta(t, \cdot) \right\|_{C^{\gamma}} &\leq \frac{1}{2}B_{\infty}\varepsilon t^{-\frac{3}{2}}.
\end{align}

The main result of global existence for the water waves equation with small Cauchy data deduced in [5] from the above estimates may be stated as:

**Theorem 1.2.4.** There is $\varepsilon_0 > 0$ such that for any $\varepsilon \in ]0, \varepsilon_0[$, any couple of functions $(\eta_0, \psi_0)$ satisfying condition (1.2.9), and whose norm in the indicated spaces is smaller than 1, equation (1.2.1) with the Cauchy data $\eta|_{t=1} = \varepsilon \eta_0$, $\psi|_{t=1} = \varepsilon \psi_0$ has a unique solution $(\eta, \psi)$ which is defined and continuous on $[1, +\infty[\text{ with values in the set (1.2.4).}$

Moreover, $u = |D_x|^\frac{3}{2} \psi + i\eta$ admits the following asymptotic expansion as $t$ goes to $+\infty$:

There is a continuous function $\alpha: \mathbb{R} \rightarrow \mathbb{C}$, depending of $\varepsilon$ but bounded uniformly in $\varepsilon$, such that

\begin{align}
u(t, x) = \frac{\varepsilon}{\sqrt{t}} e^{\frac{\alpha(x)}{t}} \exp\left(\frac{i t}{4|x/t|} + \frac{i \varepsilon^2 |\alpha(x/t)|^2}{64} |x/t|^5 \log(t)\right) + \varepsilon t^{-\frac{3}{4}+\kappa} \rho(t, x)
\end{align}

where $\kappa$ is some positive number and $\rho$ is a function uniformly bounded for $t \geq 1$, $\varepsilon \in ]0, \varepsilon_0[$.

In the rest of this paper, we prove Theorem 1.2.2 i.e. we show estimates for the Sobolev norms $M^{(k)}_s(t)$ introduced in (1.2.7) assuming a priori Hölder estimates of the form (1.2.11). To do
so, we first need to establish a collection of estimates for the Dirichlet-Neumann operator. Chapter 2 will be devoted to such a task. Next we have to design a normal form method that will allow us to eliminate in the Sobolev energy the contributions coming from the quadratic part of the non-linearity. This is the object of Chapter 3. Chapter 4 is devoted to the commutation of the $Z$-vector field to the water waves equation, and in particular to the Dirichlet-Neumann operator. In Chapter 5, combining the results obtained so far, we prove the Sobolev estimates for the action of the $Z$-vector field on the solution we are looking for.
Chapter 2

Estimates for the Dirichlet-Neumann operator

The Dirichlet-Neumann operator $G(\eta)$ has been defined in the first section of Chapter 1 (see Corollary 1.1.8) and $H^{1/2}$-estimates have been obtained for it. The goal of this chapter is to prove Sobolev estimates for $G(\eta)$ and related operators. We shall make an extensive use of paradifferential operators. We refer to Appendix A.1 for the main definitions and results on this topic.

We use in this chapter the notations introduced at the beginning of Chapter 1, in particular for the elliptic operator $P$ introduced in (1.1.1). We shall consider a couple $(\eta, \psi)$ belonging to the set $E_\gamma$ introduced after the statement of Proposition 1.1.6. This implies in particular that estimates (1.1.14) and (1.1.18) hold.

Given $(\eta, \psi)$ in $E_\gamma$ we introduce the notations

\begin{equation}
(2.0.1) \quad B(\eta)\psi = \frac{G(\eta)\psi + (\partial_x \eta)(\partial_x \psi)}{1 + (\partial_x \eta)^2}, \quad V(\eta)\psi = \partial_x \psi - (B(\eta)\psi)\partial_x \eta.
\end{equation}

**Remarks.**

1. It follows from equality (1.1.41) and the fact that $\varphi|_{z=0} = \psi$ that

\begin{equation}
(2.0.2) \quad \begin{cases}
G(\eta)\psi = (1 + (\partial_x \eta)^2)\partial_z \varphi - \partial_x \eta \partial_x \varphi \big|_{z=0}, \\
B(\eta)\psi = \partial_z \varphi \big|_{z=0}, \\
V(\eta)\psi = (\partial_x \varphi - \partial_x \eta \partial_x \varphi) \big|_{z=0}.
\end{cases}
\end{equation}

If one goes back to the $(x, y)$-coordinates introduced at the beginning of Section 1.1, for which the fluid domain $\Omega$ is given by $\{y < \eta(x)\}$ and the velocity potential is $\phi(x, y) = \varphi(x, y - \eta(x))$, one sees that $B(\eta)\psi = (\partial_y \phi)|_{\partial \Omega}$ and $V(\eta)\psi = (\partial_x \phi)|_{\partial \Omega}$.

2. We rewrite, for further reference, the first equality of (2.0.2) taking into account (2.0.1),
Finally, we shall eventually denote $\eta'$ instead of $(\partial_x \eta)$ to simplify some expressions.

It follows from (2.0.1), the estimate (1.1.18) and the classical product rule in Hölder spaces (see Proposition 8.6.8 in [25]) that we have the following

**Lemma 2.0.5.** Let $\gamma \in ]3, +\infty[ \setminus \frac{1}{2}\mathbb{N}$. There exists a non decreasing function $C: \mathbb{R}_+ \to \mathbb{R}_+$ such that, for all $(\eta, \psi) \in \mathcal{E}_\gamma$, (2.0.4)

\[
\|G(\eta)\psi\|_{C^{\gamma-1}} + \|B(\eta)\psi\|_{C^{\gamma-1}} + \|V(\eta)\psi\|_{C^{\gamma-1}} \leq C(\|\eta'\|_{C^{\gamma-1}}) \|D_x \frac{1}{2} \psi\|_{C^{\gamma-\frac{1}{2}}}.
\]

### 2.1 Main results

We shall state in this section the main result that will be obtained in this chapter. We want to get estimates for the Dirichlet-Neumann operator $G(\eta)\psi$, as well as the related operators $B(\eta)\psi$, $V(\eta)\psi$ introduced in (2.0.1), in terms of Sobolev and Hölder norms of $\eta$ and $\psi$. The main result will be expressed in terms of the “good unknown” of Alinhac $\omega = \omega(\eta)\psi$ defined by the relation

\[
\omega(\eta)\psi = \psi - T_{B(\eta)\psi} \eta.
\]

We shall explain, in the comments following the statement of the next theorem, the interest of working with $(\eta, \omega)$ instead of $(\eta, \psi)$. Recall from the introduction that $\omega$ defined by (2.1.1) appears naturally when one introduces the operator of paracomposition of Alinhac [7] associated to the change of variables that flattens the boundary $y = \eta(x)$ of the fluid domain, namely $(x, y) \mapsto (x, z = y - \eta(x))$. This is a quite optimal way of keeping track of the limited smoothness of the change of coordinates. Though we shall not use this point of view here, it underlies the computations that will be made at the beginning of the next section.

Let us now state our main result.

**Theorem 2.1.1.** Let $(s, \gamma) \in \mathbb{R}^2$ be such that

\[
s - \frac{1}{2} > \gamma > 3, \quad \gamma \notin \frac{1}{2}\mathbb{N}.
\]

There exists a non decreasing function $C: \mathbb{R}_+ \to \mathbb{R}_+$ such that for all $(\eta, \psi)$ in $H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2} - \frac{s}{2}}(\mathbb{R})$ such that $(\eta, \psi)$ belongs to the set $\mathcal{E}_\gamma$ introduced after the statement of Proposition 1.1.6, the following properties hold:
1 \begin{equation}
\tag{2.1.2}
\|G(\eta)\psi\|_{H^{s-1}} + \|B(\eta)\psi\|_{H^{s-1}} + \|V(\eta)\psi\|_{H^{s-1}} \\
\leq C (\|\eta\|_{C^\gamma}) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - \frac{1}{2}}} \|\eta\|_{H^s} + \|D_x^{\frac{1}{2}} \psi\|_{H^{s - \frac{1}{2}}} \right\}.
\end{equation}

(ii) (Paralinearization) Define $F(\eta)\psi$ by
\begin{equation}
\tag{2.1.3}
G(\eta)\psi = |D_x| \omega - \partial_x (T_V(\eta) \psi) + F(\eta)\psi.
\end{equation}

Then
\begin{equation}
\tag{2.1.4}
\|F(\eta)\psi\|_{H^{s + \gamma - 4}} \leq C (\|\eta\|_{C^\gamma}) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - \frac{1}{2}}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \right\},
\end{equation}

(iii) (Linearization)
\begin{equation}
\tag{2.1.5}
\|G(\eta)\psi - |D_x| \psi\|_{H^{s-1}} + \|B(\eta)\psi - |D_x| \psi\|_{H^{s-1}} + \|V(\eta)\psi - \partial_x \psi\|_{H^{s-1}} \\
\leq C (\|\eta\|_{C^\gamma}) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - \frac{1}{2}}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \right\}.
\end{equation}

Let us comment on the above statement.

— All these estimates are tame: they depend linearly on the Sobolev norms. Moreover, we consider the case where $\eta$ and $\psi$ are at exactly the same level of regularity (i.e. $\eta$ in $H^s$ and $\psi$ in $H^{s-\frac{1}{2}}$). This is important to prove $H^s$-energy estimates for the water waves equation. Indeed, as already explained in the introduction, we shall write in Chapter 3 the water waves equation as a quasi-linear system in the unknowns $(\eta, |D_x|^{\frac{1}{2}} \omega)$. To be able to obtain $H^s$ energy inequalities for this equation, it is important to check that the right-hand sides in the inequalities of Theorem 2.1.1 are controlled by the $H^s$-norm of $(\eta, |D_x|^{\frac{1}{2}} \omega)$. Let us show that this property holds. To do so notice that by Lemma 2.0.5 if $(\eta, \psi)$ belongs to $E_\gamma$ then $B(\eta)\psi$ belongs to $C^{\gamma - 1}$ so that $B(\eta)\psi$ is in $L^\infty$. Then, as a paraproduct with an $L^\infty$-function acts on any Sobolev spaces, we have
\begin{equation}
\tag{2.1.6}
\|D_x^{\frac{1}{2}} T_B(\eta)\psi\|_{H^{s-\frac{1}{2}}} \lesssim \|B(\eta)\psi\|_{L^\infty} \|\eta\|_{H^s} \\
\leq C (\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - \frac{1}{2}}} \|\eta\|_{H^s}.
\end{equation}

Thus if we express $\psi$ as $\omega + T_B(\eta)\psi\eta$ then one obtains
\begin{equation}
\tag{2.1.7}
\|D_x^{\frac{1}{2}} \psi\|_{H^{s-\frac{1}{2}}} \leq \|D_x^{\frac{1}{2}} \omega\|_{H^{s-\frac{1}{2}}} + C (\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma - \frac{1}{2}}} \|\eta\|_{H^s}.
\end{equation}

Had we proved the statements of the theorem above with $\|D_x^{\frac{1}{2}} \psi\|_{H^{s-\frac{1}{2}}}$ replaced with $\|D_x^{\frac{1}{2}} \psi\|_{H^s}$, then this would give a bound in terms of $\|\eta\|_{H^{s+\frac{1}{2}}}$, preventing us to control this quantity from the $H^s$-energy (which is the $H^s$-norm of $(\eta, |D_x|^{\frac{1}{2}} \omega)$).
It has been known since Calderón that, for $\eta$ a smooth function, $G(\eta)$ is a pseudo-differential operator that, in one dimension, differs from $|D_x|$ by a smoothing remainder. The paralinearization result $(iii)$ above gives a more precise description of $G(\eta)\psi$ when $\eta$ has limited smoothness. Namely, this result states that $G(\eta)\psi - |D_x|\psi$ is the sum of the “explicit” contribution $- |D_x| T_{B(\eta)}\psi - \partial_x(T_{V(\eta)}\psi \eta)$ and of a smoothing remainder $F(\eta)\psi$.

Assertion $(iii)$ of the theorem computes the error one gets when approximating $G(\eta)\psi$, $B(\eta)\psi$, $V(\eta)\psi$ by their linear part. In this direction, we mention that we shall prove two more technical statements that will be used below. In section 2.6 we study the Taylor expansion at order 2 and 3 of $G(\eta)\psi$ and of related quantities as a function of $\eta$, when $\eta$ goes to zero. The explicit knowledge of this expansion will be used in the rest of the paper. In particular we shall prove that, for some explicit quadratic term $F(\leq 2)(\eta)\psi$, $\|F(\eta)\psi - F(\leq 2)(\eta)\psi\|_{H^s}$ is estimated by

$$
C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \left\{ \left\| |D_x|^{\frac{1}{2}} \psi \right\|_{C^{\gamma - \frac{1}{2}}} + \|\eta\|_{C^\gamma} \left\| |D_x|^{\frac{3}{2}} \psi \right\|_{H^{s + \frac{1}{2}}} \right\},
$$

This estimate will allow us to have a quadratic approximation of the equations without loss of derivatives.

The proof of Theorem 2.1.1 will be given in the next sections. Let us describe the strategy we shall use.

To be able to obtain estimates for $G(\eta)\psi$ (and the other quantities $B(\eta)\psi$, $V(\eta)\psi$), we need to return to the definition of this function from the boundary values of the solution $\varphi$ of the elliptic boundary values problem $P\varphi = 0$, $\varphi|_{z=0} = \psi$, where $P$ is given by (1.1.1). The beginning of the next section is devoted to the study of a related elliptic paradiiferential problem $T_{p_0}W = f$, $W|_{z=0} = \omega$, where $W = \varphi - T_{\partial_x}\varphi \eta$ is a function whose boundary value is the new unknown $\omega$, and where $p_0$ is the symbol of $P$. The point is that the choice of $W$ is made so that the right hand side $f = T_{p_0}W$ is a continuous function of $z$ with values in $H^{s+\gamma-3} \subset H^s$ if $\gamma > 3$ while a mere paralinearization of $P\varphi = 0$ would give that $T_{p_0}$ is a continuous function of $z$ with values in $H^{s-1}$. This gain of smoothness in the right hand side will be instrumental in the proof of the estimate in $(ii)$ of the theorem.

Once the elliptic problem satisfied by $W$ is established, we deduce from it bounds for $W$ in $z < 0$ in terms of $W|_{z=0}$ and $\eta$ (see Proposition 2.2.9). They are proved microlocally decomposing the elliptic boundary value problem into two coupled forward and backward parabolic equations, and performing a bootstrap argument exploiting the gain of smoothness of $f = T_{p_0}W$ explained above.

These estimates of $W$ are next used in section 2.3, which is devoted to the proof of the tame estimate (2.1.2) from the bounds of $W$ in $z < 0$.

Section 2.4 studies the paralinearization of the Dirichlet-Neumann operator: one establishes that $F(\eta)$ defined by

$$
F(\eta)\psi = G(\eta)\psi - (|D_x| \omega - \partial_x(T_{V(\eta)}\psi \eta)
$$
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is a smoothing operator satisfying (2.1.4), using again the bounds on $W$ obtained in section 2.2.

The assertions of the statement (iv) of the theorem are deduced from the preceding result in section 2.5.

We end up Chapter 2 with a section devoted to a variant of the estimates of Theorem 2.1.1. Actually, inequalities (2.1.2) and (2.1.5) hold when $\eta$ and $\psi$ are at the same level of regularity (i.e. $\eta$ in $H^s$ and $\psi$ in $H^{s-\frac{1}{2}}$). We shall need estimates of the same type when $\eta$ is smoother than $\psi$, namely $\eta$ in $C^\gamma$ and $\psi$ in $H^{\mu-\frac{3}{2}}$, $\mu \leq \gamma - 2$. These bounds are established in Section 2.7.

## 2.2 Sharp estimates

Let us introduce the following notation. Set

$$a = \frac{1}{1 + \eta'^2}, \quad b = -2a\eta', \quad c = a\eta'',$$

where $\eta'$ stands for $\partial_x\eta$. Then the solution $\varphi$ of $P\varphi = 0$, $\varphi|_{z=0} = \psi$ obtained in Proposition 1.1.6 satisfies,

\begin{align*}
(2.2.1) & \quad \partial^2_x \varphi + a\partial^2_x \varphi + b\partial_x \partial_z \varphi - c\partial_z \varphi = 0 \text{ in } \{z < 0\}, \\
(2.2.2) & \quad \varphi|_{z=0} = \psi.
\end{align*}

**Assumption 2.2.1.** We fix $(s, \mu, \gamma) \in \mathbb{R}^3$ such that

$$s - \frac{1}{2} > \gamma > 3, \quad 0 \leq \mu \leq s, \quad \gamma \notin \frac{1}{2}\mathbb{N}.$$

Throughout this section, we assume that $(\eta, \psi)$ is in the set $\mathcal{E}_\gamma$ defined after the statement of Proposition 1.1.6 and that moreover $(\eta, \psi) \in H^s \times H^{\frac{1}{2}-\mu}$ is such that $\omega \in H^{\frac{1}{2}+\frac{1}{2}}$.

We introduce the function defined on $\{(x, z) ; z < 0\}$

$$W = \varphi - T_{\partial_x} \varphi \eta$$

where the paraproduct is taken relatively to the $x$-variable alone, $z < 0$ playing the role of a parameter. In particular by (2.0.2), $W|_{z=0} = \psi - T_{B(\eta)\psi} \eta = \omega(\eta)\psi$. Our goal is to study the regularity of $\varphi, W$ in terms of the regularity of $\psi, \eta$ and $\omega$.

Let us set a notation that will be used constantly below. If $u$ is defined on $\{z < 0\}$, we shall denote by $\|u\|_{H^r}$ the $z$-dependent function defined by $\|u\|_{H^r}(z) = \|u(z, \cdot)\|_{H^r}$. The inequality $\|f\|_{H^r} \leq \|g\|_{H^r}$ thus means that $\|f(z)\|_{H^r} \leq \|g(z)\|_{H^r}$ for any $z$ such that $f(z)$ and $g(z)$ are well defined. We denote by $C$ various non decreasing functions of their arguments.
**Lemma 2.2.2.** There exists a non decreasing function $C : \mathbb{R}_+ \to \mathbb{R}_+$ such that

$$
\partial_z^2 W + (Id + T_{a-1})\partial_z^2 W + T_b \partial_x \partial_z W - T_c \partial_z W \stackrel{def}{=} f
$$

satisfies the bound

$$
\sup_{z \leq 0} \|f(z)\|_{H^{s+\gamma-3}} \leq C(\|\eta\|_{C^{\gamma-1}}) \|\eta\|_{H^s} \sup_{z \leq 0} \|\nabla_x \varphi(z)\|_{C^{\gamma-1}}.
$$

**Remark 2.2.3.** — In equation (2.2.4) above, we make appear as a coefficient of $\partial_z^2 W$ the operator $(Id + T_{a-1})$ instead of $T_a$. By definition (A.1.3) of the paradifferential operators, $T_1 - Id$ is a Fourier multiplier whose symbol is supported for $|\xi| \leq 2$. Therefore, $(Id + T_{a-1}) - T_a = Id - T_1$ is a smoothing operator. Nevertheless, we prefer to use $(Id + T_{a-1})$ instead of $T_a$ because $a - 1 = O(\eta^2)$, $\eta' \to 0$, so that the remainder coming from symbolic calculus will vanish at $\eta' = 0$. In that way, we shall get the quadratic bound (2.2.5) instead of a mere sub-linear bound as $(\eta, \varphi) \to (0, 0)$.

— The idea of the proof of the proposition is as follows: we shall paralinearize equation (2.2.3). This will give us

$$
\partial_z^2 \varphi + (Id + T_{a-1})\partial_z^2 \varphi + T_b \partial_x \partial_z \varphi - T_c \partial_z \varphi = f'_1 + f'_2,
$$

where $f'_2$ is a remainder that has similar bounds as $f$ in (2.2.5) and $f'_1$ is made from expressions of type $T_{\partial_z^2 \varphi}(a - 1), T_{\partial_z \varphi}b, T_{\partial_z \varphi}c$. These contributions will not be smoother than $\eta''$ (since $c$ involves $\eta''$) i.e. will not be in a better space than $H^{s-2}$ if $\eta$ is in $H^s$. The gain in introducing $W$ instead of $\varphi$ lies in the fact that

$$
\left(\partial_z^2 + (Id + T_{a-1})\partial_z^2 + T_b \partial_x \partial_z - T_c \partial_z\right)T_{\partial_z \varphi} \eta
$$

will be equal (up to smooth remainders) to $f'_1$, which gives the asserted result.

To start the proof, we first obtain a paradifferential description of the coefficients $a, b, c$ in (2.2.1).

**Lemma 2.2.4.** One may write

$$
a - 1 = T_{ab} \eta' + r_1, \quad b = T_{b^2-2a} \eta' + r_2, \quad c = T_a \eta'' + T_{ab} \eta' + r_3
$$

where $r_\ell, \ell = 1, 2, 3$, belong to $H^{s+\gamma-3}$ and satisfy

$$
\|r_\ell\|_{H^{s+\gamma-3}} \leq C(\|\eta'\|_{C^{\gamma-1}}) \|\eta'\|_{C^{\gamma-1}}, \quad \ell = 1, 2, 3.
$$

**Proof.** We use the fact (see section 5.2.3 in [38]) that if $F$ is a smooth function vanishing at 0 and if $u$ is in $H^s(\mathbb{R})$ with $s > 1/2$, then

$$
F(\eta') = T_{F'(\eta')} u + R(\eta')
$$

46
where $R(\eta') \in H^{2s-5/2}(\mathbb{R})$ and $\|R(\eta')\|_{H^{s+\gamma-2}} \leq C(\|\eta'\|_{C^{\gamma-1}})\|\eta'\|_{H^{s-1}}$.

Since $a - 1 = F_1(\eta')$ and $b = F_2(\eta')$ with

$$F_1(u) = -\frac{u^2}{1 + u^2}, \quad F_2(u) = -\frac{2u}{1 + u^2},$$

so that $F_1'(\eta') = ab$ and $F_2'(\eta') = b^2 - 2a$, we obtain the first two formulas in (2.2.6). To get the last one we write

$$c = a\eta'' = T_0\eta'' + T_{\eta''}a + r_3,$$

where the remainder $r_3$ is in $H^{s+\gamma-3}$ by the paraproduct formula (A.1.17) in Appendix A.1 and satisfies the bound (2.2.7). We use the first equality (2.2.6) to express $a$ in $T_{\eta''}a$. We get

$$T_{\eta''}a = T_{\eta''}1 + T_{\eta''}T_{ab}\eta' + r_3^2,$$

for a new remainder of the same type $r_3^2$ (as a paraproduct with an $L^\infty$ function acts on any Sobolev spaces, see (A.1.12)). Finally, by symbolic calculus (see (A.1.14)), $T_{\eta''}T_{ab}\eta' = T_{ab\eta''}\eta'$ modulo another remainder of the same type. Since $T_{\eta''}1 = 0$ by definition of a paradifferential operator, this concludes the proof of the lemma.

**Proof of Lemma 2.2.2.** We use the notation $D = -i\partial$. If $p_0(x, \xi, \zeta)$ is a polynomial in $\zeta$, with coefficients that are paradifferential symbols in $(x, \xi)$ i.e.

$$p_0(x, \xi, \zeta) = \sum_\alpha p_0^\alpha(x, \xi)\zeta^\alpha,$$

we shall write $T_{\nu_0}\phi$ for $\sum_\alpha T_{\nu_0}^\alpha(D_\zeta^\alpha\phi)(z, \cdot)$.

Let us write the contributions to the left hand side of (2.2.1) as

$$(a - 1)D_\zeta^2\phi = T_{a-1}(D_\zeta^2\phi) + T_{D_\zeta^2}(a - 1) + R_1,$$

$$bD_\zeta D_\zeta\phi = T_b(D_\zeta D_\zeta\phi) + T_{D_\zeta D_\zeta}b + R_2,$$

$$cD_\zeta\phi = T_c(D_\zeta\phi) + T_{D_\zeta\phi}c + R_3,$$

where $R_\ell$, $\ell = 1, 2, 3$, the remainders in the paralinearization formula, satisfy estimate (2.2.5). In the second term in the right hand side of the above equalities, we express $a - 1$, $b$, $c$ using (2.2.6). The remainders $r_\ell$ in (2.2.6) will give rise, according to (2.2.7), to new contributions satisfying (2.2.5).

Now we introduce

$$p_0(x, \xi, \zeta) = \zeta^2 + \xi^2 + (a - 1)\zeta^2 + b\xi\zeta + ic\zeta$$

and

$$\bar{T}_{p_0} = D_\zeta^2 + (Id + T_{a-1})D_\zeta^2 + T_bD_\zeta D_\zeta - T_cD_\zeta.$$

Notice that we do not have $T_{\xi^2} = D_\zeta^2$ (because we assume in Definition A.1.2 that the cut-off function $\theta$, which enters into the definition (A.1.3) of paradifferential operators, satisfies
\(\theta(\xi_1, \xi_2) = 0\) for |\(\xi_2| \leq 1\). However, \(T_{p_0} - \tilde{T}_{p_0} = T_{\xi^2} - D_{\xi}^2\) is a smoothing operator. Then we see that (2.2.1) may be rewritten as

\[
\tilde{T}_{p_0}\varphi = -T_{D_{\xi}^2\varphi}T_{ab}\eta' - T_{D_x D_{\xi}\varphi}T_{b^2 - 2a}\eta' - iT_{D_{\xi}\varphi}T_{ab}\eta'' + iT_{D_x\varphi}T_{a}\eta'' + r
\]

where \(r\) satisfies (2.2.5). Since \(D_{\xi}^2\varphi, D_x D_{\xi}\varphi\) (resp. \(D_{\xi}\varphi\)) is in \(L^\infty([-\infty, 0], C^{\gamma - 2}\)) (resp. \(L^\infty([-\infty, 0], C^{\gamma - 1}\)) and \(ab, b^2 - 2a, a\) (resp. \(ab\eta''\)) belong to \(C^{\gamma - 1}\) (resp. \(C^{\gamma - 2}\)), it follows from the symbolic calculus result (A.1.14) that the differences

\[
T_{D_{\xi}^2\varphi}T_{ab} - T_{abD_{\xi}^2\varphi}, \quad T_{D_x D_{\xi}\varphi}T_{b^2 - 2a} - T_{(b^2 - 2a)D_x D_{\xi}\varphi}, \quad T_{D_{\xi}\varphi}T_{ab\eta''} - T_{ab\eta'' D_{\xi}\varphi}
\]

are operators in \(\mathcal{L}(H^{s - 1}, H^{s + \gamma - 3})\) (resp. \(T_{D_{\xi}\varphi}T_a - T_{aD_{\xi}\varphi}\) is an operator in \(\mathcal{L}(H^{s - 1}, H^{s + \gamma - 2})\)) with operator norms bounded from above by

\[
C(\|\eta'\|_{C^{\gamma - 1}}) \sup_{z \leq 0} \|\nabla_{x, z}\varphi\|_{C^{\gamma - 1}} .
\]

We conclude that (2.2.8) may be written

\[
\tilde{T}_{p_0}\varphi = T_q\eta' + r
\]

where \(r\) is a remainder satisfying (2.2.5), and where \(q\) is the symbol

\[
q(x, \xi, \zeta) = ab\partial_{\xi}^2\varphi + (b^2 - 2a)\partial_x\partial_{\xi}\varphi - ab\eta''\partial_{\xi}\varphi - ia(\partial_{\xi}\varphi)\xi.
\]

By definition of \(W\), the left hand side of (2.2.4) is up to sign \(\tilde{T}_{p_0}(\varphi - T_{\partial_{\xi}\varphi}\eta)\), so that taking (2.2.9) into account, and remembering that \(T_{p_0} - \tilde{T}_{p_0} = T_{\xi^2} - D_{\xi}^2\) is a smoothing operator, we see that the proposition follows from the following lemma.

**Lemma 2.2.5.** Under Assumption 2.2.1,

\[
\sup_{z \leq 0} \|T_q\eta' - T_{p_0}T_{\partial_{\xi}\varphi}\eta\|_{H^{s + \gamma - 3}} \leq C(\|\eta'|_{C^{\gamma - 1}}) \|\eta\|_{H^s} \sup_{z \leq 0} \|\nabla_{x, z}\varphi\|_{C^{\gamma - 1}} .
\]

By the formula of composition of paradifferential operators (A.1.7), which is exact at order 3 since \(p_0(x, \cdot)\) is a polynomial of order 2 in \((\xi, \zeta)\), we may write

\[
T_{p_0}T_{\partial_{\xi}\varphi} = T_{p_0\partial_{\xi}\varphi} + T_{g_1} + T_{g_2} + R
\]

where \(R\) is an operator satisfying

\[
\|R\|_{\mathcal{L}(H^s, H^{s + \gamma - 3})} \leq C(\|\eta'|_{C^{\gamma - 1}}) \sup_{z \leq 0} \|\nabla_{x, z}\varphi\|_{C^{\gamma - 1}}
\]

and where \(g_1, g_2\) are given by

\[
g_1(x, \xi, \zeta) = \frac{1}{i} \left( \partial_{\xi}p_0\partial_{\xi}^2\varphi + (\partial_{\xi}p_0)(\partial_{\xi}\partial_{\xi}\varphi) \right),
\]

\[
g_2(x, \xi, \zeta) = -\frac{1}{2} \left( \partial_{\xi}^2p_0)(\partial_{\xi}^3\varphi) + 2(\partial_{\xi}\partial_{\xi}p_0)(\partial_{\xi}\partial_{\xi}\varphi) + (\partial_{\xi}^2p_0)(\partial_{\xi}^2\partial_{\xi}\varphi) \right)
\]
Computing these expressions using that (2.2.1) implies that
\[(\partial^2 z + a\partial^2 x + b\partial x \partial z)\partial z \varphi = c\partial^2 z \varphi,\]
we obtain
\[
(2.2.12) \quad g_1(x, \xi, \zeta) = \frac{1}{i} \left( (2\zeta + b\xi + ic)\partial^2 z \varphi + (2a\xi + b\zeta)\partial x \partial z \varphi \right),
\]
\[
(2.2.12) \quad g_2(x, \xi, \zeta) = -c\partial^2 z \varphi.
\]
Finally, we get that the right hand side of (2.2.11) may be written \(T + R\) where \(e\) is a symbol of the form
\[e(x, z, \xi, \zeta) = \zeta^2 \Gamma_0(x, z) + \zeta \Gamma_1(x, z, \xi) + \Gamma_2(x, z, \zeta),\]
where \(\Gamma_0\) is a function of \((x, z)\), \(\Gamma_1\), \(\Gamma_2\) are symbols in \((x, \xi)\) depending on the parameter \(z\), with
\[
\Gamma_2(x, z, \xi) = a(\partial_\xi \varphi)\xi^2 - ib(\partial^2_\xi \varphi)\xi - 2ia(\partial_\xi \partial_z \varphi)\xi.
\]
We are reduced to showing \(T_q \eta' - T_e \eta = 0\). Since \(\eta\) does not depend on \(z\), we have \(T_e \eta = T_{\Gamma_2} \eta\), so that it is enough to check that \(\Gamma_2(x, z, \xi) = q(x, z, \xi)(i\xi)\). This follows from the above definition of \(\Gamma_2\) where we substitute to \(\partial^2_\xi \varphi\) its expression \(\partial^2_\xi \varphi = -a\partial^2_\xi \varphi - b\partial_\xi \partial_z \varphi + c\partial_z \varphi\) coming from (2.2.1), remembering that \(c = a\eta''\). This concludes the proof.

We thus have proved that the unknown \(W\) solves the paradifferential equation \(\mathcal{P}W = f\), where
\[
(2.2.13) \quad \mathcal{P} = \partial^2_z + (Id + T_{a-1})\partial^2_x + T_0 \partial_\xi \partial_z - T_i \partial_z.
\]
Our next task is to find two operators \(P_-\) and \(P_+\) such that
\[
\mathcal{P} = (\partial_z - P_-)(\partial_z - P_+)
\]
modulo an admissible remainder.

**Lemma 2.2.6.** Set
\[
P_- = -|D_x| + T_{p+|\xi|}, \quad P_+ = |D_x| + T_{p-|\xi|}
\]
where \(p = p(x, \xi)\) and \(P = P(x, \xi)\) are two symbols given by
\[
(2.2.14) \quad p(x, \xi) = a(x) (i\partial_x \eta(x)\xi - |\xi|) + c(x),
\]
\[
P(x, \xi) = a(x) (i\partial_x \eta(x)\xi + |\xi|).
\]
Then
\[
(2.2.15) \quad (\partial_z - P_-)(\partial_z - P_+) = \mathcal{P} + R_0,
\]
where \(\mathcal{P}\) is given by (2.2.13) and \(R_0\) is a smoothing operator, satisfying
\[
(2.2.16) \quad \|R_0 u\|_{H^{\mu+\gamma-3}} \leq C(\|\eta\|_{L^\gamma}) \|\eta\|^2_{L^\gamma} \|\partial_x u\|_{H^{\mu-1}},
\]
for any \(\mu \in \mathbb{R}\) and any \(u \in H^\mu(\mathbb{R})\).
Proof. Below we freely use the facts that, for any symbol $a = a(x, \xi)$,
\[
T_{a(x, \xi)(i\xi)} = T_a \partial_x, \quad T_{a(x, \xi)|\xi} = T_a |D_x|, \quad \partial_x (T_a u) = T_a \partial_x u + T_{\partial_x a} u.
\]
Since $b = -2a\partial_x \eta$, by definition of $P_-$ and $P_+$, we have $P_- + P_+ = -T_b \partial_x + T_c$. Consequently, we have (2.2.15) with
\[
R_0 = P_- P_+ - (Id + T_{a-1}) \partial_x^2 = T_{p+|\xi} |D_x| - |D_x| T_{p-|\xi} + T_{p+|\xi} |T_{p-|\xi}| - T_{a-1} \partial_x^2.
\]
The proof of (2.2.16) is in two steps. We first give an exact formula for $T_{p+|\xi} |D_x| - |D_x| T_{p-|\xi}$. Namely we prove that $T_{p+|\xi} |D_x| - |D_x| T_{p-|\xi}| = T_{a-1} \partial_x^2 - T_q$ for some explicit symbol $q$. Then we use symbolic calculus to estimate the difference between $T_{p+|\xi} |T_{p-|\xi}|$ and $T_q$.

To compute $T_{p+|\xi} |D_x| - |D_x| T_{p-|\xi}$ we use the two following identities (see Lemma A.1.11): for any function $a = a(x)$ in $L^\infty(\mathbb{R})$ and any function $u$ in $L^2(\mathbb{R})$,
\[
(2.2.17) \quad |D_x| T_a |D_x| u + \partial_x T_a \partial_x u = 0,
(2.2.18) \quad |D_x| T_a \partial_x u - \partial_x T_a |D_x| u = 0.
\]
Now, by definition,
\[
p + |\xi| = a\eta'(i\xi) + a\eta'' + (1 - a)|\xi|, \quad P - |\xi| = a\eta'(i\xi) + (a - 1)|\xi|,
\]
so
\[
(2.2.19) \quad T_{p+|\xi} |D_x| - |D_x| T_{p-|\xi}| = T_{a\eta'} \partial_x |D_x| + T_{a\eta''} |D_x| + T_{1-a} |D_x|^2 - |D_x| T_{a\eta'} \partial_x - |D_x| T_{a-1} |D_x|.
\]
Since $T_{a\eta'} \partial_x + T_{a\eta''} = \partial_x (T_{a\eta'}) - T_{(\partial_x a)\eta'}$, the identity (2.2.18) implies that
\[
(2.2.20) \quad T_{a\eta'} \partial_x |D_x| + T_{a\eta''} |D_x| = |D_x| T_{a\eta'} \partial_x - T_{(\partial_x a)\eta'} |D_x|.
\]
On the other hand, (2.2.17) implies that
\[
(2.2.21) \quad |D_x| T_{a-1} |D_x| = -\partial_x T_{a-1} \partial_x = -T_{\partial_x a} \partial_x - T_{a-1} \partial_x^2.
\]
Setting (2.2.20) and (2.2.21) in (2.2.19), we obtain that
\[
T_{p+|\xi} |D_x| - |D_x| T_{p-|\xi}| = -T_{(\partial_x a)\eta'} |D_x| + T_{1-a} |D_x|^2 + T_{\partial_x a} \partial_x + T_{a-1} \partial_x^2 = T_{(a-1)} \partial_x^2 - T_q
\]
with
\[
q = \eta'(\partial_x a) |\xi| - \partial_x a(i\xi) + (a - 1) |\xi|^2.
\]
We conclude that $R_0 = T_{p+|\xi} |T_{p-|\xi}| - T_q$. 

50
It remains to estimate the difference between $T_{p+\xi}|T_{p-\xi}|$ and $T_q$. To compute $T_{p+\xi}|T_{p-\xi}|$, it is convenient to introduce the symbol

$$\varphi(x,\xi) = a(x) (i\partial_x \eta(x)\xi - |\xi|) ,$$

and to decompose $p$ as $\varphi + c$. Since $\partial^k_\xi \varphi(x,\xi) = 0$ and $\partial^k_\xi |\xi| = 0$ for $k \geq 2$ and $\xi \neq 0$ and since the symbols $\varphi, P$ belong to $\Gamma^1_{\gamma-1}(\mathbb{R})$, using (A.1.7) applied with $(m,m',\rho) = (1,1,\gamma - 1)$, we obtain that

$$T_{p+\xi}|T_{p-\xi}| = T_{q_1} + Q_1$$

where $Q_1$ is of order $3 - \gamma$ and the symbol $q_1$ is given by

$$q_1 = (\varphi + |\xi|)(P - |\xi|) + \frac{1}{i} \partial_\xi (\varphi + |\xi|) \partial_x (P - |\xi|).$$

This simplifies to

$$q_1 = -\xi^2 + \varphi P + 2a\xi^2 + \frac{1}{i} \partial_\xi \varphi \partial_x P + \frac{1}{i} \frac{\xi}{|\xi|} \partial_x P .$$

On the other hand, using the notation (A.1.4), we have

$$M^1_{\gamma-1}(p + |\xi|) + M^1_{\gamma-1}(P - |\xi|) \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} ,$$

and hence $\|Q_1\|_{L(H^{\mu},H^{\mu+\gamma-3})} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2.$

Similarly, (A.1.7) applied with $(m,m',\rho) = (0,1,2 - \gamma)$ implies that

$$T_cT_{p-\xi} = T_c(P-|\xi|) + Q_2$$

where $\|Q_2\|_{L(H^{\mu},H^{\mu+\gamma-3})} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2.$

The previous observations yield $T_{p+\xi}|T_{p-\xi}| = T_\tau + Q_1 + Q_2$ with

$$\tau = -\xi^2 + \varphi P + 2a\xi^2 + \frac{1}{i} \partial_\xi \varphi \partial_x P + \frac{1}{i} \frac{\xi}{|\xi|} \partial_x P + c(P - |\xi|) .$$

Now using the calculation results

$$\varphi P = -a\xi^2, \quad \frac{1}{i} (\partial_\xi \varphi)(\partial_x P) + cP = 0 ,$$

we obtain that

$$\tau = (a - 1)|\xi|^2 + \frac{1}{i} \frac{\xi}{|\xi|} \partial_x P - c|\xi|$$

and it is easily verified that $\tau = q$ where $q$ is given by (2.2.22) (recalling that $c = a\eta''$). We conclude that $R_0 = Q_1 + Q_2$ and the previous observations yield

$$\|R_0u\|_{H^{\mu+\gamma-3}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2 \|u\|_{H^{\mu}} .$$
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Having proved this first estimate for the remainder, we prove it is estimated by the derivative of $u$ only:

$$
\| R_0 u \|_{H^\mu} \leq C (\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma}^2 \| \partial_x u \|_{H^{\mu-1}}.
$$

To do so, introduce $\tilde{\kappa} = \tilde{\kappa}(\xi)$ such that $\tilde{\kappa}(\xi) = 1$ for $|\xi| \geq 1/3$ and $\tilde{\kappa}(\xi) = 0$ for $|\xi| \leq 1/4$. Split $R_0$ as

$$
R_0 \tilde{\kappa}(D_x) + R_0 (\text{Id} - \tilde{\kappa}(D_x)).
$$

Notice that $R_0(\text{Id} - \tilde{\kappa}(D_x)) = 0$ since $A(\text{Id} - \tilde{\kappa}(D_x)) = 0$ for any paradifferential operator $A$. On the other hand,

$$
\| R_0 \tilde{\kappa}(D_x) u \|_{H^\mu+\gamma-3} \leq C (\| \eta \|_{C^\gamma}) \| \tilde{\kappa}(D_x) u \|_{H^\mu} \\
\leq C (\| \eta \|_{C^\gamma}) \| \tilde{\kappa}(D_x) u \|_{H^\mu} \| \tilde{\kappa}(D_x) u \|_{H^{\mu-1}}.
$$

This completes the proof.

By construction, it follows from the previous lemma that

$$
(\partial_z - P_-)(\partial_z - P_+)W = \mathcal{P}W + R_0 W.
$$

On the other hand, $f := \mathcal{P}W$ is estimated by (2.2.5). Introduce now

$$
\omega = (\partial_z - P_+)W.
$$

Then

$$
(2.2.23) \begin{cases}
(\partial_z - P_-)\omega = f + R_0 W, \\
(\partial_z - P_+)W = \omega.
\end{cases}
$$

Since $\text{Re} p(x, \xi) \leq -c|\xi|$ for $1 \ll |\xi|$, the first equation in (2.2.23) is parabolic. Since $\text{Re} P(x, \xi) \geq c|\xi|$, the backward Cauchy problem is well posed for the second equation. Hence, up to time reversal in the second equation, System (2.2.23) is a system of two paradifferential parabolic equations. We begin by recalling a classical estimate for such equations.

**Lemma 2.2.7.** Let $\mu \in \mathbb{R}$, $T \in [0, +\infty)$. Let $u$ in $C^0([0, T]; H^\mu(\mathbb{R})) \cap C^1([0, T]; H^{\mu-1}(\mathbb{R}))$ and $F$ in $L^\infty([0, T]; H^\mu(\mathbb{R}))$ satisfying

$$
\partial_t u + |D_x| u + T_{q-\xi}|u| = F,
$$

for some symbol $q \in \Gamma^1(\mathbb{R})$ (independent of time) such that $\text{Re} q \geq c|\xi|$. Then, for any $\varepsilon > 0$, $u$ belongs to $C^0([0, T]; H^{\mu+1-\varepsilon}(\mathbb{R}))$ and there exists a positive constant $K$ depending on $M^1_q(q)$ (see (A.1.4)) such that

$$
(2.2.24) \quad \| u \|_{L^\infty([0, T]; H^{\mu+1-\varepsilon})} \leq K \| u(0) \|_{H^{\mu+1-\varepsilon}} + K \| F \|_{L^\infty([0, T]; H^\mu)} + K \| u \|_{L^\infty([0, T]; H^\mu)}.
$$
Proof. This follows from [41] (see also [6, Prop. 4.10] and [3, Prop. 3.19]). We recall the proof for the sake of completeness. Write

\[ \partial_t u + T_\eta u = g := F + (T_{[\xi]} - |D_x|)u. \]

Since \( T_{[\xi]} - |D_x| \) is a smoothing operator we have

\[ \|g\|_{L^\infty([0,T];H^\nu)} \lesssim \|F\|_{L^\infty([0,T];H^\nu)} + \|u\|_{L^\infty([0,T];H^\nu)}. \]

Given \( \tau \leq 0 \), one denotes by \( e(\tau, \cdot, \cdot) \) or simply \( e(\tau) \) the symbol defined by \( e(\tau, x, \xi) = \exp(\tau q(x, \xi)) \) so that \( e(0, x, \xi) = 1 \) and \( \partial_{\tau} e(\tau, x, \xi) = e(\tau, x, \xi)q(x, \xi) \).

Now, given \( y \in [0, T] \) and \( t \in [0, y] \), write

\[ \partial_t (T_{e(t-y)} u) = T_{e(t-y)} g + (T_{\partial_t e(t-y)} u - T_{e(t-y)} T_\eta u) \]

and integrate on \([0, y] \) to obtain

\[ T_1 u(y) = T_{e(-y)} u(0) + \int_0^y \left\{ T_{e(t-y)} g(t) + (T_{\partial_t e(t-y)} - T_{e(t-y)} T_\eta) u(t) \right\} dt. \]

Which is better formulated as

\[ u(y) = T_{e(-y)} u(0) + \int_0^y \left\{ T_{e(t-y)} g(t) + S(t-y) u(t) \right\} dt + (\text{Id} - T_1) u(y), \]

with \( S(\tau) := (T_{\partial_{\tau} e(\tau)} u - T_{e(\tau)} T_\eta u) \).

According to our assumption that \( \text{Re} \, q \geq c |\xi|, q \in \Gamma_1^1(\mathbb{R}) \), we see that \( e(\tau) \) belongs uniformly to \( \Gamma_0^1(\mathbb{R}) \) for \( \tau \in [-T, 0]; \) which means that \( \sup_{\tau \in [-T, 0]} M_0^1(e(\tau, \cdot, \cdot)) \leq C(M_1^1(q)) \) where the semi-norm \( M_0^1(q) \) is as defined in (A.1.4). Therefore \( \partial_{\tau} e = eq \) belongs uniformly to \( \Gamma_1^1(\mathbb{R}) \).

It follows from symbolic calculus (see (A.1.8)) that \( S(\tau) = T_{e(\tau)} q - T_{e(\tau)} T_\eta \) is uniformly of order 0. Therefore there exists a constant \( K \) depending only on \( M_1^1(q) \) such that, for any \( y \in [0, T] \) and any \( t \in [0, y] \),

\[ \|S(t-y) u(t)\|_{H^\nu} \leq K \|u(t)\|_{H^\nu}, \]

Similarly, (A.1.12) implies that

\[ \|T_{e(-y)} u(0)\|_{H^{\nu+1-\varepsilon}} \leq K \|u(0)\|_{H^{\nu+1-\varepsilon}}. \]

On the other hand, \( |y-t|^{1-\varepsilon} (\xi)^{1-\varepsilon} e(t-y, x, \xi) \) is uniformly of order 0 so that

\[ \int_0^y \|T_{e(t-y)} g(t)\|_{H^{\nu+1-\varepsilon}} dt \lesssim \|g\|_{L^\infty([0,y];H^\nu)}. \]

It follows that there exists a constant \( K \) depending only on \( M_1^1(q) \) such that, for all \( y \in [0, T], \)

\[ \|u(y)\|_{H^{\nu+1-\varepsilon}} \leq K \|u(0)\|_{H^{\nu+1-\varepsilon}} + K \|F\|_{L^\infty([0,y];H^\nu)} + K \|u\|_{L^\infty([0,y];H^\nu)}. \]

This proves that \( u \in L^\infty([0,T];H^{\nu+1-\varepsilon}(\mathbb{R})) \). Since \( u \in C^0([0, T]; H^\nu(\mathbb{R})) \) by assumption, this implies, by interpolation, that \( u \in C^0([0, T]; H^{\nu+1-2\varepsilon}(\mathbb{R})) \). This gives the desired result with \( \varepsilon \) replaced with \( 2\varepsilon \).
We are now in position to estimate \((w,W)\) by using the previous lemma and the fact that \((w,W)\) satisfy (2.2.23). For later purposes, it is convenient to state this as a general result.

**Lemma 2.2.8.** Consider \(\tau < 0, \mu \in \mathbb{R}\) and \(\varepsilon > 0\).

(i) Let \(w\) in \(L^\infty([\tau,0]; H^{\mu+1}(\mathbb{R}))\), \(V\) in \(C^0([\tau,0]; H^{\mu+1}(\mathbb{R})) \cap C^1([\tau,0]; H^\mu(\mathbb{R}))\) satisfying

\[
(\partial_x - P_+)V = w.
\]

If \(\partial_x V(0) \in H^{\mu+1-\varepsilon}(\mathbb{R})\) then \(V \in C^0([\tau,0]; H^{\mu+2-\varepsilon}(\mathbb{R}))\) and there exists a non decreasing function \(C\) depending only on \(\gamma, \tau, \mu, \varepsilon\) such that

\[
(2.2.25) \quad \|\nabla_{x,z} V\|_{L^\infty([\tau,0]; H^{\mu+1-\varepsilon})} \leq C(\|\eta\|_{C^\gamma}) \left( \|\partial_x V(0)\|_{H^{\mu+1-\varepsilon}} + \|w\|_{L^\infty([\tau,0]; H^{\mu+1})} + \|\nabla_{x,z} V\|_{L^\infty([\tau,0]; H^\mu)} \right).
\]

(ii) Consider \(V\) in \(L^\infty([\tau,0]; H^{\mu-(\gamma-3)}(\mathbb{R}))\), \(w\) in \(C^0([\tau,0]; H^{\mu}(\mathbb{R})) \cap C^1([\tau,0]; H^{\mu-1}(\mathbb{R}))\), and \(f\) in \(L^\infty([\tau,0]; H^{\mu}(\mathbb{R}))\) satisfying

\[
(2.2.26) \quad (\partial_x - P_-)w = f + R_0 V.
\]

Then, for any \(\tau' \in [\tau,0]\), \(w\) belongs to \(C^0([\tau',0]; H^{\mu+1-\varepsilon}(\mathbb{R}))\) and there exists a non decreasing function \(C\) depending only on \(\gamma, \tau, \tau', \mu, \varepsilon\) such that

\[
(2.2.27) \quad \|w\|_{L^\infty([\tau',0]; H^{\mu+1-\varepsilon})} \leq C(\|\eta\|_{C^\gamma}) \left( \|f\|_{L^\infty([\tau,0]; H^\mu)} + \|w\|_{L^\infty([\tau,0]; H^\mu)} + \|\nabla_{x,z} V\|_{L^\infty([\tau,0]; H^{\mu+1-\varepsilon})} \right).
\]

**Proof.** To prove statement (i) we apply Lemma 2.2.7 to the auxiliary function \(u(t,x) = (\partial_x V)(-t,x)\) which satisfies

\[
\partial_t u + |D_x| u + T_{P-|x|} u = G
\]

where \(P\) is given by (2.2.14) and where \(G(t,x) = -(\partial_x w + T_{\partial_x P} V)(-t,x)\). Thus the estimate (2.2.24) applied with \(T = -\tau\) implies that there exists a positive constant \(K = K(\|\eta\|_{C^\gamma})\) such that

\[
\|u\|_{L^\infty([0,-\tau]; H^{\mu+1-\varepsilon})} \leq K \|u(0)\|_{H^{\mu+1-\varepsilon}} + K \|G\|_{L^\infty([0,-\tau]; H^\mu)}
\]

\[
+ K \|u\|_{L^\infty([0,-\tau]; H^\mu)}.
\]

This yields

\[
\|\partial_x V\|_{L^\infty([\tau,0]; H^{\mu+1-\varepsilon})} \leq K \|\partial_x V(0)\|_{H^{\mu+1-\varepsilon}} + K \|\partial_x \eta\|_{L^\infty([\tau,0]; H^\mu)}
\]

\[
+ K \|\partial_x V\|_{L^\infty([\tau,0]; H^\mu)}.
\]

Since \(\partial_x V = P_+ V + w\) can be estimated by means of \(\partial_x V\) and \(w\), we obtain (2.2.25).
To prove statement (ii) we apply Lemma 2.2.7 to the auxiliary function \( u(t, x) = t \psi(t + \tau, x) \) which satisfies \( u(0, x) = 0 \) and
\[
\partial_t u + |D_x| u + T_{q-|\xi|} u = F
\]
with \( q = -p \) (where \( p \) is given by (2.2.14)) and
\[
F(t, x) = tf(t + \tau, x) + t(R_0 V)(t + \tau, x) + \psi(t + \tau, x).
\]
It follows from (2.2.16) and the assumption \( \gamma > 3 \) that \( \| F \|_{L^\infty([0, -\tau]; H^\mu)} \) is bounded by the right-hand side of (2.2.27).

Since \( u|_{t=0} = 0 \), the parabolic estimate (2.2.24) implies that
\[
\| u \|_{L^\infty([0, -\tau]; H^{\mu+1-\epsilon})} \leq K \| F \|_{L^\infty([0, -\tau]; H^\mu)} + K \| u \|_{L^\infty([0, -\tau], H^\mu)}.
\]
Clearly,
\[
\| u \|_{L^\infty([0, -\tau]; H^\mu)} = \sup_{z \in [\tau, 0]} \|(z - \tau) \psi(z)\|_{H^\mu} \leq |\tau| \sup_{z \in [\tau, 0]} \| \psi(z) \|_{H^\mu}
\]
and
\[
\sup_{z \in [\tau', 0]} \| \psi \|_{H^{\mu+1-\epsilon}} \leq \frac{1}{|\tau - \tau'|} \sup_{z \in [\tau', 0]} \|(z - \tau) \psi(z)\|_{H^{\mu+1-\epsilon}} \leq \frac{1}{|\tau - \tau'|} \sup_{t \in [0, -\tau]} \| u(t) \|_{H^{\mu+1-\epsilon}}.
\]
Therefore, the previous estimates imply (2.2.27).

We are now in position to prove the main result of this section. Given \( \tau < 0 \), we use the notations
\[
E(\tau) := \sup_{z \in [\tau, 0]} \{ \| \partial_z \varphi \|_{H^{-1/2}} + \| \partial_x \varphi - \partial_x \eta \partial_z \varphi \|_{H^{-1/2}} \},
\]
(2.2.28)
\[
D(\tau) := \sup_{z \in [\tau, 0]} \| \partial_z \varphi - |D_x| \varphi \|_{H^{-1/2}}.
\]

**Proposition 2.2.9.** Let \( (s, \mu, \gamma) \in \mathbb{R}^3 \) be such that
\[
s - \frac{1}{2} > \gamma > 3, \quad 0 \leq \mu \leq s, \quad \gamma \notin \frac{1}{2} \mathbb{N},
\]
and assume that \( (\eta, \psi) \) is in the set \( \mathcal{E}_\gamma \) defined after the statement of Proposition 1.1.6 and that moreover \( (\eta, \psi) \in H^s \times \dot{H}_x^{1/2} \mu \) is such that \( \omega \in \dot{H}_x^{1/2} \mu + \frac{1}{2} \).

Consider \( \varepsilon > 0 \) and \( \tau < \tau' < 0 \). There exists a non decreasing function \( C : \mathbb{R} \to \mathbb{R} \) such that
\[
\sup_{z \in [\tau', 0]} \| \partial_z W(z) - P_+ W(z) \|_{H^{\mu+\gamma-3-\epsilon}} \leq c_1 \| \eta \|_{H^s} + c_2 \| \partial_x \omega \|_{H^{\mu-1}} + c_2 E(\tau) + c_3 D(\tau),
\]
(2.2.29)
Recall that, by notations,

\[ (2.2.30) \quad \sup_{z \in [\tau',0]} \| \nabla_{x,z} W(z) \|_{H^\mu} \leq c_1 \| \eta \|_{H^\mu} + c_3 \| \partial_z \omega \|_{H^\mu} + c_3 E(\tau) + c_3 D(\tau), \]

where

\[ (2.2.31) \quad c_3 := C(\| \eta \|_{C^\gamma}), \quad c_1 := c_3 \sup_{z \in [\tau,0]} \| \nabla_{x,z} \varphi(z) \|_{C^{\gamma-1}}, \quad c_2 := c_3 \| \eta \|_{C^\gamma}. \]

**Remark.** We prove not only *a priori* estimates but also an elliptic regularity result. Namely, the previous statement means that if the right-hand side of \((2.2.30)\) is finite, then so is the left-hand side.

**Proof.** Given \( \tau \in [\infty,0[ \) and \( (\mu, \sigma) \in \mathbb{R}^2 \), introduce

\[
A_1(\tau; \sigma) := \sup_{z \in [\tau,0]} \| \partial_z W - P_+ W \|_{H^\mu},
\]

\[
A_2(\tau; \mu) := \sup_{z \in [\tau,0]} \| \nabla_{x,z} W \|_{H^\mu}.
\]

One denotes by \( A_1 \) the set of \( \mu \in [\infty, s] \) such that the following property holds: for all \( (\sigma, \tau, \tau') \in \mathbb{R}^3 \) such that

\[
\sigma \in [\mu, \mu + \gamma - 3[, \quad \tau < \tau' < 0,
\]

the function \( \partial_z W - P_+ W \) belongs to \( C^0([\tau',0]; H^\rho(\mathbb{R})) \) and there is a non-decreasing function \( C: \mathbb{R}_+ \to \mathbb{R}_+ \) depending only on \( (s, \gamma, \mu, \sigma, \tau, \tau') \) such that

\[
A_1(\tau'; \sigma) \leq c_1 \| \eta \|_{H^\mu} + c_2 \| \partial_z \omega \|_{H^{\mu-1}} + c_3 A_1(\tau; -1/2) + c_2 A_2(\tau; -1/2),
\]

where \( c_1, c_2 \) and \( c_3 \) are as in \((2.2.31)\).

Similarly, one denotes by \( A_2 \) the set of \( \mu \in [\infty, s] \) such that the following property holds: for all \( \tau \in [\infty,0[ \), the function \( \nabla_{x,z} W \) belongs to \( C^0([\tau,0]; H^\rho(\mathbb{R})) \) and there exists a non-decreasing function \( C: \mathbb{R}_+ \to \mathbb{R}_+ \) depending only on \( (s, \gamma, \mu, \tau, \tau') \) such that

\[
A_2(\tau'; \mu) \leq c_1 \| \eta \|_{H^\mu} + c_3 \left\{ \| \partial_z \omega \|_{H^\mu} + A_1(\tau; -1/2) + A_2(\tau; -1/2) \right\}.
\]

The proof of Proposition 2.2.9 is in two steps. The key point consists in proving that

\[ (2.2.32) \quad A_1 = [\infty, s[, \quad A_2 = [\infty, s[. \]

To prove \((2.2.32)\), we proceed by means of a bootstrap argument (as in [2]).

Recall that, by notations, \( \underline{w} = (\partial_z - P_+ )W \) and

\[
\left\{
\begin{array}{l}
(\partial_z - P_- )\underline{w} = f + R_0 W, \\
(\partial_z - P_+ )W = \underline{w},
\end{array}
\right.
\]
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where \( f \) is given by Lemma 2.2.2. It follows from the estimate (2.2.5) for \( f \) and Lemma 2.2.8 that, for any \((s, \gamma, \mu)\) as above, any \( \tau < \tau' < 0 \) and any \( \varepsilon > 0 \), there exists a non decreasing function \( C: \mathbb{R}_+ \to \mathbb{R}_+ \) such that

\[
A_1(\tau'; \mu + 1 - \varepsilon) \leq c_1 \| \eta \|_{H^{s}} + c_2 A_2(\mu - 1 - (\gamma - 3)) + c_3 A_1(\tau; \mu),
\]

\[
A_2(\tau; \mu + 1 - \varepsilon) \leq c_3 \| \partial_x \omega \|_{H^{s+1-\varepsilon}} + c_3 A_1(\tau; \mu + 1) + c_3 A_2(\tau; \mu),
\]

where \( c_1, c_2 \) and \( c_3 \) are as in (2.2.31). This implies that, for any \( \varepsilon > 0 \),

\[
(2.2.33) \quad \mu - (\gamma - 3) + \varepsilon \in A_1, \quad \mu - 1 - (\gamma - 3) \in A_2 \Rightarrow \min \{ \mu + 1 - \varepsilon - (\gamma - 3), s \} \in A_1,
\]

and

\[
(2.2.34) \quad \mu + 4 - \gamma + \varepsilon \in A_1, \quad \mu \in A_2 \Rightarrow \min \{ \mu + 1 - \varepsilon, s \} \in A_2.
\]

Now, let us show that (2.2.33) and (2.2.34) imply (2.2.32). Firstly, notice that, clearly,

\[
(2.2.35) \quad 5/2 - \gamma \in A_1, \quad -1/2 \in A_2.
\]

Observe that \( 5/2 - \gamma < -1/2 \). Now assume that \([5/2 - \gamma, \kappa] \times [5/2 - \gamma, \kappa'] \subset A_1 \times A_2 \) for some \( 5/2 - \gamma \leq \kappa < s \), and set

\[
\varepsilon = \min \left\{ \frac{1}{4}(\gamma - 3), \frac{1}{4} \right\}, \quad \mu = \kappa - 1 + 2\varepsilon, \quad \nu = \kappa + (\gamma - 3) - 2\varepsilon.
\]

Then \( \mu < \kappa \) and \( \mu + 4 - \gamma + \varepsilon < \kappa \). Therefore \( \mu + 4 - \gamma + \varepsilon \in A_1 \) and \( \mu \in A_2 \). Property (2.2.34) then implies that \( \min \{ \mu + 1 - \varepsilon, s \} \in A_2 \). Since \( \mu + 1 - \varepsilon = \kappa + \varepsilon \) we thus have proved that \( \min \{ \kappa + \varepsilon, s \} \in A_2 \). Similarly, \( \nu - (\gamma - 3) + \varepsilon < \kappa \) and \( \nu - 1 - (\gamma - 3) < \kappa \); so Property (2.2.33) implies that \( \min \{ \kappa + \varepsilon, s \} \in A_1 \). We thus have proved that

\[
[5/2 - \gamma, \kappa] \times [5/2 - \gamma, \kappa] \subset A_1 \times A_2 \quad \text{with} \quad \kappa = \min \{ \kappa + \varepsilon, s \}.
\]

In view of (2.2.35), this implies (2.2.32).

To conclude the proof of Proposition 2.2.9 it is sufficient to prove that

\[
(2.2.36) \quad A_2(\tau; -1/2) \lessapprox E(\tau) + \| \eta \|_{H^{1}} \sup_{z \in I} \| \nabla_{x,z} \varphi(z) \|_{C^1},
\]

\[
(2.2.37) \quad A_1(\tau; -1/2) \lessapprox D(\tau) + C(\| \eta \|_{C^2}) \left\{ \| \eta \|_{C^2} E(\tau) + \sup_{z \in I} \| \nabla_{x,z} \varphi(z) \|_{L^\infty} \| \eta \|_{H^{1/2}} \right\}.
\]

Recall that

\[
A_1(\tau; -1/2) = \sup_{z \in [\tau, 0]} \| \partial_z W - P_{z} W \|_{H^{-1/2}},
\]

\[
A_2(\tau; -1/2) = \sup_{z \in [\tau, 0]} \left\{ \| \partial_z W \|_{H^{-1/2}} + \| \partial_z W \|_{H^{-1/2}} \right\}.
\]
Let us prove (2.2.36). Since \( \partial_z W = \partial_z \varphi - T_{\partial_z^2 \varphi} \eta \) we have
\[
\|\partial_z W\|_{H^{-\frac{1}{2}}} \leq \|\partial_z \varphi\|_{H^{-\frac{1}{2}}} + \|\partial_z^2 \varphi\|_{L^\infty} \|\eta\|_{H^{-\frac{1}{2}}},
\]
and hence \( \sup_{x \in [\tau,0]} \|\partial_z W\|_{H^{-\frac{1}{2}}} \) is bounded by the right-hand side of (2.2.36) by definition of \( E(\tau) \). To estimate \( \partial_x W \), write
\[
\partial_x W = \partial_x \varphi - T_{\partial_x \varphi} \partial_x \eta - T_{\partial_x \varphi} \partial_x \eta
\]
so
\[
\|\partial_x W\|_{H^{-\frac{1}{2}}} \leq \|\partial_x \varphi - \partial_x \varphi \partial_x \eta\|_{H^{-\frac{1}{2}}} + \|\partial_x \varphi \partial_x \eta\|_{H^{-\frac{1}{2}}}
\]
\[
+ \|T_{\partial_x \varphi} \partial_x \eta\|_{H^{-\frac{1}{2}}} + \|T_{\partial_x \varphi} \partial_x \eta\|_{H^{-\frac{1}{2}}}.
\]
This implies that
\[
\|\partial_x W\|_{H^{-\frac{1}{2}}} \leq E(\tau) + K \|\eta\|_{H^1} \sup \|\nabla_{x,z} \varphi\|_{C^1},
\]
which completes the proof of (2.2.36).

Let us prove (2.2.37). By definition of \( P_+ \) and \( W \), we have
\[
\partial_z W - P_+ W = (\partial_z - P_+) \varphi - (\partial_z - P_+) T_{\partial_z \varphi} \eta
\]
so
\[
= (\partial_z - |D_x|) \varphi - T_{P_+|\xi|} \varphi - T_{\partial_z^2 \varphi} \eta + P_+ T_{\partial_z \varphi} \eta.
\]
The first term in the right-hand side is estimated directly from the definition of \( D(\tau) \). To estimate the third term we write
\[
\|T_{\partial_z^2 \varphi} \eta\|_{H^{-\frac{1}{2}}} \lesssim \|\partial_z^2 \varphi\|_{C^{-1}} \|\eta\|_{H^{\frac{1}{2}}}
\]
and then use the equation (2.2.1) satisfied by \( \varphi \) to estimate \( \|\partial_z^2 \varphi\|_{C^{-1}} \). To estimate the last term, by using (A.1.5), we first notice that
\[
\|P_+ T_{\partial_z \varphi} \eta\|_{H^{-1/2}} \lesssim (1 + \mathcal{M}_d(P - |\xi|)) \|T_{\partial_z \varphi} \eta\|_{H^{1/2}}
\]
\[
\lesssim (1 + \mathcal{M}_d(P - |\xi|)) \|\partial_z \varphi\|_{L^\infty} \|\eta\|_{H^{1/2}}.
\]
Since \( \mathcal{M}_d(P - |\xi|) \leq C(\|\eta\|_{C^1}) \|\partial_x \eta\|_{C^1} \), we obtain that
\[
\|P_+ T_{\partial_z \varphi} \eta\|_{H^{-1/2}} \leq C(\|\eta\|_{C^2}) \|\partial_z \varphi\|_{L^\infty} \|\eta\|_{H^{1/2}}.
\]
Similarly, (A.1.10) implies that
\[
\|T_{P_+|\xi|} \varphi\|_{H^{-1/2}} \lesssim \mathcal{M}_d(P - |\xi|) \|\partial_x \varphi\|_{H^{-1/2}} \leq C(\|\eta\|_{C^2}) \|\partial_x \eta\|_{C^1} \|\partial_z \varphi\|_{H^{-1/2}}.
\]
Since
\[
\|\partial_x \varphi\|_{H^{-1/2}} \lesssim \|\partial_x \varphi - \partial_x \eta \partial_x \varphi\|_{H^{-1/2}} + \|\partial_x \eta\|_{C^1} \|\partial_z \varphi\|_{H^{-1/2}}
\]
\[
\lesssim (1 + \|\partial_x \eta\|_{C^1}) E(\tau),
\]
by combining the above estimates we conclude the proof of (2.2.37). This completes the proof of the induction argument and hence the proof of the proposition. \( \square \)
2.3 Tame estimates

In this section we prove the tame estimates (2.1.2).

**Proposition 2.3.1.** i) Let \((s, \gamma, \mu) \in \mathbb{R}^3\) be such that

\[ s - \frac{1}{2} > \gamma > 3, \quad \frac{1}{2} \leq \mu \leq s, \quad \gamma \not\in \frac{1}{2}\mathbb{N}. \]

Consider \((\eta, \psi) \in \mathcal{E}_\gamma \cap \left( H^{s+\frac{3}{2}}(\mathbb{R}) \times \dot{H}^{\frac{\gamma}{2}}(\mathbb{R}) \right)\) and set \(\omega = \psi - T_{B(0)}\psi\eta\). Then

\[ B(\eta)\psi \in H^{\mu-\frac{3}{2}}(\mathbb{R}), \quad V(\eta)\psi \in H^{\mu-\frac{3}{2}}(\mathbb{R}), \]

and there exists a non decreasing function \(C : \mathbb{R}_+ \to \mathbb{R}_+\) depending only on \((s, \gamma, \mu)\) such that:

\[ \|B(\eta)\psi\|_{H^{\mu-\frac{3}{2}}} + \|V(\eta)\psi\|_{H^{\mu-\frac{3}{2}}} \leq C \left( \|\eta\|_{C_\gamma} \right) \left\{ \|D_x^{\frac{1}{2}}\psi\|_{C^{\gamma-\frac{1}{2}}} \|\eta\|_{H^s} + \|D_x^{\frac{3}{2}}\omega\|_{H^s} \right\}. \]

ii) Let \((s, \gamma, \mu) \in \mathbb{R}^3\) be such that

\[ s - \frac{1}{2} > \gamma > 3, \quad 1 \leq \mu \leq s, \quad \gamma \not\in \frac{1}{2}\mathbb{N}. \]

Consider \((\eta, \psi) \in \mathcal{E}_\gamma \cap \left( H^{s+\frac{3}{2}}(\mathbb{R}) \times \dot{H}^{\frac{\gamma}{2}}(\mathbb{R}) \right)\). Then \(G(\eta)\psi \in H^{\mu-1}(\mathbb{R})\) and there exists a non decreasing function \(C : \mathbb{R}_+ \to \mathbb{R}_+\) depending only on \((s, \gamma, \mu)\) such that:

\[ \|G(\eta)\psi\|_{H^{\mu-1}} \leq C \left( \|\eta\|_{C_\gamma} \right) \left\{ \|D_x^{\frac{1}{2}}\psi\|_{C^{\gamma-\frac{3}{2}}} \|\eta\|_{H^s} + \|D_x^{\frac{1}{2}}\psi\|_{H^{\mu-\frac{3}{2}}} \right\}. \]

**Proof.** We begin by proving the following estimates.

**Lemma 2.3.2.** Let \(\tau < \tau' < 0\) and consider \((s, \gamma, \mu)\) as above. There exists a non decreasing function \(C : \mathbb{R}_+ \to \mathbb{R}_+\) such that for all \((\eta, \psi) \in \mathcal{E}_\gamma \cap \left( H^{s+\frac{3}{2}}(\mathbb{R}) \times \dot{H}^{\frac{\gamma}{2}}(\mathbb{R}) \right)\),

\[ \sup_{z \in [\tau', 0]} \|\partial_z \varphi\|_{H^{\mu-\frac{1}{2}}} + \sup_{z \in [\tau', 0]} \|\partial_z \varphi - \partial_z \eta \partial_z \varphi\|_{H^{\mu-\frac{3}{2}}} \leq C \left( \|\eta\|_{C_\gamma} \right) \left\{ \|D_x^{\frac{1}{2}}\psi\|_{C^{\gamma-\frac{3}{2}}} \|\eta\|_{H^s} + \|\partial_z \omega\|_{H^{\mu-\frac{3}{2}}} + E(\tau) + D(\tau) \right\}, \]

where \(D(\tau)\) and \(E(\tau)\) are as in (2.2.28).

**Proof.** We begin by estimating \(\partial_z \varphi\). To do so, write \(\partial_z \varphi = \partial_z W + T_{\partial_z \varphi} \eta\) to obtain

\[ \sup_{z \in [\tau', 0]} \|\partial_z \varphi\|_{H^{\mu-\frac{1}{2}}} \lesssim \sup_{z \in [\tau', 0]} \|\partial_z W\|_{H^{\mu-\frac{1}{2}}} + \sup_{z \in [\tau', 0]} \|\partial_z^2 \varphi\|_{L^\infty} \|\eta\|_{H^{\mu-\frac{3}{2}}}. \]
It follows from (2.2.30) applied with $\mu$ replaced with $\mu - 1/2 \in [0, s - 1/2]$ that

$$
(2.3.4) \quad \sup_{z \in [\tau, 0]} \| \nabla_{x,z} W(z) \|_{H^{\mu - \frac{1}{2}}} \leq c_1 \| \eta \|_{H^s} + c_3 \| \partial_z \omega \|_{H^{\mu - \frac{1}{2}}} + c_3 E(\tau) + c_3 D(\tau),
$$

where

$$
c_1 := C(\| \eta \|_{C^s}) \sup_{z \in [\tau, 0]} \| \nabla_{x,z} \varphi(z) \|_{C^{s-1}}, \quad c_3 := C(\| \eta \|_{C^s}).
$$

On the other hand, since $\partial_z^2 \varphi = -a \partial_z^2 \varphi - b \partial_x \partial_z \varphi + c \partial_z \varphi$, we have

$$
\sup_{z \in [\tau, 0]} \| \partial_z^2 \varphi \|_{L^\infty} \leq C(\| \eta \|_{C^2}) \sup_{z \in [\tau, 0]} \| \nabla_{x,z} \varphi \|_{C^s}.
$$

As a result, since $\mu \leq s$, (2.3.3) implies that

$$
\sup_{z \in [\tau, 0]} \| \partial_z \varphi \|_{H^{\mu - \frac{1}{2}}} \leq c_1 \| \eta \|_{H^s} + c_3 \| \partial_z \omega \|_{H^{\mu - \frac{1}{2}}} + c_3 E(\tau) + c_3 D(\tau),
$$

and the asserted estimate for $\partial_z \varphi$ follows from (1.1.18) which implies that $c_1$ is estimated by

$$
C(\| \eta \|_{C^s}) \| D_x |^{\frac{1}{2}} \psi \|_{C^{s-1}}.
$$

The estimate for $\partial_x \varphi - \partial_z \varphi \partial_x \eta$ follows from similar arguments, the decomposition

$$
\partial_x \varphi - \partial_z \varphi \partial_x \eta = \partial_x W + T_{\partial_x \partial_x \varphi} \eta - T_{\partial_x \partial_z \varphi} \partial_x \eta - R_B(\partial_z \varphi, \partial_x \eta),
$$

and the classical estimates for paraproducts (see (A.1.17) in the appendix).

We now apply Lemma 2.3.2 to infer the tame estimates (2.3.2) and (2.3.1). Clearly, since

$$
B(\eta) \psi = \partial_z \varphi|_{z=0}, \quad V(\eta) \psi = (\partial_x \varphi - \partial_z \varphi \partial_x \eta)|_{z=0},
$$

Lemma 2.3.2 implies that $\| B(\eta) \psi \|_{H^{\mu - 1/2}}$ and $\| V(\eta) \psi \|_{H^{\mu - 1/2}}$ are bounded by

$$
C(\| \eta \|_{C^s}) \left\{ \| D_x |^{\frac{1}{2}} \psi \|_{C^{s-1}} \| \eta \|_{H^s} + \| \partial_x \omega \|_{H^{\mu - \frac{1}{2}}} + E(-1) + D(-1) \right\}.
$$

It follows from (1.1.14) that

$$
E(-1) + D(-1) \leq C(\| \eta \|_{C^s}) \| D_x |^{\frac{1}{2}} \psi \|_{L^2}.
$$

Therefore, to complete the proof of (2.3.1), it remains only to observe that, since $\psi = \omega + T_{B(\eta) \psi} \eta$,

$$
\| D_x |^{\frac{1}{2}} \psi \|_{L^2} \lesssim \| D_x |^{\frac{1}{2}} \omega \|_{L^2} + \| T_{B(\eta) \psi} \eta \|_{H^{\frac{1}{2}}} \lesssim \| D_x |^{\frac{1}{2}} \omega \|_{L^2} + \| B(\eta) \psi \|_{L^\infty} \| \eta \|_{H^{\frac{1}{2}}} \lesssim \| D_x |^{\frac{1}{2}} \omega \|_{H^s} + \| B(\eta) \psi \|_{L^\infty} \| \eta \|_{H^s},
$$

(2.3.5)
where $\|B(\eta)\psi\|_{L^\infty}$ is estimated by means of (2.0.4).

Now, by using the estimate (2.3.1), the usual tame estimate for products (see (A.1.18)), (2.0.4) and the identity

$$G(\eta)\psi = B(\eta)\psi - (V(\eta)\psi)\partial_x \eta,$$

we then obtain

(2.3.6) $$\|G(\eta)\psi\|_{H^{\mu-1}} \leq C(\|\eta\|_{C^\gamma}) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^\gamma-\frac{1}{2}} \|\eta\|_{H^s} + \|D_x^{\frac{1}{2}} \omega\|_{H^{\mu-\frac{1}{2}}} \right\}.$$ 

Now since $\mu \leq s$, by definition of $\omega = \psi - T_{B(\eta)}\psi \eta$ and (2.0.4), we have

(2.3.7) $$\|D_x^{\frac{1}{2}} \omega\|_{H^{\mu-\frac{1}{2}}} \leq \|D_x^{\frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}} + C(\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{C^\gamma-\frac{1}{2}} \|\eta\|_{H^s}$$

and hence (2.3.2) follows from (2.3.6). This completes the proof of Proposition 2.3.1.

\[\Box\]

2.4 Paralinearization of the Dirichlet-Neumann operator

We here study the remainder term in the paralinearization formula

$$F(\eta)\psi = G(\eta)\psi - \left\{ |D_x| \omega - \partial_x (T_{V(\eta)}\psi \eta) \right\}.$$

We prove an extended version of (2.1.4) where we add two extra parameters $\mu, \sigma$.

**Proposition 2.4.1.** Let $(s, \mu, \gamma) \in \mathbb{R}^3$ be such that

$$s - \frac{1}{2} > \gamma > 3, \quad 1 \leq \mu \leq s, \quad \gamma \notin \frac{1}{2} \mathbb{N}.$$

Assume that $(\eta, \psi)$ is in the set $E_\gamma$ defined after the statement of Proposition 1.1.6 and that moreover $(\eta, \psi) \in H^s \times \dot{H}^{\frac{1}{2}}$ is such that $\omega = \psi - T_{B(\eta)}\psi \eta$ is in $\dot{H}^{\frac{3}{2} \mu - \frac{1}{2}}$. Then, for any $\sigma < \mu + \gamma - 3$, $F(\eta)\psi \in H^\sigma(\mathbb{R})$ and

(2.4.1) $$\|F(\eta)\psi\|_{H^\sigma} \leq C(\|\eta\|_{C^\gamma}) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^\gamma-\frac{1}{2}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}} \right\},$$

where $C$ is a non decreasing function depending only on $(s, \mu, \gamma, \sigma)$.

**Remark 2.4.2.** For $\mu \leq s$, it follows from (2.3.7) and (2.4.1) that

(2.4.2) $$\|F(\eta)\psi\|_{H^\sigma} \leq C(\|\eta\|_{C^\gamma}) \left\{ \|D_x^{\frac{1}{2}} \psi\|_{C^\gamma-\frac{1}{2}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}} \right\}.$$

**Proof.** We use the notations and results of §2.2.
Lemma 2.4.3. There holds
\[
(2.4.3) \quad \sup_{z \in [\tau,0]} \| \nabla_{x,z} W(z) \|_{H^{\mu-1}} \leq C \left( \| \eta \|_{C^\gamma} \right) \left\{ \| D_x |^{\frac{1}{2}} \psi \|_{C^{\gamma-\frac{1}{2}}} \| \eta \|_{H^\gamma} + \| D_x |^{\frac{1}{2}} \omega \|_{H^{\mu-\frac{1}{2}}} \right\},
\]
and, for any \( \sigma < \mu + \gamma - 3 \) and any \( \tau \in [-2,0] \), we have
\[
(2.4.4) \quad \sup_{z \in [\tau,0]} \| \partial_z W - P_+ W \|_{H^\sigma}
\leq C \left( \| \eta \|_{C^\gamma} \right) \left\{ \| D_x |^{\frac{1}{2}} \psi \|_{C^{\gamma-\frac{1}{2}}} \| \eta \|_{H^\gamma} + \| \eta \|_{C^\gamma} \| D_x |^{\frac{1}{2}} \omega \|_{H^{\mu-\frac{1}{2}}} \right\}.
\]

Proof. The first (resp. second) estimate follows from (2.3.4) (resp. (2.2.29)), the H"older estimate (1.1.18) (to bound the constant \( c_1 \) which appears in (2.3.4) and (2.2.29)), the Sobolev estimate (1.1.14) (to bound \( E(\tau) \) and \( D(\tau) \)) and the estimate (2.3.5) for \( \| D_x |^{\frac{1}{2}} \psi \|_{L^2} \). \( \square \)

Given Lemma 2.3.2 and Lemma 2.4.3, the proof of Proposition 2.4.1 now follows from a close inspection of the proof of Theorem 1.5 in [6]. Recall that, by definition,
\[
G(\eta)\psi = \left[ (1 + (\partial_x \eta)^2) \partial_z \varphi - \partial_x \eta \partial_x \varphi \right] \big|_{z=0}.
\]

Write
\[
(2.4.5) \quad (1 + (\partial_x \eta)^2) \partial_z \varphi - \partial_x \eta \partial_x \varphi = \partial_z \varphi + T(\partial_x \eta)^2 \partial_z \varphi + 2T \partial_x \varphi \partial_x \eta \partial_x \varphi - (T \partial_x \eta \partial_x \varphi + T \partial_x \varphi \partial_x \eta) + R_1,
\]
where
\[
R_1 = R_B(\partial_z \varphi, (\partial_x \eta)^2) - R_B(\partial_x \varphi, \partial_x \eta)
+ T \partial_x \varphi R_B(\partial_x \eta, \partial_x \eta) + 2 \left( T \partial_x \varphi T \partial_x \eta - T \partial_x \varphi \partial_x \eta \right) \partial_x \eta
\]
is estimated in \( L^\infty_z(H^\sigma) \) by means of the paraproduct rules (A.1.14), (A.1.17) and (1.1.18). We next replace \( \partial_z \varphi \) by \( \partial_z (W + T \partial_x \varphi \eta) \) and \( \partial_x \varphi \) by \( \partial_x (W + T \partial_x \eta \varphi) \), to obtain,
\[
(1 + (\partial_x \eta)^2) \partial_z \varphi - \partial_x \eta \partial_x \varphi = \partial_z W + T(\partial_x \eta)^2 \partial_z W - T \partial_x \eta \partial_x W
+ T(1 + (\partial_x \eta)^2) \partial_z \varphi \eta - T(\partial_x \eta) \partial_x \partial_z \varphi \eta + T(\partial_x \eta) \partial_x \varphi \partial_x \eta - T \partial_x \varphi \partial_x \eta
+ R_1 + R_2
\]
with
\[
R_2 = - (T(\partial_x \eta)^2 T \partial_x \varphi + T(\partial_x \eta)^2 \partial_x \varphi) \eta + (T \partial_x \eta T \partial_x \varphi - T \partial_x \eta T \partial_x \varphi \partial_x \eta - T(\partial_x \eta) \partial_x \varphi \partial_x \eta
\]
\[
+ (T \partial_x \varphi \partial_x \eta - T \partial_x \eta T \partial_x \varphi) \partial_x \eta.
\]
Again, it follows from the paraproduct rules (A.1.14) and (A.1.17) that the \( L^\infty_z(H^\sigma) \)-norm of \( R_2 \) is estimated by the right-hand side of (2.4.1).
Setting this into the right hand side of (2.4.5) we obtain
\[
(1 + (\partial_x \eta)^2) \partial_z \varphi - \partial_z \eta \partial_z \varphi \\
= \partial_z W + T(\partial_z \eta)^2 \partial_z W - T\partial_z \eta \partial_z W \\
+ T\partial_z \varphi \partial_z \eta - T\partial_z \varphi \partial_z \eta \\
+ T(1 + (\partial_z \eta)^2)\partial_z \varphi \partial_z \eta - T(\partial_z \eta)\partial_z \varphi \partial_z \eta + R_1 + R_2,
\]
Now it follows from the elliptic equation satisfied by \( \varphi \) that
\[
(1 + (\partial_x \eta)^2) \partial_z^2 \varphi - (\partial_x \eta)\partial_z \partial_x \varphi = -\partial_x^2 \varphi + (\partial_x \eta)\partial_z \partial_x \varphi + \partial_z \varphi \partial_x^2 \eta \\
= -\partial_x (\partial_x \varphi - (\partial_x \eta)\partial_z \varphi).
\]
Therefore
\[
(1 + (\partial_x \eta)^2) \partial_z \varphi - \partial_x \eta \partial_x \varphi = \partial_z W + T(\partial_x \eta)^2 \partial_z W - T\partial_x \eta \partial_x W \\
- \partial_x (T\partial_x \varphi - \partial_x \partial_x \eta) + R_1 + R_2.
\]
Furthermore, (2.4.4) implies that
\[
\partial_z W + T(\partial_x \eta)^2 \partial_z W - T\partial_x \eta \partial_z W = P_+ W + T(\partial_x \eta)^2 P_+ W - T\partial_x \eta \partial_x W + r_1
\]
where the \( L^\infty(\mathcal{H}^\sigma) \)-norm of \( r_1 \) is estimated by the right-hand side of (2.4.1). Now write
\[
P_+ W + T(\partial_x \eta)^2 P_+ W - T\partial_x \eta \partial_x W = (|D_x| + T_{\lambda - |\xi|}) W + r_2,
\]
with
\[
\lambda = (1 + (\partial_x \eta)^2) P - i \partial_x \eta \xi,
\]
\( P \) is given by (2.2.14) and where
\[
r_2 = (T(\partial_x \eta)^2 T \partial_x \eta - T(\partial_x \eta)^2 P) W + T(\partial_x \eta)^2 (|D_x| - T_{|\xi|}) W.
\]
It follows from (2.4.3) and (A.1.11) that the \( L^\infty(\mathcal{H}^\sigma) \)-norm of \( r_2 \) is estimated by the right-hand side of (2.4.1).

Now, since \( \lambda = |\xi| \), by (2.2.14), and since \( \partial_x \varphi - \partial_x \varphi \partial_x \eta |_{z=0} = V \) and \( W |_{z=0} = \omega \), we conclude that
\[
(1 + (\partial_x \eta)^2) \partial_z \varphi - \partial_x \eta \partial_x \varphi = |D_x| \omega - \partial_x (T_{V \eta}) + [R_1 + R_2 + r_1 + r_2] |_{z=0},
\]
This concludes the proof of Proposition 2.4.1.

2.5 Linearization of the Dirichlet-Neumann operator

In this section, we prove the estimates (2.1.5). For later purposes, it will be convenient to prove the following sharp estimates which depend on an additional parameter \( \mu \).
Proposition 2.5.1. Let \((s, \mu, \gamma) \in \mathbb{R}^3\) be such that
\[ s - \frac{1}{2} > \gamma > 3, \quad \frac{3}{2} \leq \mu \leq s, \quad \gamma \not\in \frac{1}{2}\mathbb{N}. \]
Consider \((\eta, \psi) \in E_\gamma \cap (H^{s+\frac{3}{2}}(\mathbb{R}) \times H^\mu)\) set \(\omega = \psi - T_{B(\eta)}\psi\eta\). There exists a non decreasing function \(C : \mathbb{R}_+ \to \mathbb{R}_+\) depending only on \((s, \gamma, \mu)\) such that
\[
\begin{align*}
(2.5.1) \quad & \|G(\eta)\psi - |D_x|\psi\|_{H^{\mu-1}} \leq C \|D_x\|_{C^{\gamma-\frac{1}{2}}} \|\eta\|_{H^s} + C \|\eta\|_{C^\gamma} \|D_x\|_{H^s} \|\eta\|_{H^{\mu-\frac{3}{2}}}, \\
(2.5.2) \quad & \|B(\eta)\psi - |D_x|\omega\|_{H^{\mu-\frac{3}{2}}} \leq C \|D_x\|_{C^{\gamma-\frac{1}{2}}} \|\eta\|_{H^s} + C \|\eta\|_{C^\gamma} \|D_x\|_{H^s} \|\omega\|_{H^{\mu}}, \\
(2.5.3) \quad & \|V(\eta)\psi - \partial_x\omega\|_{H^{\mu-\frac{3}{2}}} \leq C \|D_x\|_{C^{\gamma-\frac{1}{2}}} \|\eta\|_{H^s} + C \|\eta\|_{C^\gamma} \|D_x\|_{H^s} \|\omega\|_{H^{\mu}},
\end{align*}
\]
where \(C = C(\|\eta\|_{C^\gamma}).\)

Proof. Abbreviate \(B = B(\eta)\psi\) and \(V = V(\eta)\psi\). In view of the definition (2.1.3) of \(F(\eta)\), we can rewrite \(G(\eta)\psi - |D_x|\psi\) as
\[ G(\eta)\psi - |D_x|\psi = -|D_x|TB(\eta) - \partial_x(TV\eta) + F(\eta)\psi. \]
Using (A.1.12), it follows that
\[ \|G(\eta)\psi - |D_x|\psi\|_{H^{\mu-1}} \leq \left(\|B\|_{L^\infty} + \|V\|_{L^\infty}\right)\|\eta\|_{H^s} + \|F(\eta)\psi\|_{H^{\mu-1}}. \]
Since \(\gamma - 3 > 0\), the estimate (2.4.2) (with \((\sigma, \mu)\) replaced with \((\mu - 1, \mu - 1)\)) for \(F(\eta)\psi\) implies that
\[ \|F(\eta)\psi\|_{H^{\mu-1}} \leq C \|D_x\|_{C^{\gamma-\frac{1}{2}}} \|\eta\|_{H^s} + C \|\eta\|_{C^\gamma} \|D_x\|_{H^s} \|\psi\|_{H^{\mu-\frac{3}{2}}}. \]
The estimate (2.5.1) then follows from the \(L^\infty\)-estimates of \((B, V)\) (see (2.0.4)).

Since \(B - V\partial_x\eta = G(\eta)\psi\) (c.f. (2.0.3)) we have \(B - V\partial_x\eta = |D_x|\omega - \partial_x(TV\eta) + F(\eta)\psi\), so
\[ B - |D_x|\omega = V\partial_x\eta - \partial_x(TV\eta) + F(\eta)\psi. \]
Since
\[ V\partial_x\eta - \partial_x(TV\eta) = T_{\partial_x\eta}V + R_B(V, \partial_x\eta) - T_{\partial_xV}\eta, \]
we obtain
\[ B = |D_x|\omega + T_{\partial_x\eta}V - T_{\partial_xV}\eta + R_B(V, \partial_x\eta) + F(\eta)\psi. \]
The estimate (2.5.2) follows from the tame estimate for \(V\) (see (2.3.1)), the estimate (2.4.1) for \(F(\eta)\psi\) and the classical estimates for paraproducts (see (A.1.12) and (A.1.17)) together with (2.0.4).

Similarly, with regards to \(V = \partial_x\psi - B\partial_x\eta\), replace \(\psi\) by \(\omega + TB\eta\) to obtain
\[
\begin{align*}
V &= \partial_x\psi - B\partial_x\eta = \partial_x\omega + \partial_x(TB\eta) - B\partial_x\eta \\
&= \partial_x\omega + T_{\partial_xB}\eta - T_{\partial_xB}B - R_B(B, \partial_x\eta).
\end{align*}
\]
Consequently, the estimate (2.5.3) follows from (2.3.1), (A.1.12) and (A.1.17).
Remark 2.5.2. Assume that $3/2 \leq \mu \leq s - 1/2$ instead of $3/2 \leq \mu \leq s$. Then, since $\psi = \omega + T_{B(\eta)} \psi$, it follows from (A.1.12) and (2.0.4) that

$$
\left\| |D_x| \psi - |D_x| \omega \right\|_{H^{\mu - \frac{1}{2}}} = \left\| |D_x| T_{B(\eta)} \psi \right\|_{H^{\mu - \frac{1}{2}}} \lesssim \| B(\eta) \psi \|_{L^\infty} \| \eta \|_{H^s}
$$

(2.5.5)

$$
\leq C (\| \eta \|_{C^\gamma}) \left\| |D_x| \frac{1}{2} \psi \right\|_{C^{\gamma - \frac{1}{2}}} \| \eta \|_{H^s}.
$$

Similarly $\left\| |D_x| \frac{1}{2} \psi - |D_x| \frac{1}{2} \omega \right\|_{H^\mu}$ and $\| \partial_x \psi - \partial_x \omega \|_{H^{\mu - 1/2}}$ are bounded by the right-hand side of (2.5.5). The estimates (2.5.2)–(2.5.3) then imply that

$$
\left\| B(\eta) \psi - |D_x| \psi \right\|_{H^{\mu - \frac{1}{2}}} + \| V(\eta) \psi - \partial_x \psi \|_{H^{\mu - \frac{1}{2}}}
$$

$$
\leq C (\| \eta \|_{C^\gamma}) \left\{ \left\| |D_x| \frac{1}{2} \psi \right\|_{C^{\gamma - \frac{1}{2}}} \| \eta \|_{H^s} + \| \eta \|_{C^\gamma} \left\| |D_x| \frac{1}{2} \psi \right\|_{H^s} \right\}. \tag{2.5.6}
$$

The previous estimates means that $B(\eta) - |D_x|$ and $V(\eta) - \partial_x$ are operator of order 1: they map $H^{\mu + \frac{1}{2}}(\mathbb{R})$ to $H^{\mu - \frac{1}{2}}(\mathbb{R})$. In sharp contrast, the estimate (2.5.1) means that $G(\eta) - |D_x|$ is an operator of order 0. In fact even more is true: $G(\eta) - |D_x|$ is a smoothing operator. Indeed, the proof of (2.5.1) shows that, if we further assume that $\mu > s + 2 - \gamma$ and if we use (2.4.1) instead of (2.5.4), then we obtain that $\| G(\eta) \psi - |D_x| \psi \|_{H^{\mu - 1}}$ is bounded by

$$
C (\| \eta \|_{C^\gamma}) \left\{ \left\| |D_x| \frac{1}{2} \psi \right\|_{C^{\gamma - \frac{1}{2}}} \| \eta \|_{H^s} + \| \eta \|_{C^\gamma} \left\| |D_x| \frac{1}{2} \psi \right\|_{H^s} \right\}. \tag{2.5.7}
$$

\section{2.6 Taylor expansions}

We here study the Taylor expansions of the Dirichlet-Neumann operator $G(\eta)$ with respect to the free surface elevation $\eta$. Craig, Schanz and Sulem (see [19] and [46, Chapter 11]) have shown that one can expand the Dirichlet-Neumann operator as a sum of pseudo-differential operators and gave precise estimates for the remainders. We present now another demonstration of this property which gives tame estimates. Tame estimates are proved in [19] and [8, 29]. Our approach depends on the paralinearization of the Dirichlet-Neumann operator with tame estimates. Furthermore, the scheme of proof allows us to prove similar expansions for the operators $B(\eta)$, $V(\eta)$. The key result of this section is the estimate (2.6.3) for $F(\eta) \psi - F_{(\leq 2)}(\eta) \psi$.

Denote by $A(\eta)$ either $G(\eta)$ or one of the operators $B(\eta)$, $V(\eta)$ and $F(\eta)$. In this section, we compare $A(\eta)$ to $A_{(\leq 2)}(\eta)$ where

$$
G_{(\leq 2)}(\eta) \psi := |D_x| \psi - |D_x| (\eta |D_x| \psi) - \partial_x (\eta \partial_x \psi),
$$

$$
B_{(\leq 2)}(\eta) \psi := G_{(\leq 2)}(\eta) \psi + \partial_x \eta \partial_x \psi,
$$

$$
V_{(\leq 2)}(\eta) \psi := \partial_x \psi - \partial_x \eta |D_x| \psi,
$$

$$
F_{(\leq 2)}(\eta) \psi = - |D_x| (\eta |D_x| \psi) + |D_x| (T_{|D_x| \psi \eta}) - \partial_x (\eta \partial_x \psi) + \partial_x (T_{|D_x| \psi \eta}). \tag{2.6.1}
$$
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Remark. When we later compute the cubic resonances, we will be forced to study cubic approximations to the Dirichlet-Neumann operator. The proof of the next proposition contains also the analysis of the cubic terms.

Proposition 2.6.1. Let \((s, \gamma, \mu) \in \mathbb{R}^3\) be such that

\[ s - 1/2 > \gamma \geq 14, \quad s \geq \mu \geq 5, \quad \gamma \notin \frac{1}{2} \mathbb{N}, \]

and consider \((\eta, \psi) \in H^{s+1/2}(\mathbb{R}) \times (C^\gamma(\mathbb{R}) \cap \dot{H}^{1/2, \mu}(\mathbb{R}))\) such that the condition (1.1.17) is satisfied. Then the following estimates hold.

There exists a non decreasing function \(C: \mathbb{R} \to \mathbb{R}\) such that, for any \(A \in \{G, B, V\}\),

\[(2.6.2) \quad \left\| A(\eta)\psi - A_{(\leq 2)}(\eta)\psi \right\|_{H^{\mu-1}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \left\{ \left\| D_x \frac{1}{2} \psi \right\|_{C^{\gamma-1/2}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \left\| D_x \frac{1}{2} \psi \right\|_{H^\mu} \right\},\]

and

\[(2.6.3) \quad \left\| F(\eta)\psi - F_{(\leq 2)}(\eta)\psi \right\|_{H^{\mu+1}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \left\{ \left\| D_x \frac{1}{2} \psi \right\|_{C^{\gamma-1/2}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \left\| D_x \frac{1}{2} \psi \right\|_{H^\mu} \right\}.

Remark 2.6.2. The estimates (2.1.7) and (2.6.3) applied with \(\mu = s - 1/2\) imply that

\[(2.6.4) \quad \left\| F(\eta)\psi - F_{(\leq 2)}(\eta)\psi \right\|_{H^s} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \left\{ \left\| D_x \frac{1}{2} \psi \right\|_{C^{\gamma-1/2}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \left\| D_x \frac{1}{2} \omega \right\|_{H^\mu} \right\},\]

where recall that \(\omega(\eta)\psi = \psi - T_{B(\eta)}\psi\eta_3.

Proof. We shall need to consider the cubic terms in the Taylor expansions of \(G(\eta), B(\eta)\) and \(V(\eta)\). Set

\[
G_{(\leq 3)}(\eta)\psi := G_{(\leq 2)}(\eta)\psi + |D_x| (\eta(|D_x| (\eta |D_x| \psi))) + \frac{1}{2} |D_x| (\eta^2 \partial_x^2 \psi) + \frac{1}{2} \partial_x^2 (\eta^2 |D_x| \psi),
\]

\[
B_{(\leq 3)}(\eta)\psi := G_{(\leq 3)}(\eta)\psi + \partial_x \eta \partial_x \psi - (\partial_x \eta)^2 |D_x| \psi,
\]

\[
V_{(\leq 3)}(\eta)\psi := \partial_x \psi - \partial_x \eta B_{(\leq 2)}(\eta)\psi.
\]

For \(k \in \{1, 2, 3\}\), set

\[
T_k := \|\eta\|_{C^\gamma}^{k-1} \left\{ \left\| D_x \frac{1}{2} \psi \right\|_{C^{\gamma-1/2}} \|\eta\|_{H^s} + \|\eta\|_{C^\gamma} \left\| D_x \frac{1}{2} \psi \right\|_{H^\mu} \right\}.
\]
The proof is in four steps. In the first two steps we prove the weaker estimates:

$$\|A(\eta)\psi - A_{(\leq k)}(\eta)\psi\|_{H^{\mu-k-1}} \leq C(\|\eta\|_{C^\gamma})T_k,$$

for $A \in \{G, B, V\}$ and $k \in \{2, 3\}$. (For $k = 2$, comparing this with (2.6.2) we see a loss of 2 derivatives.) Then, in the second step, we prove (2.6.3). This is the key step. Indeed, once (2.6.3) is granted, we show in the fourth step that one can obtain the optimal estimates stated in the above proposition for $A(\eta) - A_{(\leq 2)}(\eta)$ with $A \in \{G, B, V\}$.

**STEP 1:** First estimates for $G(\eta)$

In this step we prove that

$$\|G(\eta)\psi - |D_x| \psi\|_{H^{\mu-2}} \leq C(\|\eta\|_{C^\gamma})T_1,$$

(2.6.6)

$$\|G(\eta)\psi - G_{(\leq 2)}(\eta)\psi\|_{H^{\mu-3}} \leq C(\|\eta\|_{C^\gamma})T_2,$$

(2.6.7)

$$\|G(\eta)\psi - G_{(\leq 3)}(\eta)\psi\|_{H^{\mu-4}} \leq C(\|\eta\|_{C^\gamma})T_3.$$  

To do so, we use the property, proved by Lannes [32], that one has an explicit expression of the derivative of $G(\eta)\psi$ with respect to $\eta$. Introduce $g: [0, 1] \to H^{\mu-1}(\mathbb{R})$ defined by $g(\lambda) = G(\lambda \eta)\psi$. Then

$$g'(\lambda) = -G(\lambda \eta)(\eta b_0(\lambda)) - \partial_x (\eta v_0(\lambda)),$$

(2.6.8)

where $b_0(\lambda) := B(\lambda \eta)\psi$ and $v_0(\lambda) = V(\lambda \eta)\psi$. Since

$$b_0(\lambda) := B(\lambda \eta)\psi = \frac{g(\lambda) + \lambda \partial_x \eta \partial_x \psi}{1 + \lambda^2(\partial_x \eta)^2}, \quad v_0(\lambda) = \partial_x \psi - \lambda b_0(\lambda) \partial_x \eta,$$

it follows that $b_0$ and $v_0$ are $C^1$ from $[0, 1]$ to $H^{\mu-2}(\mathbb{R})$, with

$$b_0'(\lambda) = \frac{1}{1 + \lambda^2(\partial_x \eta)^2} \left( g'(\lambda) + \partial_x \eta \partial_x \psi - 2\lambda(\partial_x \eta)^2 b_0(\lambda) \right),$$

$$v_0'(\lambda) = -b_0(\lambda) \partial_x \eta - \lambda b_0'(\lambda) \partial_x \eta.$$

These expressions show that $g'(\lambda)$, $b_0'(\lambda)$, $v_0(\lambda)$ may be written as sums of expressions of the form $a_2(\lambda, \eta, \eta')A_2(\lambda \eta) a_1(\lambda, \eta, \eta')A_1(\lambda \eta)$ where $a_1, a_2$ are analytic functions of their argument with $a_1(\lambda, 0, 0) = 0$ and $A_1(\eta), A_2(\eta)$ belong to $\{G(\eta), B(\eta), V(\eta), \partial_x\}$. Moreover, in the case of $g'(\lambda)$, one may assume that $a_2$ is constant and that $A_2(\eta)$ belongs to $\{G(\eta), \partial_x\}$.

We may thus iterate this computation, which shows that $g(\lambda)$ is $C^k$ with values in $H^{\mu-1-k}$, and $g^{(\ell)}(\lambda)$ is a sum of expressions of the form

$$A_{\ell+1}(\lambda \eta) \prod_{\ell'=1}^{\ell} a_{\ell'}(\lambda, \eta, \eta')A_{\ell'}(\lambda \eta).$$

(2.6.9)
where $A_{\ell'}(\eta)$ is in $\{G(\eta), B(\eta), V(\eta), \partial_x\}$, $\ell' \leq \ell$, $A_{\ell+1}(\eta)$ in $\{G(\eta), \partial_x\}$ and $a_{\ell'}$ are analytic functions vanishing at $(\eta, \eta') = (0,0)$. To compute the first terms in the Taylor expansion of $g$, we need to compute explicitly

$$g''(\lambda) = -G(\lambda \eta)(\eta b_1(\lambda)) - \partial_x(\eta v_1(\lambda)),$$

$$b_1(\lambda) = b'_0(\lambda) - B(\lambda \eta)(\eta b_0(\lambda)),$$

$$v_1(\lambda) = v'_0(\lambda) - V(\lambda \eta)(\eta b_0(\lambda)).$$

Since $g(0) = |D_x|$, $B(0) = |D_x|$, $V(0) = \partial_x$, it follows from (2.6.8) and the above equalities that

$$g'(0) = - |D_x| (\eta |D_x| \psi) - \partial_x(\eta \partial_x \psi),$$

and

$$g''(0) = 2 |D_x| (\eta |D_x| (\eta |D_x| \psi)) + |D_x| (\eta^2 \partial_x^2 \psi) + \partial_x^2(\eta^2 |D_x| \psi).$$

If (1.1.17) is satisfied then $(\eta, \psi)$ belongs to the set $E_{\gamma}$ introduced after the statement of Proposition 1.1.6. Using the Hölder estimates (2.0.4) we successively prove that, for $k = 0, 1, 2$, we have $(\lambda \eta, \eta b_k(\lambda)) \in E_{\gamma-k-1}$ and according to (2.6.9)

$$\|g^{(k+1)}(\lambda)\|_{C^{\gamma-k-2}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^{k+1} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}}.$$

Using the tame estimate for product (A.1.18) and the tame estimates for $G(\eta), B(\eta)$ and $V(\eta)$ (see (2.3.2), (2.0.4), and (2.3.1) applied with $\mu$ replaced with $\mu - 1/2$ together with (2.3.7)), we obtain

$$\|g^{(k)}(\lambda)\|_{H^{\mu-k-1}} \leq C(\|\eta\|_{C^\gamma}) T_k \quad \text{for } k \in \{1, 2, 3\}. $$

The desired estimates (2.6.5)–(2.6.7) are then obtained by writing that, for $n = 0, 1, 2$,

$$G(\eta)\psi = g(1) = \sum_{k=0}^n \frac{1}{k!} g^{(k)}(0) + \int_0^1 \frac{(\lambda - 1)^n}{n!} g^{(n+1)}(\lambda) \, d\lambda.$$

This completes the proof of (2.6.6) and (2.6.7).

Also, by using (2.6.10) with $k = 0, 1$ and (2.6.11) with $n = 0, 1$ we have

$$\|G(\eta)\psi - |D_x| \psi\|_{C^{\gamma-2}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}},$$

$$\|G(\eta)\psi - G(\eta)\psi\|_{C^{\gamma-3}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2 \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}}.$$

Notice that (2.6.12) (resp. (2.6.13)) holds for any $\gamma > 4$ (resp. $\gamma > 5$) with $\gamma \not\in \frac{1}{2} \mathbb{N}$

**STEP 2: First estimates for $B(\eta)$ and $V(\eta)$**

In this step we prove that

$$\|B(\eta)\psi - B(\eta)\psi\|_{H^{\mu-3}} \leq C(\|\eta\|_{C^\gamma}) T_2,$$

$$\|B(\eta)\psi - B(\eta)\psi\|_{H^{\mu-4}} \leq C(\|\eta\|_{C^\gamma}) T_3,$$

$$\|V(\eta)\psi - V(\eta)\psi\|_{H^{\mu-3}} \leq C(\|\eta\|_{C^\gamma}) T_2,$$

$$\|V(\eta)\psi - V(\eta)\psi\|_{H^{\mu-4}} \leq C(\|\eta\|_{C^\gamma}) T_3.$$
By definition of \( B(\eta)\psi \) we have
\[
B(\eta)\psi = \frac{1}{1 + (\partial_x \eta)^2} \left( G(\eta)\psi + \partial_x \eta \partial_x \psi \right) \\
= G(\eta)\psi + \partial_x \eta \partial_x \psi - (\partial_x \eta)^2 B(\eta)\psi.
\]
Therefore
\[(2.6.18) \quad B(\eta)\psi - B_{(\leq 2)}(\eta)\psi = G(\eta)\psi - G_{(\leq 2)}(\eta)\psi - (\partial_x \eta)^2 B(\eta)\psi.
\]

The estimate (2.6.14) for \( B(\eta)\psi - B_{(\leq 2)}(\eta)\psi \) then easily follows from the previous estimate for \( G(\eta)\psi - G_{(\leq 2)}(\eta)\psi \) (see (2.6.6)); indeed the tame estimate for products (see (A.1.18)) and the estimates (2.0.4) and (2.3.1) for \( B(\eta)\psi \) imply that
\[
\|(\partial_x \eta)^2 B(\eta)\psi\|_{H^{\mu-1}} \\
\leq \|(\partial_x \eta)^2\|_{L^\infty} \|B(\eta)\psi\|_{H^{\mu-1}} + \|B(\eta)\psi\|_{L^\infty} \|\partial_x \eta\|_{L^\infty} \|\partial_x \eta\|_{H^{\mu-1}} \\
\leq C(\|\eta\|_{C^\gamma}) \left\{ \|\eta\|_{C^\gamma}^2 \|D_x^{\gamma + \frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}} + \|\eta\|_{C^\gamma} \|D_x \|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}} \right\} \\
\leq C(\|\eta\|_{C^\gamma}) T_2,
\]
where we used (2.3.7) in the last inequality. Consequently, (2.6.14) follows from (2.6.6).

To prove (2.6.15) we begin by noting that, directly from the definition of \( B(\eta)\psi \), the estimate (2.6.5) implies that
\[(2.6.20) \quad \|B(\eta)\psi - |D_x| \psi\|_{H^{\mu-2}} \leq C(\|\eta\|_{C^\gamma}) T_1,
\]
Similarly, the estimate (2.6.12) implies that
\[(2.6.21) \quad \|B(\eta)\psi - |D_x| \psi\|_{C^{\gamma-2}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x \|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}}.
\]
By definition \( (B(\eta) - B_{(\leq 3)}(\eta))\psi = (G(\eta) - G_{(\leq 3)}(\eta))\psi - (\partial_x \eta)^2 [B(\eta) - |D_x| \psi] \). The first term is estimated in (2.6.7) by the right hand side of (2.6.15). The second one is bounded using (2.6.20), (2.6.21) and the tame estimate (A.1.18). This proves (2.6.15).

Since \( V(\eta)\psi = \partial_x \psi - (B(\eta)\psi)\partial_x \eta \), the estimates (2.6.16) and (2.6.17) are consequences of the tame product rule in Sobolev spaces (see (A.1.18)) and the estimates (2.6.14), (2.6.15).

For later references, we also record the following estimates
\[
(2.6.22) \quad \|V(\eta)\psi - \partial_x \psi\|_{C^{\gamma-2}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x \|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}},
\]
\[
(2.6.23) \quad \|B(\eta)\psi - B_{(\leq 2)}(\eta)\psi\|_{C^{\gamma-3}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2 \|D_x \|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}},
\]
\[
(2.6.24) \quad \|V(\eta)\psi - V_{(\leq 2)}(\eta)\psi\|_{C^{\gamma-3}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2 \|D_x \|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}},
\]
The estimates (2.6.22) and (2.6.24) follow from the definition of $V(\eta)\psi = \partial_x \psi - (B(\eta)\psi) \partial_x \eta$ and (2.6.21). The estimate (2.6.23) follows from (2.6.18) and (2.6.13).

**STEP 3:** Key estimate

In this step we prove that

\begin{equation}
\| F(\eta)\psi - F_{(\leq 2)}(\eta)\psi \|_{H^{\mu+1}} \leq C (\| \eta \|_{C^\gamma}) T_2. \tag{2.6.25}
\end{equation}

The proof is based on an interpolation inequality which requires to take into account the cubic terms. Introduce $F_{(\leq 3)}(\eta)$ defined by

$$F_{(\leq 3)}(\eta)\psi = G_{(\leq 3)}(\eta)\psi - \left\{ |D_x| \left( \psi - T_{B(\leq 2)}(\eta)\psi \right) - \partial_x (T_V(\leq 2)(\eta)\psi) \right\}.$$

**Lemma 2.6.3.** There exist a constant $K > 0$ such that for all $(\eta, \psi) \in H^s(\mathbb{R}) \times \dot{H}^{\frac{\mu}{2} - \frac{1}{2}}(\mathbb{R})$,

\begin{align*}
\| F_{(\leq 2)}(\eta)\psi \|_{H^{\mu+\gamma-2}} \leq K \| \eta \|_{C^\gamma} \| \partial_x \psi \|_{H^{\mu-1}}, \tag{2.6.26} \\
\| F_{(\leq 3)}(\eta)\psi - F_{(\leq 2)}(\eta)\psi \|_{H^{\mu+\gamma-3}} \leq KT_2. \tag{2.6.27}
\end{align*}

**Remark.** It follows from (2.6.26), (2.6.27) and the triangle inequality that

\begin{equation}
\| F_{(\leq 3)}(\eta)\psi \|_{H^{\mu+\gamma-3}} \leq C (\| \eta \|_{C^\gamma}) T_1. \tag{2.6.28}
\end{equation}

**Proof.** Notice that one can write $F_{(\leq 2)}(\eta)\psi$ under the form

$$F_{(\leq 2)}(\eta)\psi = - |D_x| (\eta |D_x| \psi) + |D_x| (T_{|D_x| \psi} \eta) - \partial_x (\eta \partial_x \psi) + \partial_x (T_{\partial_x \psi} \eta)$$

$$= - |D_x| (T_\eta |D_x| \psi) - \partial_x (T_{\partial_x \psi} \eta)$$

$$- |D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi).$$

Now the identity (A.1.22) in Lemma A.1.11 of Appendix A.1 implies that

\begin{equation}
|D_x| T_\eta |D_x| + \partial_x T_\eta \partial_x = 0. \tag{2.6.29}
\end{equation}

Thus

\begin{equation}
F_{(\leq 2)}(\eta)\psi = - |D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi), \tag{2.6.30}
\end{equation}

and the estimate (2.6.26) thus follows from (A.1.17).

It remains to prove (2.6.27). Below, for $A \in \{G, B, V, F\}$, we set $A_{(k)} := A_{(\leq k)}(\eta)\psi - A_{(\leq k-1)}(\eta)\psi$. We begin by noticing that

\begin{align*}
G_{(3)} &= - |D_x| (\eta B_{(2)}) - \partial_x (\eta V_{(2)}) + D, \\
D &= \frac{1}{2} |D_x| (\eta^2 |D_x|^2 \psi) + \frac{1}{2} \partial_x (\eta^2 \partial_x |D_x| \psi),
\end{align*}
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which can be checked by direct computations from the definitions of $B_{(2)}$, $V_{(2)}$ and $G_{(3)}$. Thus,

$$(2.6.31) \quad F_{(3)} = -|D_x| T_\eta B_{(2)} - \partial_x T_\eta V_{(2)} + D + R_1,$$

where $R_1 := -|D_x| R_B(\eta, B_{(2)}) - \partial_x R_B(\eta, V_{(2)})$ is estimated by means of (A.1.17).

Now observe that

$$B_{(2)} = G_{(2)} + \partial_x \eta \partial_x \psi = F_{(2)} - |D_x| T_{|D_x| \psi} \eta - \partial_x T_\eta \psi \partial_x \psi. $$

Setting this and $V_{(2)} = -\partial_x \eta |D_x| \psi$ into (2.6.31) yields

$$F_{(3)} = -|D_x| T_\eta F_{(2)} + D + R_1$$

$$+ |D_x| T_\eta |D_x| T_{|D_x| \psi} \eta + |D_x| T_\eta \partial_x T_\eta \psi \eta$$

$$- |D_x| T_\eta \partial_x \eta \partial_x \psi \eta + \partial_x T_\eta \partial_x \eta |D_x| \psi.$$

Since $D = -\frac{1}{2}(G_{(\leq 2)}(\eta^2)) |D_x| \psi - |D_x|^2 \psi)$ we have

$$D = \frac{1}{2} |D_x| T_{|D_x| \psi} \eta^2 + \frac{1}{2} \partial_x T_{|D_x| \psi} \eta^2 - \frac{1}{2} F_{(\leq 2)}(\eta^2) |D_x| \psi.$$

The cancellation (2.6.29) implies that

$$|D_x| T_\eta |D_x| T_{|D_x| \psi} \eta = -\partial_x T_\eta \partial_x T_{|D_x| \psi} \eta.$$

Using this identity and replacing $\eta^2$ by $2T_\eta \eta + R_B(\eta, \eta)$, we obtain after some simplifications that

$$(2.6.32) \quad F_{(3)} = -|D_x| T_\eta F_{(\leq 2)}(\eta) \psi - \frac{1}{2} F_{(\leq 2)}(\eta^2) |D_x| \psi$$

$$- |D_x| T_\eta T_\partial_\eta \partial_x \psi + \partial_x T_\eta T_\partial_\eta |D_x| \psi$$

$$+ |D_x| T_\eta T_\partial_\eta \psi \eta + |D_x| T_{|D_x| \psi} T_\eta \psi$$

$$+ R_1 + R_2,$$

with

$$R_2 = \frac{1}{2} |D_x| T_{|D_x| \psi} R_B(\eta, \eta) + \frac{1}{2} \partial_x T_{|D_x| \psi} R_B(\eta, \eta)$$

$$+ \partial_x T_\eta R_B(\partial_x \eta, |D_x| \psi) - |D_x| T_\eta R_B(\partial_x \eta, \partial_x \psi).$$

The remainder $R_2$ is estimated by means of (A.1.17). The first two terms in the right-hand side of (2.6.32) are estimated by means of the estimate (2.6.26) for $F_{(\leq 2)}(\eta)$. The fifth and the sixth terms are estimated by means of symbolic calculus (using the estimate (A.1.14) and $|D_x|^2 = -\partial_x^2$). To conclude the proof it remains only to estimate the sum of the third and fourth term, denoted by $\Sigma$. Modulo a term which is estimated by means of (A.1.7), $\Sigma = \Sigma'$ with

$$\Sigma' = -|D_x| T_\eta \partial_\eta \partial_x \psi \eta + \partial_x T_\eta \partial_\eta |D_x| \psi.$$

Now the cancellation (A.1.23) in Lemma A.1.11 implies that $\Sigma' = 0$. This concludes the proof.
It follows from (2.6.7), (2.6.23)-(2.6.24) and (A.1.12) that \( F_{(\geq 4)}(\eta) := F(\eta) - F_{(\leq 3)}(\eta) \) satisfies
\[
\|F_{(\geq 4)}(\eta)\|_{H^{\mu-4}} \leq C(\|\eta\|_{C^\gamma})T_3.
\]

On the other hand, by using the triangle inequality and the estimates (2.4.2) for \( F(\eta)\psi \) and (2.6.28) for \( F_{(\leq 3)}(\eta)\psi \), we have
\[
\|F_{(\geq 4)}(\eta)\|_{H^{\mu+6}} \leq \|F(\eta)\|_{H^{\mu+6}} + \|F_{(\leq 3)}(\eta)\|_{H^{\mu+6}} \leq C(\|\eta\|_{C^\gamma})T_1,
\]
where, as already done, we used (2.3.7) and the fact that \( \mu + \gamma - 3 > \mu + 7 \) to apply (2.4.1) with \((\mu, s)\) replaced by \((\mu - 1/2, s - 1/2)\).

We complete the proof by means of an interpolation inequality. Namely, write
\[
\|F_{(\geq 4)}(\eta)\|_{H^{\mu+1}} \leq \|F_{(\geq 4)}(\eta)\|_{H^{\mu-4}}^{1/2} \|F_{(\geq 4)}(\eta)\|_{H^{\mu+6}}^{1/2},
\]
to deduce, from (2.6.33) and (2.6.34),
\[
\|F_{(\geq 4)}(\eta)\|_{H^{\mu+1}} \leq C(\|\eta\|_{C^\gamma})T_1^{1/2}T_3^{1/2} = C(\|\eta\|_{C^\gamma})T_2.
\]
Then write
\[
F(\eta)\psi - F_{(\leq 2)}(\eta) = F_{(\geq 4)}(\eta)\psi + F_{(\leq 3)}(\eta)\psi - F_{(\leq 2)}(\eta)\psi,
\]
and use (2.6.27) to complete the proof of (2.6.25).

**Step 4: Optimal estimates**

Now we return to the estimate of \( G(\eta) - G_{(\leq 2)}(\eta) \). By definition (see (2.6.1)), we have
\[
F(\eta)\psi = G(\eta)\psi - |D_x| (\psi - T_{B(\eta)}\psi) + \partial_x(T\psi),
\]
\[
F_{(\leq 2)}(\eta)\psi = G_{(\leq 2)}(\eta)\psi - |D_x| \psi + |D_x| T_{D_x}\psi + \partial_x(T\partial_x\psi).
\]
Subtracting and using (2.6.25), (2.6.21) and (2.6.22), we find that \( G(\eta) - G_{(\leq 2)}(\eta) \) can be written as the sum of two differences which are well-estimated in \( H^{s-1}(\mathbb{R}) \cup H^{\mu+1}(\mathbb{R}) \subset H^{\mu-1}(\mathbb{R}) \). This proves (2.6.2) for \( A = G \).

Now, using (2.6.19) and the previous control of \( G(\eta) - G_{(\leq 2)}(\eta) \) in \( H^{\mu-1}(\mathbb{R}) \), an inspection of the second step yields the desired estimate for \( B(\eta) - B_{(\leq 2)}(\eta) \) in \( H^{\mu-1}(\mathbb{R}) \). This in turn implies the estimate for \( V(\eta) - V_{(\leq 2)}(\eta) \) in \( H^{\mu-1}(\mathbb{R}) \). This completes the proof of (2.6.2) and hence the proof of the proposition. \( \square \)

### 2.7 Smooth domains

In this section, we estimate \( G(\eta)\psi, B(\eta)\psi \) and \( V(\eta)\psi \) in the case where \( \psi \in H^\mu(\mathbb{R}) \) and \( \eta \in C^\gamma(\mathbb{R}) \) with \( \gamma \) larger than \( \mu \). We study the action of these operators and prove approximation results.
The main new point is the following approximation result for \(B(\eta)\psi\):

\[
\|B(\eta)\psi - P_+(\eta)\psi\|_{H^{\gamma-3}} \leq C (\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{L^2}
\]

where \(P_+(\eta)\) is given by

\[
P_+(\eta) = |D_x| + T_{P-\xi} \quad \text{with} \quad P = \frac{1}{1 + (\partial_x \eta)^2} (i\partial_x \eta \xi + |\xi|).
\]

The key point is that the right-hand side of (2.7.1) is at least quadratic in \((\eta, |D_x|^{\frac{1}{2}} \psi)\) and involves only the \(L^2\)-norm of \(|D_x|^\frac{1}{2} \psi\), while one bounds \(B(\eta)\psi - P_+(\eta)\psi\) in \(H^{\gamma-3}(\mathbb{R})\) where \(\gamma\) might be arbitrarily large. This is not a linearization result for \(B(\eta)\psi\) because \(P_+(\eta) \neq |D_x|\) (except for \(\eta = 0\)). However, (2.7.1) will allow us to prove a sharp linearization estimate for \(G(\eta)\) as well as to bound \(G(\eta)\psi - G_{(\leq 2)}(\eta)\psi\).

**Proposition 2.7.1.** Let \((\gamma, \mu) \in \mathbb{R}^3\) be such that

\[
\gamma \geq 3 + \frac{1}{2}, \quad \frac{1}{2} \leq \mu \leq \gamma - 2, \quad \gamma \notin \frac{1}{2} \mathbb{N}.
\]

(i) Let \(\eta \in C^\gamma(\mathbb{R})\) and \(\psi \in \dot{H}^{\frac{1}{2}, \mu - \frac{1}{2}}(\mathbb{R})\) with the assumption that \(\|\eta\|_{C^\gamma}\) is small enough. Then \(G(\eta)\psi, B(\eta)\psi\) and \(V(\eta)\psi\) belong to \(H^{\mu-1}(\mathbb{R})\). Moreover, there exists a non decreasing function \(C: \mathbb{R}_+ \to \mathbb{R}_+\) depending only on \((\gamma, \mu)\) such that:

\[
\|G(\eta)\psi\|_{H^{\mu-1}} + \|B(\eta)\psi\|_{H^{\mu-1}} + \|V(\eta)\psi\|_{H^{\mu-1}} \leq C (\|\eta\|_{C^\gamma}) \|D_x^{\frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}}.
\]

(ii) Let \(\eta \in C^\gamma(\mathbb{R})\) and \(\psi \in \dot{H}^{\frac{1}{2}}(\mathbb{R})\) with the assumption that \(\|\eta\|_{C^\gamma}\) is small enough. Let \(P_+(\eta)\) be as given by (2.7.2). Then \(G(\eta)\psi - |D_x| \psi\) and \(B(\eta)\psi - P_+(\eta)\psi\) belong to \(H^{\gamma-3}(\mathbb{R})\). Moreover, there exists a non decreasing function \(C: \mathbb{R}_+ \to \mathbb{R}_+\) depending only on \(\gamma\) such that:

\[
\|G(\eta)\psi - |D_x| \psi\|_{H^{\gamma-3}} \leq C (\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{L^2},\]

\[
\|B(\eta)\psi - P_+(\eta)\psi\|_{H^{\gamma-3}} \leq C (\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{L^2}.
\]

**Remark 2.7.2.** (i) As already mentioned in Remark 2.5.2, the estimate (2.7.4) means that \(G(\eta) - |D_x|\) is a smoothing operator.

(ii) With the assumptions and notations of statement (ii), notice that (2.7.4) implies that

\[
\|B(\eta)\psi - |D_x| \psi\|_{H^{\mu-1}} \leq C (\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}}.
\]

Indeed, it follows from (A.1.10) that

\[
\|P_+(\eta)\psi - |D_x| \psi\|_{H^{\mu-1}} \leq C (\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{H^{\mu-\frac{1}{2}}}.
\]
Proof. Notice that statement (i) is a corollary of statement (ii). This is clear for the regularity results and the estimates for $G(\eta)\psi$ and $B(\eta)\psi$, using the triangle inequality and (2.7.5). For $V(\eta)\psi$, this follows from the definition $V(\eta)\psi = \partial_x \psi - (\partial_x \eta) B(\eta) \psi$ and the product rule (A.1.21) (applied with $\rho = \mu + 1 > |\mu - 1| = \rho$) which yields

$$
\| (\partial_x \eta) B(\eta) \psi \|_{H^{\mu - 1}} \lesssim \| \partial_x \eta \|_{C^{\mu + 1}} \| B(\eta) \psi \|_{H^{\mu - 1}} \leq C (\| \eta \|_{C^\gamma}) \| \partial_x \eta \|_{C^{-\gamma - 1}} \| D_x^{\frac{3}{2}} \psi \|_{H^{\mu - \frac{3}{2}}},
$$

where we used the estimate (2.7.3) for $B(\eta)\psi$ and the assumption $\gamma \geq \mu - 2$.

To prove statement (ii) we use the strategy used previously to study $G(\eta)\psi$. Recall that

$$
(2.7.6) \quad \begin{cases} 
G(\eta)\psi = (1 + (\partial_x \eta)^2) \partial_x \varphi - \partial_x \eta \partial_x \varphi \big|_{z=0}, \\
B(\eta)\psi = \partial_x \varphi \big|_{z=0},
\end{cases}
$$

where $\varphi = \varphi(x, z)$ solves the Dirichlet problem:

$$
\begin{align*}
(2.7.7) & \quad \partial_z^2 \varphi + a \partial_x^2 \varphi + b \partial_x \partial_z \varphi - c \partial_z \varphi = 0 \quad \text{in} \quad \{z < 0\}, \\
(2.7.8) & \quad \varphi = \psi \quad \text{on} \quad \{z = 0\},
\end{align*}
$$

where $a = (1 + (\partial_x \eta)^2)^{-1}$, $b = -2a \partial_x \eta$, $c = a \partial_x^2 \eta$. It follows from Proposition 1.1.6 that, if $\| \eta \|_{C^\gamma}$ is small enough, then there exists indeed a unique solution $\varphi$ to (2.7.7)–(2.7.8). Moreover, $\nabla_{x, z} \varphi$ is continuous in $z \in ]-\infty, 0]$ with values in $H^{-1/2}(\mathbb{R})$ and there exists a non decreasing function $C: \mathbb{R}_+ \to \mathbb{R}_+$ independent of $\eta, \psi$ such that

$$
(2.7.9) \quad \sup_{z \in ]-\infty, 0]} \| \nabla_{x, z} (\varphi(z) - e^{z[D_x]} \psi) \|_{H^{-1/2}} \leq C(\| \eta \|_{C^\gamma}) \| \eta' \|_{L^\infty} \| D_x^{\frac{3}{2}} \psi \|_{L^2}
$$

and

$$
(2.7.10) \quad \sup_{z \in ]-\infty, 0]} \| \nabla_{x, z} \varphi(z) \|_{H^{-1/2}} \leq C(\| \eta \|_{C^\gamma}) \| D_x^{\frac{3}{2}} \psi \|_{L^2}.
$$

To prove statement (ii) we paralinearize (2.7.7) and factor out the paradifferential equation thus obtained. The desired result then follows from a parabolic regularity result.

We begin with the paralinearization lemma.

**Lemma 2.7.3.** There exists a non decreasing function $C: \mathbb{R}_+ \to \mathbb{R}_+$ such that

$$
(2.7.11) \quad \partial_z^2 \varphi + (Id + T_{a-1}) \partial_x^2 \varphi + T_b \partial_x \partial_z \varphi - T_c \partial_z \varphi = f_0
$$

with

$$
(2.7.12) \quad \sup_{z \in ]-\infty, 0]} \| f_0(z) \|_{H^{-3}} \leq C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| D_x^{\frac{3}{2}} \psi \|_{L^2}.
$$
Proof. We follow the beginning of the proof of Lemma 2.2.2. Write

\[(a - 1)\partial_x^2 \varphi = T_{a-1} \partial_x^2 \varphi + T_{\partial_x} (a - 1) + R_B (a - 1, \partial_x^2 \varphi),\]
\[b \partial_x \partial_z \varphi = T_b \partial_x \partial_z \varphi + T_{\partial_x} (a - 1) + R_B (a, \partial_x \partial_z \varphi),\]
\[c \partial_z \varphi = T_c \partial_z \varphi + T_{\partial_z} (a, \partial_z \varphi),\]

so that (2.7.11) holds with

\[f_0 := -(T_{\partial_x^2} \varphi (a - 1) + R_B (a - 1, \partial_x^2 \varphi)) - (T_{\partial_x} b + R_B (b, \partial_x \partial_z \varphi)) + R_B (c, \partial_z \varphi).\]

It follows from (A.1.20), (A.1.17) and the assumption \(\gamma - 3 > 0\) that

\[\|T_{\partial_x^2} \varphi (a - 1)\|_{H^{\gamma - 3}} \lesssim \|a - 1\|_{C^{\gamma - 1}} \|\partial_x^2 \varphi\|_{H^{-3/2}},\]
\[\|T_{\partial_x} (a - 1) \partial_x \partial_z \varphi\|_{H^{\gamma - 3}} \lesssim \|b\|_{C^{\gamma - 1}} \|\partial_x \partial_z \varphi\|_{H^{3/2}},\]
\[\|T_{\partial_x} (a - 1) \partial_x \partial_z \varphi\|_{H^{\gamma - 3}} \lesssim \|c\|_{C^{\gamma - 2}} \|\partial_z \varphi\|_{H^{-1/2}},\]

and

\[\|R_B (a - 1, \partial_x^2 \varphi)\|_{H^{\gamma - 3}} \lesssim \|a - 1\|_{C^{\gamma - 1}} \|\partial_x^2 \varphi\|_{H^{-3/2}},\]
\[\|R_B (b, \partial_x \partial_z \varphi)\|_{H^{\gamma - 3}} \lesssim \|b\|_{C^{\gamma - 1}} \|\partial_x \partial_z \varphi\|_{H^{-3/2}},\]
\[\|R_B (c, \partial_z \varphi)\|_{H^{\gamma - 3}} \lesssim \|c\|_{C^{\gamma - 2}} \|\partial_z \varphi\|_{H^{-1/2}}.\]

Now use (2.7.10) and write

\[\|a - 1\|_{C^{\gamma - 1}} + \|b\|_{C^{\gamma - 1}} + \|c\|_{C^{\gamma - 1}} \leq C (\|\eta\|_{C^{\gamma}}) \|\eta\|_{C^{\gamma}}\]

to complete the proof. \(\Box\)

Let \(P_- = P_- (\eta)\), \(P_+ = P_+ (\eta)\) and \(R_0 = R_0 (\eta)\) be as given by Lemma 2.2.6, so that \((\partial_z - P_-)(\partial_z - P_+ )\varphi = f_0 + R_0 \varphi\), where \(R_0\) is a smoothing operator, satisfying

\[\|R_0 u\|_{H^{r + \gamma - 3}} \leq C (\|\eta\|_{C^{\gamma}}) \|\eta\|_{C^{\gamma}} \|\partial_x u\|_{H^{r - 1}},\]

for any \(r \in \mathbb{R}\) and any \(u \in H^r (\mathbb{R})\). The key point consists in proving that one can express, on \(z = 0\), the trace of the normal derivative \(\partial_z \varphi\) in terms of the tangential derivative. To do so, as above, we exploit the fact that \(\varphi = \partial_z \varphi - P_+ \varphi\) satisfies a parabolic equation.

**Lemma 2.7.4.** For any \(\tau < 0\), the function \(\varphi := (\partial_z - P_+ )\varphi\) is continuous in \(z \in [\tau, 0]\) with values in \(H^{\gamma - 3}(\mathbb{R})\). Moreover, there exists a non decreasing function \(C\) such that

\[\sup_{z \in [\tau, 0]} \|\varphi (z)\|_{H^{\gamma - 3}} \leq C (\|\eta\|_{C^{\gamma}}) \|\eta\|_{C^{\gamma}} \|D_x |^\frac{7}{2} \psi\|_{L^2}.\]
Proof. We prove only an a priori estimate. The regularity result is an immediate consequence of the method used to prove the estimate. We shall prove a slightly stronger result. Namely we shall prove that, for any \( \varepsilon \in [0, 1] \), (2.7.13) holds with \( \sup_{x \in [\tau, 0]} \| \varphi \|_{H^{\gamma-3}} \) replaced with
\[
\sup_{x \in [\tau, 0]} \| \varphi \|_{H^{\gamma-2+\varepsilon}}.
\]
Since
\[
(\partial_z - P_-) \varphi = f_0 + R_0 \varphi,
\]
the parabolic estimate (2.2.27) asserts that, for any \( \tau_1 < \tau_2 < 0 \) and any \( \mu \in \mathbb{R} \),
\[
\| \varphi \|_{L^\infty([\tau_2, 0]; H^{\mu+1-\varepsilon})} \leq C(\| \eta \|_{C^\gamma}) \left( \| f_0 \|_{L^\infty([\tau_1, 0]; H^\mu)} + \| \varphi \|_{L^\infty([\tau_1, 0]; H^\mu)} \right)
+ C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| \nabla_x \varphi \|_{L^\infty([\tau_1, 0]; H^{\mu-1-(\gamma-3)})}.
\]
Consequently, for any \( \mu \leq \gamma - 3 \),
\[
\| \varphi \|_{L^\infty([\tau_2, 0]; H^{\mu+1-\varepsilon})} \leq C(\| \eta \|_{C^\gamma}) \left( \| f_0 \|_{L^\infty([\tau_1, 0]; H^{\gamma-3})} + \| \varphi \|_{L^\infty([\tau_1, 0]; H^\mu)} \right)
+ C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| \nabla_x \varphi \|_{L^\infty([\tau_1, 0]; H^{-1})}.
\]
so, the estimate (2.7.12) for \( f_0 \) and the estimate (2.7.10) imply that
\[
\| \varphi \|_{L^\infty([\tau_2, 0]; H^{\mu+1-\varepsilon})} \leq C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| D_x^{1/2} \psi \|_{L^2}
+ C(\| \eta \|_{C^\gamma}) \| \varphi \|_{L^\infty([\tau_1, 0]; H^\mu)}.
\]
Hence, by an immediate bootstrap argument, it is sufficient to prove that, for any \( \tau < 0 \),
\[
\| \varphi \|_{L^\infty([\tau, 0]; H^{-1/2})} \leq C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| D_x^{1/2} \psi \|_{L^2}.
\]
This in turn follows from the fact that \( \varphi = (\partial_z - |D_x|) \varphi - T_{P-\xi} \varphi \), by definition of \( P_+ \), and the estimates (2.7.10), (2.7.9) and the operator norm estimate for paradifferential operators (see (A.1.10)):
\[
\| T_{P-\xi} \varphi \|_{H^{-1/2}} \leq M_0(\xi) \| \partial_x \varphi \|_{H^{-1/2}} \leq C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| \partial_x \varphi \|_{H^{-1/2}}.
\]
This completes the proof of Lemma 2.7.4. \( \square \)

Since \( B(\eta) \psi - P_+(\eta) \psi = (\partial_z - P_+(\eta)) \varphi |_{z=0} = \varphi(0) \), it immediately follows from (2.7.13) that
\[
\| B(\eta) \psi - P_+(\eta) \psi \|_{H^{\gamma-3}} \leq C(\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma} \| D_x^{1/2} \psi \|_{L^2}.
\]
To estimate \( G(\eta) - |D_x| \psi \), starting from (2.7.6), we write
\[
(1 + (\partial_z \eta)^2) \partial_z \varphi - \partial_z \eta \partial_x \varphi = \partial_z \varphi + T_{\partial_z \eta} \partial_z \varphi - T_{\partial_z \eta} \partial_x \varphi + R',
\]
\[
R' = T_{\partial_x \varphi} (\partial_z \eta)^2 + R_B (\partial_z \varphi, (\partial_x \eta)^2) - T_{\partial_x \varphi} \partial_z \eta - R_B (\partial_x \varphi, \partial_z \eta).
\]
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Again, it follows from the paraproduct rules (A.1.20) and (A.1.17) that, for any \( \tau < 0 \), the \( C^0(\tau, 0); H^\gamma - 3 \)-norm of \( R' \) is estimated by the right-hand side of (2.7.4).

Furthermore, since \( (1 + (\partial_x \eta)^2) P - i(\partial_x \eta) \xi = |\xi| \), by using the symbolic calculus estimate (see (A.1.7)), it follows from (2.7.13) that

\[
\partial_x \varphi + T(\partial_x \eta) z \partial_x \varphi - T(\partial_x \eta) \partial_x \varphi = |D_x| \varphi + r,
\]

where the \( C^0(\tau, 0); H^\gamma - 3 \)-norm of \( r \) is estimated by the right-hand side of (2.7.4). This concludes the proof of Proposition 2.7.1.

We next study the Taylor expansion of the Dirichlet-Neumann operator. We recall that the sum of the linear part and the quadratic part is

\[
G(\leq 2)(\eta) \psi := |D_x| \psi - |D_x|(\eta |D_x| \psi) - \partial_x(\eta \partial_x \psi).
\]

We shall prove an estimate for \( G(\eta) \psi - G(\leq 2)(\eta) \psi \) similar to the linearization estimate (2.7.4) proved above. Namely, we shall prove that \( G(\eta) \psi - G(\leq 2)(\eta) \psi \) is a smoothing operator, such that if \( \eta \in C^\gamma(\mathbb{R}) \) with \( \gamma \) large enough, then one can estimate \( G(\eta) \psi - G(\leq 2)(\eta) \psi \) in \( H^{\gamma - 4} \) by means of a low Sobolev norm of \( |D_x|^2 \psi \) only.

**Proposition 2.7.5.** Let \( \gamma \in \mathbb{R}^3 \) be such that \( \gamma > 4 + \frac{1}{2} \), \( \gamma \notin \frac{1}{2} \mathbb{N} \). Consider \( \eta \in C^\gamma(\mathbb{R}) \) and \( \psi \in H^\frac{1}{2} - 1(\mathbb{R}) \) with the assumption that \( \|\eta\|_{C^\gamma} \) is small enough. Then \( G(\eta) \psi - G(\leq 2)(\eta) \psi \) belongs to \( H^{\gamma - 4} \). Moreover, there exists a non decreasing function \( C: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) depending only on \( \gamma \) such that

\[
(2.7.14) \quad \|G(\eta) \psi - G(\leq 2)(\eta) \psi\|_{H^{\gamma - 4}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma}^2 \|D_x|^2 \psi\|_{H^1}.
\]

**Proof.** As in the proof of Proposition 2.6.1, there holds

\[
G(\eta) \psi - G(0) \psi = -\int_0^1 \mathcal{G}(\lambda) \, d\lambda, \quad \mathcal{G}(\lambda) = G(\lambda \eta)(\eta B(\lambda \eta) \psi) + \partial_x(\eta V(\lambda \eta) \psi).
\]

Let us fix some notations. We denote by

\[
P_\lambda = \frac{1}{1 + (\lambda \partial_x \eta)^2}(i\lambda \partial_x \eta \xi + |\xi|),
\]

the symbol obtained by replacing \( \eta \) with \( \lambda \eta \) in (2.7.2). Hereafter, we denote by \( C \) various constants depending only on \( \|\eta\|_{C^\gamma} \) and we set \( \Omega := \|\eta\|_{C^\gamma}^2 \|D_x|^2 \psi\|_{H^1} \).

Notice that \( G(0) = |D_x| \) and \( \mathcal{G}(0) = |D_x|(\eta |D_x| \psi) + \partial_x(\eta \partial_x \psi) \). One has to prove that there exists a constant \( C \) depending only on \( \|\eta\|_{C^\gamma} \) such that

\[
\|\mathcal{G}(\lambda) - \mathcal{G}(0)\|_{H^{\gamma - 4}} \leq C \Omega.
\]
To prove this estimate we shall prove that

\[
\|G(\lambda \eta)(\eta B(\lambda \eta)\psi) - |D_x| (\eta |D_x| \psi) - |D_x| (T_{\eta(P_\lambda - |\xi|)} \psi)\|_{H^{\gamma-4}} \leq C\Omega,
\]

and

\[
\|\partial_x (\eta V(\lambda \eta)\psi) - \partial_x (\eta \partial_x \psi) + \lambda \partial_x (T_{\eta(\partial_x \eta})P_\psi)\|_{H^{\gamma-4}} \leq C\Omega,
\]

\[
|D_x| (T_{\eta(P_\lambda - |\xi|)} \psi) = \lambda \partial_x (T_{\eta(\partial_x \eta})P_\psi).
\]

We begin by proving (2.7.15). To do so, we use (2.7.4) to replace \(G(\lambda \eta)\) by \(|D_x|\) and \(B(\lambda \eta)\) by \(P_+(\lambda \eta)\). Write

\[
\|G(\lambda \eta)(\eta B(\lambda \eta)\psi) - |D_x| (\eta B(\lambda \eta)\psi)\|_{H^{\gamma-4}} \leq C \|\eta\|_{C^\gamma} \|\eta B(\lambda \eta)\psi\|_{H^{1/2}}
\]

\[
\leq C \|\eta\|_{C^\gamma}^2 \|B(\lambda \eta)\psi\|_{H^{1/2}} \leq C\Omega,
\]

and

\[
\|D_x| (\eta B(\lambda \eta)\psi) - |D_x| (\eta P_+(\lambda \eta)\psi)\|_{H^{\gamma-4}} \leq \|\eta (B(\lambda \eta)\psi - P_+(\lambda \eta)\psi)\|_{H^{\gamma-3}}
\]

\[
\leq \|\eta\|_{C^\gamma} \|B(\lambda \eta)\psi - P_+(\lambda \eta)\psi\|_{H^{\gamma-3}}
\]

\[
\leq C\Omega,
\]

where we used the product rule (A.1.21).

Now, by definition of \(P_+(\eta)\) we have

\[
|D_x| (\eta P_+(\lambda \eta)\psi) - |D_x| (\eta |D_x| \psi) = |D_x| (\eta T_{P_\lambda - |\xi|} \psi),
\]

so, to prove (2.7.15) it remains only to prove that

\[
(2.7.18) \quad \|D_x| (\eta T_{P_\lambda - |\xi|} \psi) - |D_x| (T_{\eta(P_\lambda - |\xi|)} \psi)\|_{H^{\gamma-4}} \leq C\Omega.
\]

Set \(\varphi_\lambda := T_{P_\lambda - |\xi|} \psi\). We first simplify \(|D_x| (\eta T_{P_\lambda - |\xi|} \psi)\) by paralinearizing the product \(\eta \varphi_\lambda\). That is, we write \(\eta \varphi_\lambda = T_{\eta \varphi_\lambda} + (T_{\varphi_\lambda \eta} + R_B(\eta, \varphi_\lambda))\) and use (A.1.20) and (A.1.17) to obtain that

\[
\|T_{\eta \varphi_\lambda}\|_{H^{\gamma-3}} + \|R_B(\eta, \varphi_\lambda)\|_{H^{\gamma-3}} \lesssim \|\varphi_\lambda\|_{H^{\gamma} - \frac{3}{2}} \|\eta\|_{C^\gamma}.
\]

Now it follows from (A.1.10) that

\[
\|\varphi_\lambda\|_{H^{\gamma - \frac{3}{2}}} \leq C \|\eta\|_{C^\gamma} \|\partial_x \psi\|_{H^{1/2}} \leq C \|\eta\|_{C^\gamma} \||D_x|^{\frac{3}{2}} \psi\|_{L^2}.
\]

Therefore

\[
|D_x| (\eta T_{P_\lambda - |\xi|} \psi) = |D_x| (T_{\eta T_{P_\lambda - |\xi|} \psi}) + R_1
\]

with \(\|R_1\|_{H^{\gamma-4}} \leq C\Omega\). Next, since \(\partial_\xi \eta = 0\) for \(k \geq 1\), it follows from symbolic calculus (see (A.1.11) applied with \((m, m', \rho) = (0, 1, \gamma - 1)\)) that

\[
|D_x| (\eta T_{P_\lambda - |\xi|} \psi) = |D_x| (T_{\eta T_{P_\lambda - |\xi|}} \psi) + R_2
\]
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where \( R_2 = R_1 + |D_x| (T_{\eta} T_{P_{\lambda} - |\xi|} - T_{\eta} (P_{\lambda} - |\xi|)) \psi \) satisfies \( \|R_2\|_{H^{\gamma-4}} \leq C \Omega \). This proves (2.7.18) and hence completes the proof of (2.7.15).

The proof of (2.7.16) is similar. By definition \( V(\lambda \eta) \psi = \partial_x \psi - \lambda (\partial_x \eta) B(\lambda \eta) \psi \) so (2.7.4) and the product rule (A.1.21) imply that

\[
\| \partial_x (\eta V(\lambda \eta) \psi) - \partial_x (\eta \partial_x \psi) + \lambda \partial_x (\eta (\partial_x \eta) P_+ (\lambda \eta) \psi) \|_{H^{\gamma-4}} \leq C \Omega.
\]

Thus to obtain (2.7.16) it is sufficient to prove that

\[
\| \partial_x (\eta (\partial_x \eta) P_+ (\lambda \eta) \psi) - \partial_x (T_{\eta} (\partial_x \eta) P_\lambda \psi) \|_{H^{\gamma-4}} \leq C \Omega.
\]

As above, this follows from (A.1.20), (A.1.17) and (A.1.11).

To prove (2.7.17), notice that

\[
\eta (P_\lambda - |\xi|) = i \alpha(x) \xi - \beta(x) |\xi|, \quad \eta (\partial_x \eta) P_\lambda = i \beta(x) \xi + \alpha |\xi|
\]

with

\[
\alpha = \frac{\eta (\lambda \partial_x \eta)}{1 + (\lambda \partial_x \eta)^2}, \quad \beta = \frac{\eta (\lambda \partial_x \eta)^2}{1 + (\lambda \partial_x \eta)^2}.
\]

Therefore

\[
|D_x| T_{\eta} (P_{\lambda} - |\xi|) = |D_x| T_{\alpha} \partial_x - |D_x| T_{\beta} |D_x|, \quad \partial_x T_{\eta} (\partial_x \eta) P_\lambda = \partial_x T_{\beta} \partial_x + \partial_x T_{\alpha} |D_x|,
\]

and the desired identity (2.7.17) follows from Lemma A.1.11 in Appendix A.1.

Corollary 2.7.6. Let \( \gamma \in \mathbb{R}^3 \) be such that \( \gamma > 4 + \frac{1}{2}, \gamma \notin \frac{1}{2} \mathbb{N} \). Consider \( \eta \in C^\infty(\mathbb{R}) \) and \( \psi \in H^{\frac{1}{2} - 1}(\mathbb{R}) \) with the assumption that \( \| \eta \|_{C^\gamma} \) is small enough. Then \( F(\eta) \psi - F_{\leq 2}(\eta) \psi \) belongs to \( H^{\gamma-4}(\mathbb{R}) \). Moreover, there exists a non decreasing function \( C : \mathbb{R}_+ \to \mathbb{R}_+ \) depending only on \( \gamma \) such that

\[
\| F(\eta) \psi - F_{\leq 2}(\eta) \psi \|_{H^{\gamma-4}} \leq C (\| \eta \|_{C^\gamma}) \| \eta \|_{C^\gamma}^2 \| D_x \|_{H^1}.
\]

Proof. By definition \( F_{\leq 2}(\eta) \psi = G_{\leq 2}(\eta) \psi - |D_x| \psi + |D_x| T_{D_x \psi} \eta + \partial_x T_{\partial_x \psi} \eta \), so

\[
F(\eta) \psi - F_{\leq 2}(\eta) \psi = G(\eta) \psi - G_{\leq 2}(\eta) \psi + |D_x| T_{B(\eta) \psi - |D_x| \psi} \eta + \partial_x T_{V(\eta) \psi - \partial_x \psi} \eta.
\]

The difference \( G(\eta) \psi - G_{\leq 2}(\eta) \psi \) is estimated by (2.7.14). To estimate the last two terms in the right-hand side above, we use (A.1.20) to deduce that

\[
\| |D_x| T_{B(\eta) \psi - |D_x| \psi} \eta \|_{H^{\gamma-4}} \lesssim \| B(\eta) \psi - |D_x| \psi \|_{H^{-1/2}} \| \eta \|_{C^\gamma},
\]

\[
\| \partial_x T_{V(\eta) \psi - \partial_x \psi} \eta \|_{H^{\gamma-4}} \lesssim \| V(\eta) \psi - \partial_x \psi \|_{H^{-1/2}} \| \eta \|_{C^\gamma},
\]

Now write

\[
\| B(\eta) \psi - |D_x| \psi \|_{H^{-1/2}} \leq \| B(\eta) \psi - P_+ (\eta) \psi \|_{H^{-1/2}} + \| P_+ (\eta) \psi - |D_x| \psi \|_{H^{-1/2}}.
\]
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The first term in the right-hand side above is estimated by means of (2.7.4). To bound the second term, observe that, since $P_+(\eta) - |D_x| = T_{P-\xi}$, (A.1.10) implies that

$$
\|P_+(\eta)\psi - |D_x| \psi\|_{H^{-1/2}} \lesssim CM_0^1 (P - |\xi|) \|\partial_x \psi\|_{H^{-1/2}} \leq C \|\eta\|_{C^0} \| |D_x|^{1/2} \psi\|_{L^2}.
$$

On the other hand $V(\eta)\psi - \partial_x \psi = (\partial_x \eta)B(\eta)\psi$ so the product rule (A.1.21) implies that

$$
\|V(\eta)\psi - \partial_x \psi\|_{H^{-1/2}} \lesssim \|\partial_x \eta\|_{C^{0}} \|B(\eta)\psi\|_{H^{-1/2}} \leq C \|\eta\|_{C^0} \| |D_x|^{1/2} \psi\|_{L^2}
$$

where we used the product rule (A.1.21) and the estimate (2.7.3) applied with $\mu = 1/2$. This completes the proof. \qed
Chapter 3

Normal form for the water waves equation

The main goal of this paper is to prove that, given an a priori bound of some Hölder norms of $Z^k_i(\eta + i |D_x|^\frac{k}{2} \psi)$ for $k' \leq s/2 + k_0$, we have an a priori estimate of some Sobolev norms of $Z^k_i(\eta + i |D_x|^\frac{k}{2} \omega)$ for $k \leq s$, where recall that $\omega = \psi - T_{B(\eta)} \psi \eta$. The proof is by induction on $k \geq 0$. Each step is divided into two parts.

1. Quadratic approximations: in this step we paralinearize and symmetrize the equations. In addition, we identify the principal and subprincipal terms in the analysis of both the regularity and the homogeneity.

2. Normal form: in this step we use a bilinear normal form transformation to compensate for the quadratic terms in the energy estimates.

Since the case $k = 0$ is interesting in its own, we shall consider the case $k = 0$ and the case $k > 0$ separately. In this chapter, we consider the case $k = 0$. The case $k > 0$ will be considered in the next chapters. The overlap between this two cases will be small. Moreover, we will prove a slightly better result in the case $k = 0$ then in the case $k > 0$ (compare Proposition 3.6.4 with Proposition 5.2.1).

3.1 Quadratic approximations without losses

We now consider the Craig-Sulem-Zakharov system

\begin{equation}
\begin{cases}
\partial_t \eta = G(\eta) \psi, \\
\partial_t \psi + \eta + \frac{1}{2} (\partial_x \psi)^2 - \frac{1}{2(1 + (\partial_x \eta)^2)} (G(\eta) \psi + \partial_x \eta \partial_x \psi)^2 = 0.
\end{cases}
\end{equation}
In this section we use the abbreviated notations

\[(3.1.2) \quad B = \frac{G(\eta)\psi + \partial_x \eta \partial_x \psi}{1 + (\partial_x \eta)^2}, \quad V = \partial_x \psi - B \partial_x \eta, \quad \omega = \psi - TB\eta.\]

**Assumption 3.1.1.** Let \( T > 0 \) and fix \((s, \varrho)\) such that

\[ s > \varrho + 1 > 14, \quad \varrho \notin \frac{1}{2}\mathbb{N}. \]

It is always assumed in the rest of this chapter that:

i) \((\eta, \psi) \in C^0([0, T]; H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2}, \varrho - \frac{1}{2}}(\mathbb{R}))\) is such that \( \omega \in C^0([0, T]; H^{\frac{1}{2}}(\mathbb{R}))\).

ii) The condition (1.1.17) is satisfied uniformly in time. Namely we assume that

\[(3.1.3) \quad \sup_{t \in [0, T]} \left\{ \|\partial_x \eta(t)\|_{C^{\varrho - 1}} + \|\partial_x \eta(t)\|_{C^{\varrho - 1}}^{1/2} \|\eta'(t)\|_{H^{\varrho - 1}}^{1/2} \right\}

is small enough, so that we are in position to apply Proposition 1.1.6 as well as the results proved in the previous chapter.

**Remark.** Let us comment on the smallness condition. For our purposes \( \|\partial_x \eta(t)\|_{C^{\varrho - 1}} = O(\varepsilon t^{-1/2}) \) and \( \|\eta'(t)\|_{H^{\varrho - 1}} \leq \|\eta\|_{H^s} = O(\varepsilon t^\delta) \) for some \( \delta < 1/2 \) so that (3.1.3) will be satisfied.

One can also notice that, for smooth solutions, we have (see [20])

\[ \frac{d}{dt} \left( \int \eta^2 \, dx + \int \psi G(\eta) \psi \, dx \right) = 0. \]

Now it follows from Corollary 1.1.8 that

\[ 0 \leq \int \psi G(\eta) \psi \, dx = \int (|D_x|^{\frac{1}{2}} \psi) G_{1/2}(\eta) \psi \, dx \leq C \left( \|\eta\|_{L^\infty} \right) \|D_x|^{\frac{1}{2}} \psi\|_{L^2}^2, \]

so that

\[ \|\eta\|_{L^\infty([0, T]; L^2)} \leq \|\eta_0\|_{L^2}^2 + C \left( \|\eta_0\|_{L^\infty} \right) \|D_x|^{\frac{1}{2}} \psi_0\|_{L^2}^2. \]

Thus, for (3.1.3) to be small it is sufficient to require that \( \sup_{t \in [0, T]} \|\eta(t)\|_{C^{\varrho}}, \|\eta_0\|_{L^2}, \) and \( \|D_x|^{\frac{1}{2}} \psi_0\|_{L^2} \) are small enough.

For \( t \in [0, T] \), we set

\[ M_\varrho(t) := \|\eta(t)\|_{H^{\varrho}} + \|D_x|^{\frac{1}{2}} \omega(t)\|_{H^{\varrho}}, \]

\[ N_\varrho(t) := \|\eta(t)\|_{C^{\varrho}} + \|D_x|^{\frac{1}{2}} \psi(t)\|_{C^{\varrho}}. \]

From (2.0.4), (2.1.2) and (2.1.7) we know that

\[(3.1.4) \quad \|B\|_{H^{\varrho - 1}} + \|V\|_{H^{\varrho - 1}} \leq C (N_\varrho) M_\varrho, \]

\[ \|B\|_{C^{\varrho - 1}} + \|V\|_{C^{\varrho - 1}} \leq C (N_\varrho) N_\varrho. \]

We start with some basic remarks about the Taylor coefficient \( a \) which is defined as follows.
Notation 3.1.2. Define

\begin{equation}
(3.1.5) \quad a = 1 + \partial_t B + V \partial_x B.
\end{equation}

If \((\eta, \psi) \in C^0([0, T]; H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2} + s - \frac{1}{2}}(\mathbb{R}))\) solves (3.1.1) then

\begin{align*}
(\eta, \psi) &\in C^1([0, T]; H^{s-1}(\mathbb{R}) \times \dot{H}^{\frac{1}{2} + s - \frac{1}{2}}(\mathbb{R})), \\
(B, V) &\in C^0([0, T]; H^{s-1}(\mathbb{R}) \times H^{s-1}(\mathbb{R})).
\end{align*}

In addition, it follows from the shape derivative formula for the Dirichlet-Neumann (see [35]) that \(G(\eta) \psi \in C^1([0, T]; H^{s-1}(\mathbb{R}))\) together with

\begin{equation}
(3.1.6) \quad \partial_t G(\eta) \psi = G(\eta) \left( \partial_t \psi - (B(\eta) \psi) \partial_x \eta \right) - \partial_x \left( (V(\eta) \psi) \partial_t \eta \right).
\end{equation}

Then it follows from the definition (3.1.2) that \(\partial_t B \in C^0([0, T]; H^{s-2}(\mathbb{R}))\). Consequently, \(a\) is well-defined and belongs to \(C^0([0, T]; H^{s-2}(\mathbb{R}))\). It is known (see [4, 32]) that \(a = -\partial_y P|_{y=\eta}\) where \(P\) is the pressure. Here, we shall use the following identity for \(a\) which is proved in the appendix (see (A.3.9)):

\begin{equation}
(3.1.7) \quad a = \frac{1}{1 + (\partial_x \eta)^2} \left( 1 + V \partial_x B - B \partial_x V - \frac{1}{2} G(\eta) V^2 - \frac{1}{2} G(\eta) B^2 - G(\eta) \eta \right).
\end{equation}

Lemma 3.1.3. i) For any \(\gamma > 3\), there exists a nondecreasing function \(C\) such that,

\begin{equation}
(3.1.8) \quad \|a - 1\|_{C^1} \leq C(\|\eta\|_{C^\gamma}) \left[ \|\eta\|_{C^\gamma} + \|D_x^2 \psi\|_{C^{\gamma - \frac{1}{2}}} \right].
\end{equation}

Using the notation \(N_\theta\), this means that \(\|a - 1\|_{C^1} \leq C(N_\theta) N_\theta\).

ii) There exists a nondecreasing function \(C\) such that

\begin{align*}
(3.1.9) \quad \|\partial_x a - \partial_x^2 \psi\|_{L^\infty} &\leq C(N_\theta) N_\theta^2, \\
(3.1.10) \quad \|a - 1 + |D_x| \eta\|_{C^1} &\leq C(N_\theta) N_\theta^2.
\end{align*}

Proof. Let us prove (3.1.8). By (3.1.7), we know that

\begin{align*}
\|a - 1\|_{C^1} &\leq C(\|\eta\|_{C^1}) \left[ \|\partial_x \eta\|_{C^1}^2 + \|V\|_{C^1} \|\partial_x B\|_{C^1} + \|B\|_{C^1} \|\partial_x V\|_{C^1} \\
&\quad + \|G(\eta) V^2\|_{C^1} + \|G(\eta) B^2\|_{C^1} + \|G(\eta) \eta\|_{C^1} \right].
\end{align*}

By (1.1.44) applied with \(\gamma\) replaced by \(\gamma - 1\), we may write

\begin{align*}
\|G(\eta) \eta\|_{C^1} &\leq C(\|\eta\|_{C^{\gamma - 1}}) \|\eta\|_{C^{\gamma - 1}}, \\
\|G(\eta) B^2\|_{C^1} &\leq C(\|\eta\|_{C^{\gamma - 1}}) \|B\|_{C^{\gamma - 1}}^2, \\
\|G(\eta) V^2\|_{C^1} &\leq C(\|\eta\|_{C^{\gamma - 1}}) \|V\|_{C^{\gamma - 1}}^2.
\end{align*}
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where we used that $C^{γ−1}$ is an algebra to obtain $\|B^2\|_{C^{γ−1}} \lesssim \|B\|^2_{C^{γ−1}}, \|V^2\|_{C^{γ−1}} \lesssim \|V\|^2_{C^{γ−1}}$. Since $C^{γ−2}$ is an algebra, we get from the definitions (3.1.2) of $V, B$

\[ \|V\|_{C^1} + \|\partial_x V\|_{C^1} \leq \|D_x^{1/2} \psi\|_{C^{γ−1/2}} + \|\eta\|_{C^1} \|B\|_{C^{γ−1}}, \]

and

\[ \|B\|_{C^{γ−1}} \leq C(\|\eta\|_{C^1}) \left[ \|G(\eta)\psi\|_{C^{γ−1}} + \|D_x^{1/2} \psi\|_{C^{γ−1/2}} \right]. \]

Combining the inequalities and (1.1.44), we get finally (3.1.8).

The proof of the second estimate is similar. By using the identity (3.1.7) and (3.1.6) applied with $\psi$ replaced with $V^2, B^2$ or $\eta$, together with the following expressions (see (3.1.5) and Lemma A.3.1 in Appendix A.3)

\[ \partial_t B = -V\partial_x B + a - 1, \quad \partial_t V = -V\partial_x V - a\partial_x \eta, \quad \partial_t \eta = G(\eta)\psi, \]

we obtain that $\partial_t (a + G(\eta)\eta)$ is bounded by $C(N_\eta)N_\eta^2$. Using again (3.1.6) to compute $\partial_t G(\eta)\eta$ we find that $\partial_t G(\eta)\eta - G(\eta)\partial_t \eta$ is bounded by $C(N_\eta)N_\eta^2$. Since $G(\eta)\partial_t \eta = G(\eta)G(\eta)\psi$, we deduce from (2.6.12) that modulo quadratic terms which are estimated as above, $G(\eta)\partial_t \eta$ is given by $|D_x|^2 \psi$.

Eventually it follows from the identity (3.1.7) and the estimates (2.0.4) that

\[ \|a - 1 + G(\eta)\eta\|_{C^1} \leq C(N_\eta)N_\eta^2. \]

So (3.1.10) follows from (2.6.12).

Notice that (3.1.8) implies that $a$ is a positive function under a smallness assumption:

**Corollary 3.1.4.** If $N_\eta$ is small enough then

(3.1.11) \[ a(t, x) \geq 1/2, \quad \forall (t, x) \in [0, T] \times \mathbb{R}. \]

**Assumption 3.1.5.** Hereafter, it is assumed that $N_\eta$ is small enough, so that (3.1.11) holds.

**Remark 3.1.6.** Wu proved that $a$ is a positive function (see [53, 52] and also [32]) without smallness assumption.

**Notation 3.1.7.** Given two functions $f, g$ defined on the time interval $[0, T]$, we write

(3.1.12) \[ f \equiv g \mod [H^s], \]

to say that there exists an increasing function $C$, independent of $(\eta, \psi, T)$ such that for all $t \in [0, T],$

\[ \|f(t) - g(t)\|_{H^s} \leq C(N_\eta(t))N_\eta(t)^2 M_s(t). \]

We say then that $f$ is equal to $g$ modulo admissible cubic terms.
We write now the water waves system as a paradifferential system of quasi-linear dispersive equations. This will allow us to get energy estimates for the good unknowns $\eta$ and $\omega$.

**Proposition 3.1.8.** Use Notation 3.1.7 and Assumptions 3.1.1 and 3.1.5. Introduce

$$\alpha = \sqrt{a} - 1, \quad U^1 = \eta + T_0\eta, \quad U^2 = |D_x|^{1/2}\omega.$$

Then

$$\partial_t U^1 + T_V \partial_x U^1 - (I + T_0)|D_x|^{1/2}U^2 = F^1,$$

$$\partial_t U^2 + |D_x|^{1/2}T_V|\xi|^{-1/2}\partial_x U^2 + |D_x|^{1/2}((I + T_0)U^1) = F^2,$$

for some source terms $F^1, F^2$ satisfying

$$F^1 \equiv F_{(\leq 2)}(\eta)\psi - \frac{1}{2} T_{\partial_x^2 \psi} \eta \mod [H^s],$$

$$F^2 \equiv \frac{1}{2} |D_x|^2 R_B(|D_x| \psi, |D_x| \omega) - \frac{1}{2} |D_x|^2 R_B(\partial_x \psi, \partial_x \omega) \mod [H^s],$$

where $F_{(\leq 2)}(\eta)\psi$ is given by (2.6.1).

**Proof.** The proof is in two steps.

**STEP 1: Paralinearization of the equations**

We begin the proof of Proposition 3.1.8 by proving that

$$\partial_t \eta + T_V \partial_x \eta - |D_x| \omega = f^1,$$

$$\partial_t \omega + T_V \partial_x \omega + (I + T_0)\eta = f^2,$$

with

$$f^1 \equiv F_{(\leq 2)}(\eta)\psi - T_{\partial_x^2 \psi} \eta \mod [H^s],$$

$$f^2 \equiv \frac{1}{2} R_B(|D_x| \psi, |D_x| \omega) - \frac{1}{2} R_B(\partial_x \psi, \partial_x \omega) \mod [H^{s+1/2}].$$

The first half of this result is already proved. Indeed, by definition (2.1.3) of $F(\eta)\psi$, the first equation of (3.1.16) holds with $f^1 := F(\eta)\psi - T_{\partial_x V} \eta$. Consequently, the previous estimates for $F(\eta)\psi - F_{(\leq 2)}(\eta)\psi$ (see (2.6.4)) and $V(\eta)\psi - \partial_x \psi$ (see (2.6.22)) imply (3.1.17).

To prove (3.1.18), we use the elementary identity

$$\frac{1}{2} (\partial_x \psi)^2 - \frac{1}{2} \frac{(\partial_x \eta \partial_x \psi + G(\eta)\psi)^2}{1 + (\partial_x \eta)^2} = \frac{1}{2} V^2 + BV \partial_x \eta - \frac{1}{2} B^2,$$
which is proved in the appendix (see (A.3.8)). The paralinearization formula \( ab = T_a b + T_b a + R_B(a, b) \) then implies that

\[
\frac{1}{2} (\partial_x \psi)^2 - \frac{1}{2} \frac{(\partial_x \eta \partial_x \psi + G(\eta) \psi)^2}{1 + (\partial_x \eta)^2} = T_V V - T_B B + T_V \partial_x \eta B + T_B V \partial_x \eta \\
+ \frac{1}{2} R_B(V, V) + R_B(B, V \partial_x \eta) - \frac{1}{2} R_B(B, B).
\]

By using the identity \( B - V \partial_x \eta = \partial_t \eta \) (see (A.3.2)), one obtains

\[-T_B B + T_B V \partial_x \eta = -T_B \partial_t \eta.\]

On the other hand, starting from the definition of \( V = \partial_x \psi - B \partial_x \eta \) we have

\[
T_V V = T_V (\partial_x \psi - B \partial_x \eta) \\
= T_V (\partial_x \psi - T_B \partial_x \eta - T_B \partial_x \eta - R_B(B, \partial_x \eta)) \\
= T_V \partial_x (\psi - T_B \partial_x \eta) + T_V T_B \partial_x \eta - T_V T_B \partial_x \eta \\
= T_V \partial_x \omega + T_V T_B \partial_x \eta - T_V T_B \partial_x \eta - T_V R_B(B, \partial_x \eta).
\]

Consequently,

\[
T_V V + T_V \partial_x \eta B = T_V \partial_x \omega + T_V T_B \partial_x \eta + (T_V \partial_x \eta - T_V T_B \partial_x \eta) B - T_V R_B(B, \partial_x \eta).
\]

By writing \( \partial_t \psi - T_B \partial_t \eta = \partial_t \omega + T_B \partial_x \eta \) and using (3.1.1), the expression of \( a - 1 \) in terms of \( B, V \) given in (3.1.5) and the preceding expressions we thus end up with

\[
\partial_t \omega + T_V \partial_x \omega + (Id + T_a - 1) \eta = f^2,
\]

where

\[
f^2 = (T_V T_B \partial_x \eta - T_V T_B \partial_x \eta) B + (T_V \partial_x B - T_V T_B \partial_x \eta) \eta \\
+ \frac{1}{2} R_B(B, B) + \frac{1}{2} R_B(V, V) + T_V R_B(B, \partial_x \eta) - R_B(B, V \partial_x \eta).
\]

The end of the proof is simple: \( i \) we use the paralinearization theorem to estimate all the remainders \( R_B(a, b) \); \( ii \) we use the symbolic calculus theorem to estimate the two terms of the form \( T_a T_b - T_a b \). More precisely, it follows from the symbolic calculus (see (A.1.14)) that

\[
\| (T_V \partial_x \eta - T_V T_B \partial_x \eta) B \|_{H^{s+\frac{1}{4}}} \lesssim \| V \|_{C^1} \| \partial_x \eta \|_{C^1} \| B \|_{H^{s+1}},
\]

\[
\| (T_V \partial_x B - T_V T_B \partial_x \eta) \|_{H^{s+\frac{1}{4}}} \lesssim \| V \|_{C^{1/2}} \| \partial_x B \|_{C^{1/2}} \| \eta \|_{H^s}.
\]

On the other hand (A.1.12) and (A.1.17) imply that

\[
\| T_V R_B(B, \partial_x \eta) \|_{H^{s+\frac{1}{4}}} \lesssim \| V \|_{L^\infty} \| R_B(B, \partial_x \eta) \|_{H^{s+\frac{1}{4}}} \\
\lesssim \| V \|_{L^\infty} \| \partial_x \eta \|_{C^1} \| B \|_{H^{s+1}}.
\]
By using (A.1.17) with $\beta = s - 1$ and $\alpha = 3/2$, we obtain that
\[
\| R_B(B, V \partial_x \eta) \|_{H^{s+\frac{1}{2}}} \lesssim \| V \partial_x \eta \|_{C^\frac{3}{2}} \| B \|_{H^{s-1}}.
\]
Using the bounds (3.1.4) for $B$ and $V$, we thus find that
\[
\| (T_V \partial_x \eta - T_V T \partial_x \eta) B \|_{H^{s+\frac{1}{2}}} \lesssim N^2 \rho M_s,
\]
\[
\| (T_V \partial_x B - T_V T \partial_x B) \|_{H^{s+\frac{1}{2}}} \lesssim N^2 \rho M_s,
\]
\[
\| T_V R_B(B, \partial_x \eta) \|_{H^{s+\frac{1}{2}}} \lesssim N^2 \rho M_s.
\]
It immediately follows from the previous analysis that
\[
f^2 \equiv \frac{1}{2} R_B(B, B) - \frac{1}{2} R_B(V, V) \mod [H^{s+\frac{1}{2}}].
\]
Now write
\[
R_B(B, B) = R_B(B - |D_x| \psi, B) + R_B(|D_x| \psi, B - |D_x| \omega) + R_B(|D_x| \psi, |D_x| \omega),
\]
and
\[
R_B(V, V) = R_B(V - \partial_x \psi, V) + R_B(\partial_x \psi, V - \partial_x \omega) + R_B(\partial_x \psi, \partial_x \omega).
\]
Using Proposition 2.5.1, (2.6.21), (2.6.22) and (A.1.17) we obtain
\[
(3.1.19) \quad f^2 \equiv \frac{1}{2} R_B(|D_x| \psi, |D_x| \omega) - \frac{1}{2} R_B(\partial_x \psi, \partial_x \omega) \mod [H^{s+\frac{1}{2}}],
\]
as asserted.

**STEP 2: Symmetrization**

Since $\partial T_{\alpha} b = T_{\partial \alpha} b + T_{\alpha} \partial b$ with $\partial = \partial_t$ or $\partial = \partial_x$, we find that
\[
(\partial_t + T_V \partial_x) U^1 = (\partial_t + T_V \partial_x)(\eta + T_\alpha \eta)
\]
\[
= (Id + T_\alpha)(\partial_t + T_V \partial_x) \eta + \left\{ T_{\partial \alpha} + T_V T_{\partial \alpha} + [T_V, T_\alpha] \partial_x \right\} \eta
\]
and hence (3.1.13) holds with
\[
F^1 := (Id + T_\alpha) f^1 + \left\{ T_{\partial \alpha} + T_V T_{\partial \alpha} + [T_V, T_\alpha] \partial_x \right\} \eta,
\]
where $f^1$ is given by (3.1.16).

Clearly, from the assumption $a \geq 1/2$ and the estimate of the $C^1$-norm of $a$ (see (3.1.8)) we obtain that the $C^1$-norm of $\alpha = \sqrt{a} - 1$ is bounded by
\[
(3.1.20) \quad \| \alpha \|_{C^1} \leq C(N_\rho) N_\rho.
\]

Recall that we have proved that \( \| f^1 \|_{H^s} \leq C(N_\rho)N_\rho M_\rho \), so, using (A.1.12), the previous estimate for \( \alpha \) implies that

\[(3.1.21)\quad T_\alpha f^1 \equiv 0 \mod [H^s].\]

Using the symbolic calculus estimates (A.1.12) and (A.1.8) applied with \( \rho = 1 \), we next deduce that

\[T_V T_{\partial_x \alpha} \eta \equiv 0 \mod [H^s], \quad [T_V, T_\alpha] \partial_x \eta \equiv 0 \mod [H^s].\]

Together with (3.1.21) this implies that

\[F^1 \equiv f^1 + T_{\partial_t \alpha} \eta \mod [H^s].\]

Now (3.1.9) implies that \( T_{\partial_t\alpha} \eta \equiv \frac{1}{2} T_{\partial_t^2 \psi} \eta \mod [H^s] \), so (3.1.17) yields the claim

\[F^1 \equiv F(\leq 2)(\eta) \psi - \frac{1}{2} T_{\partial_t^2 \psi} \eta \mod [H^s].\]

It remains to prove the second identity (3.1.15). Since

\[\partial_t U^2 + |D_x|^{1/2} T_V|\xi|^{-1/2} \partial_x U^2 = |D_x|^{1/2} (\partial_t \omega + T_V \partial_x \omega) = |D_x|^{1/2} (f^2 - (Id + T_{a-1}) \eta),\]

and since, by definition of \( \alpha = \sqrt{a} - 1 \),

\[(Id + T_\alpha)(Id + T_\alpha) = Id + T_\alpha T_\alpha + 2T_\alpha = Id + T_{a^2 + 2a} + (T_\alpha T_\alpha - T_a^2) = Id + T_{a-1} + (T_\alpha T_\alpha - T_a^2),\]

we find that the second equation in (3.1.13) holds with

\[F^2 = |D_x|^{1/2} f^2 + |D_x|^{1/2} (T_\alpha T_\alpha - T_a^2) \eta.\]

It follows from (A.1.8) (applied with \( \rho = 1/2 \)) that

\[\| |D_x|^{1/2} (T_\alpha T_\alpha - T_a^2) \eta \|_{H^s} \lesssim \| \alpha \|^2_{C^{1/2}} \| \eta \|_{H^s}.\]

This implies, since, as already mentioned, the \( C^1 \) norm of \( \alpha \) is bounded by \( C(N_\rho)N_\rho \), that

\[|D_x|^{1/2} (T_\alpha T_\alpha - T_a^2) \eta \equiv 0 \mod [H^s],\]

and hence \( F^2 \equiv |D_x|^{1/2} f^2 \mod [H^s] \). The identity (3.1.15) then follows from (3.1.19). \( \square \)
3.2 Quadratic and cubic terms in the equations

Previously in §3.1 we paralinearized the water waves equations and identified the quadratic terms, with tame estimates for the remainders. Our next goal is to prove that one can further simplify the equations. We want either to eliminate the quadratic terms from the equations, or to eliminate the cubic terms from the energy estimates. In this section we introduce some notations. The strategy of the proof is explained in Section 3 of the chapter of introduction.

Set

\[ u = \begin{pmatrix} u^1 \\ u^2 \end{pmatrix} = \begin{pmatrix} \eta \\ \frac{1}{D_x} \psi \end{pmatrix}, \quad U = \begin{pmatrix} U^1 \\ U^2 \end{pmatrix} = \begin{pmatrix} \eta + T_\alpha \eta \\ \frac{1}{D_x} \omega \end{pmatrix}, \]

with \( \alpha = \sqrt{a} - 1 \) where \( a \) is as given by (3.1.5) (see also (3.1.7)). Assuming that Assumptions 3.1.1 and 3.1.5 hold, our goal is to estimate the Sobolev norms \( H^s \) of \( U \) given an \( a \)-priori estimate of some Hölder norm \( C^\varrho \) of \( u \). Recall that we fixed \( s \) and \( \varrho \) such that

\[ s > \varrho + 1 > 14, \quad \varrho \notin \frac{1}{2} \mathbb{N}. \]

In this section, we introduce some notations in order to rewrite the water waves system under the form

\[ \partial_t U + DU + Q(u)U + S(u)U + C(u)U = G, \tag{3.2.1} \]

where \( G \) is a cubic term of order 0, satisfying

\[ \|G\|_{H^s} \leq C(\|u\|_{C^\varrho}) \|u\|_{C^\varrho}^2 \|U\|_{H^s} \tag{3.2.2} \]

and where \( (u, U) \mapsto Q(u)U \) and \( (u, U) \mapsto S(u)U \) are bilinear while \( C(u)U \) contains cubic and higher order terms. In addition

- \( U \mapsto Q(u)U \) and \( U \mapsto C(u)U \) are linear operators of order 1 with tame dependence on \( u \): this means that for any \( \mu \in \mathbb{R} \), if \( u \in C^\varrho(\mathbb{R}) \) then \( U \mapsto Q(u)U \in \mathcal{L}(H^\mu, H^{\mu-1}) \) and \( U \mapsto C(u)U \in \mathcal{L}(H^{\mu}, H^{\mu-1}) \), together with the estimates

\[ \|Q(u)\|_{\mathcal{L}(H^\mu, H^{\mu-1})} \leq C(\|u\|_{C^\varrho}) \|u\|_{C^\varrho} \cdot \]

\[ \|C(u)\|_{\mathcal{L}(H^{\mu}, H^{\mu-1})} \leq C(\|u\|_{C^\varrho}) \|u\|_{C^\varrho}^2, \]

for some nondecreasing function \( C \) depending only on \( \varrho \) and \( \mu \).

- the linear operator \( U \mapsto S(u)U \) is a smoothing operator with tame dependence on \( u \): this means that for any \( m \geq 0 \) there exists \( \rho > 0 \) such that, for any \( \mu \in \mathbb{R} \), if \( u \in C^\varrho(\mathbb{R}) \) then \( U \mapsto S(u)U \in \mathcal{L}(H^\mu, H^{\mu+m}) \) together with the estimates

\[ \|S(u)\|_{\mathcal{L}(H^\mu, H^{\mu+m})} \leq C(\|u\|_{C^\varrho}) \|u\|_{C^\varrho}, \]

for some nondecreasing function \( C \) depending only on \( m, \rho, \mu \).
To do so, we rewrite the conclusion of Proposition 3.1.8 as

$$\partial_t U + DU + A_1 = F,$$

where $F = (F^1, F^2)$ was computed in the proof of Proposition 3.1.8, and where

$$(3.2.3) \quad D = \begin{pmatrix} 0 & -|D_x|^{\frac{1}{2}} \\ |D_x|^{\frac{1}{2}} & 0 \end{pmatrix}, \quad A_1 = \begin{pmatrix} T_V \partial_x U^1 - T_\alpha |D_x|^{\frac{1}{2}} U^2 \\ |D_x|^{\frac{1}{2}} T_V |\xi|^{-1/2} \partial_x U^2 + |D_x|^{\frac{1}{2}} T_\alpha U^1 \end{pmatrix}.$$  

We set

$$\mathcal{G} = F + A_0 + S,$$

with

$$(3.2.4) \quad A_0 = \left( \frac{1}{2} T_\alpha \partial_x \psi \eta \right), \quad S = -\left( \frac{1}{2} |D_x|^{\frac{1}{2}} R_B(|D_x| \psi, |D_x| \omega) - \frac{1}{2} |D_x|^{\frac{1}{2}} R_B(\partial_x \psi, \partial_x \omega) \right),$$

where $F_{(\leq 2)}(\eta) \psi$ is given by (see (2.6.30))

$$F_{(\leq 2)}(\eta) \psi = -|D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi).$$

Then we may rewrite the equation for $U$ as

$$\partial_t U + DU + A_1 + A_0 + S = \mathcal{G},$$

where $\mathcal{G} \equiv 0 \mod [H^s]$ by Proposition 3.1.8.

For later purposes, we write the explicit expression of $\mathcal{G} = (\mathcal{G}^1, \mathcal{G}^2)$:

$$\mathcal{G}^1 = (Id + T_\alpha)F(\eta) \psi - F_{(\leq 2)}(\eta) \psi + T_{\partial_x \alpha - \partial_x V} + \frac{1}{2} \partial_x^2 \psi \eta$$

$$+ \left\{ -T_\alpha T_{\partial_x V} + T_V T_{\partial_x \alpha} \eta + [T_V, T_\alpha] \right\} \eta,$$

$$\mathcal{G}^2 = |D_x|^{\frac{1}{2}} \left( \frac{1}{2} R_B(B, B) - \frac{1}{2} R_B(|D_x| \psi, |D_x| \omega) \right)$$

$$- |D_x|^{\frac{1}{2}} \left( \frac{1}{2} R_B(V, V) - \frac{1}{2} R_B(\partial_x \psi, \partial_x \omega) \right)$$

$$+ |D_x|^{\frac{1}{2}} \left( (T_V T_{\partial_x \eta} - T_V \partial_x \eta) B + (T_V \partial_x B - T_V \partial_x B) \eta \right)$$

$$+ |D_x|^{\frac{1}{2}} T_V R_B(B, \partial_x \eta) - |D_x|^{\frac{1}{2}} R_B(B, V \partial_x \eta)$$

$$+ |D_x|^{\frac{1}{2}} (T_\alpha T_\alpha - T_{\alpha^2}) \eta.$$
Definition of $Q(u)$ and $C(u)$.

Here we define the terms $Q(u)$ and $C(u)$ which appear in (3.2.1). They arise when one splits $A_0$ and $A_1$ to isolate quadratic terms. Write $A_1 = Q_1 + C$ where

\[
Q_1 = \begin{pmatrix}
T_{\partial x \psi} \partial_x U^1 - T_{\alpha + \frac{1}{2}|D_x|} |D_x|^\frac{1}{2} U^2 \\
|D_x|^{\frac{1}{2}} T_{\partial_x \psi|\xi|}^{\frac{1}{2}} |D_x|^\frac{1}{2} U^2 + |D_x|^\frac{1}{2} T_{\frac{1}{2}|D_x|} |U^1|
\end{pmatrix},
\]

(3.2.6)

\[
C = \begin{pmatrix}
T_{\gamma - \partial_x \psi} \partial_x U^1 - T_{\gamma + \frac{1}{2}|D_x|} |D_x|^\frac{1}{2} U^2 \\
|D_x|^{\frac{1}{2}} T_{\gamma - \partial_x |\xi|}^{\frac{1}{2}} |D_x|^\frac{1}{2} U^2 + |D_x|^\frac{1}{2} T_{\frac{1}{2}|D_x|} |U^1|
\end{pmatrix}.
\]

Moreover, the quadratic term $Q_1$ can be written under a form involving only the unknowns $u$ and $U$. We have

\[
Q_1 = Q_1(u) U := \begin{pmatrix}
T_{\partial x|D_x|} \frac{1}{2} u^2 \partial_x U^1 - T_{\alpha + \frac{1}{2}|D_x|} |D_x|^\frac{1}{2} U^2 \\
|D_x|^{\frac{1}{2}} T_{\partial_x|D_x|} \frac{1}{2} u^2 |\xi|^{\frac{1}{2}} |D_x|^\frac{1}{2} U^2 + |D_x|^\frac{1}{2} T_{\frac{1}{2}|D_x|} |U^1|
\end{pmatrix}.
\]

We write below $C$ as given by (3.2.6) under the form $C(u) U$. This is an abuse of notations since $C$ cannot be directly written under the form of a function of $u = (\eta, |D_x|^\frac{1}{2} \psi)$ and $U$. Instead, $C$ is an operator acting on $U$ whose coefficients depend on $(\eta, \psi)$. This abuse of notations will not introduce confusion since the estimates for this operator will always involved only $u$ and $U$. This is because the nonlinear estimates we proved for the Dirichlet-Neumann operator involved only $|D_x|^\frac{1}{2} \psi$ and never $\psi$ itself.

Similarly, write

\[
\frac{1}{2} T_{\partial_x^2 \psi \eta} = -\frac{1}{2} T_{\partial_x|D_x|} \frac{1}{2} u^2 \partial_x U^1 - \frac{1}{2} T_{\partial_x|D_x|} \frac{1}{2} u^2 U^1 + \frac{1}{2} T_{\frac{1}{2}|D_x|} \frac{1}{2} u^2 T_{\alpha \eta}.
\]

to decompose $A_0$ as a sum $A_0 = Q_0 + C_0$ of a quadratic term and a cubic term. The cubic term $C_0$, being of order 0 will contribute to the remainder $G$ in equation (3.2.1). Eventually, we set

\[
Q = Q_1 + Q_0 = \begin{pmatrix}
T_{\partial_x|D_x|} \frac{1}{2} u^2 \partial_x U^1 - \frac{1}{2} T_{\partial_x|D_x|} \frac{1}{2} u^2 U^1 - T_{\frac{1}{2}|D_x|} |D_x|^\frac{1}{2} U^2 \\
|D_x|^{\frac{1}{2}} T_{\partial_x|D_x|} \frac{1}{2} u^2 |\xi|^{\frac{1}{2}} |D_x|^\frac{1}{2} U^2 + |D_x|^\frac{1}{2} T_{\frac{1}{2}|D_x|} |U^1|
\end{pmatrix}.
\]

Definition of $S(u)$.

Here we define the term $S(u)$ which appears in (3.2.1). To do so, with regards to $S$, write $\eta = U^1 - T_{\alpha \eta}$ and

\[
|D_x| \psi = |D_x|^\frac{1}{2} u^2, \quad \partial_x \psi = \partial_x |D_x|^\frac{1}{2} u^2,
\]

\[
|D_x| \omega = |D_x|^\frac{1}{2} U^2, \quad \partial_x \omega = \partial_x |D_x|^\frac{1}{2} U^2,
\]
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to obtain $S = S(u)U + \tilde{S}$ where $S(u)U = \left( \frac{(S(u)U)^1}{(S(u)U)^2} \right)$ with

$$(S(u)U)^1 = |D_x| R_B(|D_x|^{\frac{1}{2}} u^2, U^1) + \partial_x R_B(\partial_x |D_x|^{\frac{1}{2}} u^2, U^1),$$

$$(S(v)f)^2 = -\frac{1}{2} |D_x|^{\frac{1}{2}} R_B(|D_x|^{\frac{1}{2}} u^2, |D_x|^{\frac{1}{2}} U^2)$$

$$+ \frac{1}{2} |D_x|^{\frac{1}{2}} R_B(\partial_x |D_x|^2 u^2, \partial_x |D_x|^2 U^2),$$

and

$$(3.2.8) \quad \tilde{S} = \begin{pmatrix} -|D_x| R_B(|D_x| \psi, T_a \eta) - \partial_x R_B(\partial_x \psi, T_a \eta) \\ 0 \end{pmatrix}.$$ 

**Definition of $G$.**

It follows from the computations above that (3.2.1) holds with

$$(3.2.9) \quad G = \mathcal{G} - \tilde{S} - C_0$$

where $\mathcal{G}$ is given by (3.2.5), $\tilde{S}$ is given by (3.2.8) and $C_0 = \left( \frac{1}{2} T |D_x|^2 u^2 T_a \eta, 0 \right)$ arises when we rewrite $A_0$ in terms of $u$ and $U$. We have proved in Proposition 3.1.8 that $G \equiv 0$ mod $[H^s]$. On the other hand, it follows from (A.1.17) (resp. (A.1.12)) and the estimate (3.1.20) for $\alpha$ that $\tilde{S} \equiv 0$ mod $[H^s]$ (resp. $C_0 \equiv 0$ mod $[H^s]$). This proves that $G \equiv 0$ mod $[H^s]$ as asserted in (3.2.2).

### 3.3 Quadratic normal form: strategy of the proof

To help the reader, let us reproduce here the explanations given in Section 3 of the introduction. We want to implement the normal form approach by introducing a quadratic perturbation of $U$ of the form

$$\Phi = U + E(u)U,$$

where $(u, U) \mapsto E(u)U$ is bilinear and chosen in such a way that the quadratic terms in the equation for $\Phi$ do not contribute to a Sobolev energy estimate.

Writing

$$\partial_t \Phi = \partial_t U + E(\partial_t u)U + E(u)\partial_t U,$$

and replacing $\partial_t U$ by $-DU - (Q(u) + S(u))U$, we obtain that modulo cubic terms,

$$\partial_t \Phi = -DU - (Q(u) + S(u))U - E(Du)U - E(u)DU$$

$$= -D \Phi + DE(u)U - (Q(u) + S(u))U - E(Du)U - E(u)DU.$$
It is thus tempting to seek $E$ under the form $E = E_1 + E_2$ such that

\begin{align}
(3.3.1) & \quad Q(u)U + E_1(Du)U + E_1(u)DU = DE_1(u)U, \\
(3.3.2) & \quad S(u)U + E_2(Du)U + E_2(u)DU = DE_2(u)U,
\end{align}

to eliminate the quadratic terms in the equation for $\Phi$. However, one cannot solve these two equations directly for two different reasons. The equation (3.3.1) leads to a loss of derivative: for a general $u \in H^\infty$ and $s \geq 0$, it is not possible to eliminate the quadratic terms $Q(u)U$ by means of a bilinear Fourier multiplier $E_1$ such that $U \mapsto E_1(u)U$ is bounded from $H^s$ to $H^s$.

Instead we shall add other quadratic terms to the equation to compensate the worst terms. More precisely, our strategy consists in seeking a bounded bilinear Fourier multiplier $\tilde{E}_1$ (such that $U \mapsto \tilde{E}_1(u)U$ is bounded from $H^s$ to $H^s$) such that the operator $B_1(u)$ given by

\begin{equation}
(3.3.3) \quad B_1(u)U := D\tilde{E}_1(u)U - \tilde{E}_1(Du)U - \tilde{E}_1(u)DU,
\end{equation}

satisfies

\[ \text{Re} \langle Q(u)U - B_1(u)U, U \rangle_{H^s \times H^s} = 0. \]

The key point is that one can find $B_1(u)$ such that $U \mapsto B_1(u)U$ is bounded from $H^s$ to $H^s$. This follows from the fact that, while $U \mapsto Q(u)U$ is an operator of order 1, the operator $Q(u) + Q(u)^*$ is an operator of order 0. Once $B_1$ is so determined, we find a bounded bilinear transformation $\tilde{E}_1$ such that (3.3.3) is satisfied. We here use the fact that $Q$ is a paradifferential operator so that one has some restrictions on the support of the symbols.

As explained in the introduction, the problem (3.3.2) leads to another technical issue. Again, we shall verify that one can find $\tilde{E}_2(u)$ such that

\[ \| \tilde{E}_2(u) \|_{\mathcal{L}(H^s, H^s)} \leq K \| u \|_{C^0} , \]

and such that the operator $B_2(u)$ defined by

\begin{equation}
(3.3.4) \quad B_2(u)U := D\tilde{E}_2(u)U - \tilde{E}_2(Du)U - \tilde{E}_2(u)DU,
\end{equation}

satisfies

\[ \text{Re} \langle S(u)U - B_2(u)U, U \rangle_{H^s \times H^s} = 0. \]

### 3.4 Paradifferential operators

Below we shall consider the equation

\begin{equation}
(3.4.1) \quad E(Du)U + E(u)DU - D\left[ E(u)U \right] = \Pi(u)U,
\end{equation}
where \((u,U) \mapsto E(u)U\) and \((u,U) \mapsto \Pi(u)U\) are bilinear operators of the form

\[
E(u)U = \sum_{1 \leq k \leq 2} \frac{1}{(2\pi)^2} \int e^{i x (\xi_1 + \xi_2)} u^k(\xi_1) A^k(\xi_1, \xi_2) \hat{U}(\xi_2) \, d\xi_1 \, d\xi_2,
\]

\[
\Pi(u)U = \sum_{1 \leq k \leq 2} \frac{1}{(2\pi)^2} \int e^{i x (\xi_1 + \xi_2)} u^k(\xi_1) M^k(\xi_1, \xi_2) \hat{U}(\xi_2) \, d\xi_1 \, d\xi_2,
\]

where \(A^k\) and \(M^k\) are \(2 \times 2\) matrices of symbols.

We shall consider the problem (3.4.1) in two different cases according to the frequency interactions which are permitted in \(E(u)U\) and \(\Pi(u)U\). These cases are the following.

(i) The case where \(\Pi(u)U\) is a paraproduct of the form \(T_a b\). Namely, the case where there exists a constant \(c \in ]0, 1/2[\) such that

\[
\text{Supp} M^k \subset \left\{ (\xi_1, \xi_2) \in \mathbb{R}^2 : |\xi_2| \geq 1, \ |\xi_1| \leq c |\xi_2| \right\}.
\]

(ii) The case where \(\Pi(u)U\) is a remainder of the form \(R_B(a, b)\). Which means that there exists a constant \(C > 0\) such that

\[
\text{Supp} M^k \subset \left\{ (\xi_1, \xi_2) \in \mathbb{R}^2 : |\xi_1 + \xi_2| \leq C (1 + \min(|\xi_1|, |\xi_2|)) \right\}.
\]

There is another important property of the symbols which have to be taken into account. Indeed, when solving the equation \(E(Du)U + E(u)DU - D[E(u)U] = \Pi(u)U\), we will have to invert a matrix which yields a small divisors issue. Here this problem arises only for low frequencies. Therefore, we need to quantify the order of vanishing of the symbols on \(\xi_1 = 0, \ \xi_2 = 0\) or \(\xi_1 + \xi_2 = 0\). For the analysis of the first case, for instance, since \(|\xi_2| \geq 1\) and \(|\xi_1 + \xi_2| \geq 1/2\) on the support of \(M^k\), it is sufficient to quantify the order of vanishing in \(\xi_1\). We are thus lead to the following definition.

**Definition 3.4.1.** Let \((m, \gamma, \nu) \in [0, +\infty[^3\). One denotes by \(S^m_{\nu}^{\gamma}\) the space of functions \((\xi_1, \xi_2) \mapsto A(\xi_1, \xi_2)\) with values in \(2 \times 2\) matrices, \(C^\infty\) for \((\xi_1, \xi_2) \in (\mathbb{R} \setminus \{0\}) \times \mathbb{R}\) and satisfying

\[
\exists c \in ]0, 1/2[ \text{ such that } \text{Supp} A(\xi_1, \xi_2) \subset \left\{ (\xi_1, \xi_2) : |\xi_2| \geq 1, \ |\xi_1| \leq c |\xi_2| \right\},
\]

and, for all \((\alpha, \beta) \in \mathbb{N}^2\),

\[
|\partial_{\xi_1}^\alpha \partial_{\xi_2}^\beta A(\xi_1, \xi_2)| \leq C_{\alpha, \beta} |\xi_1|^{-\alpha + \nu} |\xi_2|^{m - \beta} |\xi_1|^\gamma.
\]

If \(a = a(\xi_1, \xi_2)\) is a scalar valued function, we shall say that \(a \in S^m_{\nu}^{\gamma}\) if \(aI_2 \in S^m_{\nu}^{\gamma}\) where \(I_2\) the identity matrix.
To analyze the remainders terms it is convenient to introduce the following definition.

**Definition 3.4.2.** Let \((m, \nu_1, \nu_2) \in [0, +\infty[^3\). One denotes by \(SR^{m}_{\nu_1,\nu_2}\) the space of functions \((\xi_1, \xi_2) \mapsto R(\xi_1, \xi_2)\) with values in \(2 \times 2\) matrices, \(C^\infty\) for \((\xi_1, \xi_2) \in (\mathbb{R} \setminus \{0\}) \times (\mathbb{R} \setminus \{0\})\) and satisfying

\[
\exists C > 0 \text{ s.t. } \text{Supp } R(\xi_1, \xi_2) \subset \left\{ (\xi_1, \xi_2) : |\xi_1 + \xi_2| \leq C(1 + \min(|\xi_1|, |\xi_2|)) \right\},
\]

and

\[
\left| \partial_{\xi_1}^\alpha \partial_{\xi_2}^\beta R(\xi_1, \xi_2) \right| \leq C_{\alpha\beta} |\xi_1|^{-\alpha+\nu_1} |\xi_2|^{-\beta+\nu_2} (1 + |\xi_1| + |\xi_2|)^m.
\]

**Notation 3.4.3.** Given a scalar function \(v\), a matrix \(A\) in one of these two classes of symbols and \(f\) with values in \(\mathbb{C}^2\), we set

\[
\text{Op}^{B}[v, A]f = \frac{1}{(2\pi)^2} \int e^{ix(\xi_1+\xi_2)} \hat{v}(\xi_1) \hat{A}(\xi_1, \xi_2) \hat{f}(\xi_2) d\xi_1 d\xi_2.
\]

When there is no risk of confusion, we will use the notation \(\text{Op}^{B}[v, A]f\) also for scalar symbols \(A\) and scalar unknowns \(f\).

**Proposition 3.4.4.** i) Given \(m \in \mathbb{R}\), one denotes by \(SR_{\text{reg}}^{m}\) the space of functions \((\xi_1, \xi_2) \mapsto R(\xi_1, \xi_2)\) with values in \(2 \times 2\) matrices, \(C^\infty\) for \((\xi_1, \xi_2) \in \mathbb{R}^2\) satisfying (3.4.4) and

\[
\left| \partial_{\xi_1}^\alpha \partial_{\xi_2}^\beta R(\xi_1, \xi_2) \right| \leq C_{\alpha\beta} (1 + |\xi_1| + |\xi_2|)^{m-\alpha-\beta}.
\]

Then for any \(a \in [0, +\infty[\) and any \(\sigma \in [0, +\infty[\) such that \(a + \sigma > m\),

\[
\|\text{Op}^{B}[v, R]f\|_{H^{\sigma+a-m}} \leq K \|v\|_{H^\sigma} \|f\|_{C^\sigma}
\]

and

\[
\|\text{Op}^{B}[v, R]f\|_{H^{\sigma+a-m}} \leq K \|v\|_{C^\sigma} \|f\|_{H^\sigma}.
\]

ii) Let \(m \in \mathbb{R}\) and let \(\nu_1, \nu_2\) in \([0, +\infty[\). Consider two real numbers \(a \in [0, +\infty[\) and \(\sigma \in [0, +\infty[\) such that \(a + \sigma > m + \nu_1 + \nu_2\). If \(R\) belongs to \(SR^{m}_{\nu_1,\nu_2}\) then

\[
\|\text{Op}^{B}[v, R]f\|_{H^{\sigma+a-m-\nu_1-\nu_2}} \leq K \|v\|_{H^\sigma} \|f\|_{C^\sigma}
\]

and

\[
\|\text{Op}^{B}[v, R]f\|_{H^{\sigma+a-m-\nu_1-\nu_2}} \leq K \|v\|_{C^\sigma} \|f\|_{H^\sigma}.
\]

**Proof.** i) Notice that (3.4.4) implies that there holds \(C_0^{-1}\langle \xi_1 \rangle \leq \langle \xi_2 \rangle \leq C_0\langle \xi_1 \rangle\) on the support of \(R(\xi_1, \xi_2)\).
Consider a dyadic decomposition of the identity (see Appendix A.2) and write
\[ \Delta_j \text{Op}^B[v, R] f = \sum_{k>0} \sum_{\ell>0} \Delta_j \text{Op}^B [\Delta_k v, R] \Delta_\ell f + \sum_{k>0} \Delta_j \text{Op}^B [\Delta_k v, R] S_0 f + \sum_{\ell>0} \Delta_j \text{Op}^B [S_0 v, R] \Delta_\ell f + \Delta_j \text{Op}^B[S_0 v, R] S_0 f. \]

By using the previous remark and (3.4.4) one can assume that \(|k - \ell| \leq N_0 \) and \(j \geq k - N_0 \) in the first sum and the two other sums are non zero only if \(j \leq N_0, k \leq N_0, \ell \leq N_0 \).

The summand of the first sum can be written
\[ A_{j,\ell}^k = \Delta_j \int K_{k,\ell}(x - y_1, x - y_2) \Delta_k v(y_1) \Delta_\ell f(y_2) \, dy_1 \, dy_2 \]
with
\[ K_{k,\ell} = \frac{2^{k+\ell}}{(2\pi)^2} \int e^{i(2^k z_1 + 2^\ell z_2)} \varphi(\xi_1) \varphi(\xi_2) R(2^k \xi_1, 2^\ell \xi_2) \, d\xi_1 \, d\xi_2. \]

Since \(R\) satisfies (3.4.7), the partial derivatives of the non oscillating term are \(O(1)\) (since \(|k - \ell| \leq N_0\)), whence the estimate
\[ |K_{k,\ell}(z_1, z_2)| \leq C_N 2^{k+\ell+km} \left(1 + 2^k |z_1| + 2^\ell |z_2| \right)^{-N} \]
for any \(N\). Therefore
\[ |A_{j,\ell}^k| \leq \|\Delta_j f\|_{L^\infty} \int 2^k \left(1 + 2^k |x - y_1| \right)^{-N} |\Delta_k v(y_1)| \, dy_1 \cdot 2^{km} \]
so
\[ \|A_{j,\ell}^k\|_{L^2} \leq C 2^{km} \|\Delta_j f\|_{L^\infty} \|\Delta_k v\|_{L^2} \leq C 2^{-\frac{\ell a - k a + km \nu}{C_k}} \|f\|_{C^\alpha} \|v\|_{H^s}. \]

Since we sum for \(|k - \ell| \leq N_0\), \(k \geq j\), we obtain for \(a + \sigma > m\)
\[ \sum_{k,\ell} \|A_{j,\ell}^k\|_{L^2} \leq C_j 2^{-j(a + \sigma)} \|f\|_{C^\alpha} \|v\|_{H^s} 2^{jm}. \]
The analysis of the other terms is trivial. This proves (3.4.8). The proof of (3.4.9) is similar.

\[ii)\] Since we assume that (3.4.7) holds, if \(|\xi_1| \gg 1\) or \(|\xi_2| \gg 1\), the other term is large, and they are of comparable size. Then we have
\[ \text{Op}^B[v, R] f = \text{Op}^B \left[\tilde{S}_0 v, R\right] (\tilde{S}_0 f) + \text{Op}^B \left[v, \tilde{R}\right] f \]
where \(\tilde{S}_0\) cut-offs on a ball with a large enough radius and where \(\tilde{R}\) is in \(SR^m_\nu + v_1 + v_2\). It suffices to study the first term, in which we decompose
\[ v = \sum_{k<N_0} \Delta_k v, \quad f = \sum_{\ell<N_0} \Delta_\ell f. \]
If we set
\[ A^{k,\ell} = \int K_{k,\ell}(x - y_1, x - y_2) \Delta_k v(y_1) \Delta_\ell f(y_2) \, dy_1 dy_2 \]
then the kernel \( K_{k,\ell} \) satisfies
\[ |K_{k,\ell}(z_1, z_2)| \leq C 2^{k(1+\nu_1)+\ell(1+\nu_2)} \left( 1 + 2^k |z_1| + 2^\ell |z_2| \right)^{-N}. \]
whence
\[ \|A^{k,\ell}\|_{L^2} \leq C \|\Delta_\ell f\|_{L^\infty} \|\Delta_k v\|_{L^2} 2^{k\nu_1+\ell\nu_2} \leq C \|f\|_{L^\infty} \|v\|_{L^2} c_k 2^{k\nu_1+\ell\nu_2}. \]

To be able to sum on \( k < \ell < 0 \), we need the assumption \( \nu_1 > 0, \nu_2 > 0 \). We then obtain that \( \|\text{Op}^B[\tilde{S}_0 v, R](\tilde{S}_0 f)\|_{L^2} \leq C \|f\|_{L^\infty} \|v\|_{L^2} \) (together with a similar estimate in \( \|f\|_{L^2} \|v\|_{L^\infty} \)). \( \square \)

In the rest of this section, we study the case where \( A \in S^{m,\gamma}_\nu \). In particular, we shall prove that, for all \( v \in C^0 \cap L^2(\mathbb{R}) \) and all \( A \in S^{m,\gamma}_\nu \), the operator \( \text{Op}^B[v, A] \) is well-defined and bounded from \( H^{\mu+m}(\mathbb{R}) \) to \( H^\mu(\mathbb{R}) \) for any \( \mu \in \mathbb{R} \). To prove this result, we first notice that \( \text{Op}^B[v, A] \) is a pseudo-differential operator. Indeed,
\[ \text{Op}^B[v, A] f = \frac{1}{2\pi} \int_{\mathbb{R}} e^{ix\xi} a(x, \xi) \hat{f}(\xi) \, d\xi, \]
where the symbol \( a \) is defined by
\[ (3.4.10) \quad a(x, \xi) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{ix\xi_1} \hat{v}(\xi_1) A(\xi_1, \xi) \, d\xi_1. \]

Since \( v \in L^2(\mathbb{R}) \) and \( A(\cdot, \xi) \) is bounded, \( a(\cdot, \xi) \) is well-defined and belongs to \( L^2(\mathbb{R}; d\xi) \) by Plancherel’s theorem.

The following two lemmas state that, in fact, if \( A \in S^{m,\gamma}_\nu \), then \( a \) is a paradifferential symbol of order \( m \) and regularity \( C^{\nu-\gamma} \). We first consider the case \( \nu = 0 \) and then the case \( \nu > 0 \).

**Lemma 3.4.5.** (i) Let \((m, \gamma) \in [0, +\infty]^2\), \( A \in S^{m,\gamma}_\nu \) and consider a scalar function \( v \in C^0 \cap L^2 \) where \( \rho \) is such that \( \rho \geq \gamma, \rho \notin \mathbb{N}, \rho - \gamma \notin \mathbb{N} \). Then, for all \( \beta \in \mathbb{N} \) and for all \( \epsilon \in [0,1] \), there exists a constant \( K \) such that the symbol \( a \) defined by (3.4.10) satisfies
\[ \sup_{\xi} \| \langle \xi \rangle^{\beta-m} \partial_\xi^\beta a(\cdot, \xi) \|_{C^{\nu-\gamma}} \leq K \left\{ \|v\|_{C^\rho} + \frac{1}{\epsilon} \|v\|_{C^{\rho-\epsilon}} \|v\|_{L^2} \right\}. \]

(ii) Let \((m, \gamma, \nu) \in [0, +\infty]^3\) and assume that \( \nu > 0 \). Consider \( A \in S^{m,\gamma}_\nu \) and a scalar function \( v \in C^0 \cap L^2(\mathbb{R}) \) where \( \rho \) is such that \( \rho \geq \gamma + \nu, \rho \notin \mathbb{N}, \rho - \gamma - \nu \notin \mathbb{N} \). Then, for all \( \beta \in \mathbb{N} \), there exists a constant \( K \) such that the symbol \( a \) defined by (3.4.10) satisfies
\[ \sup_{\xi} \| \langle \xi \rangle^{\beta-m} \partial_\xi^\beta a(\cdot, \xi) \|_{C^{\nu-\gamma}} \leq K \|v\|_{C^\rho}. \]
Proof. Let us prove statement $(i)$. Consider the dyadic decomposition of the identity $Id = \Phi(D_x) + \sum_{j=1}^{\infty} \Delta_j$ introduced in (A.2.1). We have to prove, for $j \in \mathbb{N}^*$ and $\beta \in \mathbb{N},$

$$\left\| \Delta_j \partial_\xi^\beta a(\cdot, \xi) \right\|_{L^\infty(dx)} \leq K \|v\|_{C^\beta} \langle \xi \rangle^{m-\beta} 2^{-j(\rho-\gamma)},$$

and an analogous estimate for the low frequencies. One can assume without loss of generality that $\beta = 0.$

Consider $j \in \mathbb{Z}$ and a $C^\infty$ function $\tilde{\phi}$ with compact support such that $\tilde{\phi} = 1$ on the support of $\phi$ and $\tilde{\phi} = 0$ on a neighborhood of the origin. Then

$$\Delta_j a(x, \xi) = \frac{1}{2\pi} \int e^{iz\xi_1} \phi(2^{-j}\xi_1) \tilde{\phi}(\xi_1) A(\xi_1, \xi) d\xi_1$$

$$= \frac{2^j}{2\pi} \int e^{2^j(x-x')\xi_1} \tilde{\phi}(\xi_1) \Delta_j v(x') A(2^j \xi_1, \xi) dx' d\xi_1$$

$$= 2^j \int E_j(2^j(x-x'), \xi) \Delta_j v(x') dx'$$

where

$$E_j(z, \xi) = \frac{1}{2\pi} \int e^{iz\xi_1} \tilde{\phi}(\xi_1) A(2^j \xi_1, \xi) d\xi_1.$$

Then, integrating by parts, the inequalities (3.4.3) and the support condition (3.4.2) imply that for all $n \in \mathbb{N}$ there is a constant $C_n$ such that, for all $(z, \xi) \in \mathbb{R}^2$ and all $j \in \mathbb{Z},$

$$|z^n E_j(z, \xi)| \leq C_n \langle 2^j \xi \rangle^m.$$

Consequently, the kernel satisfies $\|E_j(\cdot, \xi)\|_{L^1(dx)} \leq K \langle 2^j \xi \rangle^m$. For $j > 0$, we deduce that

$$\|\Delta_j a(\cdot, \xi)\|_{L^\infty(dx)} \lesssim \langle \xi \rangle^m \|\Delta_j v\|_{L^\infty(2^j \xi \lesssim \langle \xi \rangle^m 2^{-j(\rho-\gamma)} \|v\|_{C^\beta}}.$$

On the other hand, for $j < 0$, write

$$\|\Delta_j a(\cdot, \xi)\|_{L^\infty} \leq K \langle \xi \rangle^m \|\Delta_j v\|_{L^\infty} = K \langle \xi \rangle^m \|\Delta_j v\|_{L^\infty(1-\epsilon)} \|\Delta_j v\|_{L^\infty}.$$

Estimating $\|\Delta_j v\|_{L^\infty} \lesssim 2^{j/2} \|\Delta_j v\|_{L^2}$, we get

$$\|\Delta_j a(\cdot, \xi)\|_{L^\infty} \leq K 2^{j/2} \langle \xi \rangle^m \|\Delta_j v\|_{L^\infty} \|\Delta_j v\|_{L^2}.$$

Since $a(\cdot, \xi) \in L^2(\mathbb{R})$ and since $\sum_{-\infty}^{-1} 2^{j/2} = O(\epsilon^{-1})$, summing on $j < 0$ (using Remark A.2.1), we obtain that

$$\|\Phi(D_x)a(\cdot, \xi)\|_{C^{\rho-\gamma}} \lesssim \|\Phi(D_x)a(\cdot, \xi)\|_{L^\infty} \lesssim \frac{\langle \xi \rangle^m}{\epsilon} \|v\|_{L^\infty}^{1-\epsilon} \|v\|_{L^2}.$$
We now prove statement (ii). Since $S^m_\nu \subset S^m_0$, the analysis of the high-frequency component follows from the previous proof. It remains only to bound the low-frequency component. Namely, it remains to estimate $\|\tilde{\Phi}(D_x)\partial^\beta_\xi a(\cdot, \xi)\|_{L^\infty}$. Again, it is sufficient to consider the case $\beta = 0$. As above,

$$\tilde{\Phi}(D_x)a(x, \xi) = \int E(x-x', \xi)(\tilde{\Phi}(D_x)v)(x') \, dx'$$

with

$$E(z, \xi) = \frac{1}{2\pi} \int e^{iz\xi} \tilde{\Phi}(\xi)A(\xi, \xi) \, d\xi,$$

where $\tilde{\Phi} \in C^\infty_0(\mathbb{R})$ satisfies $\tilde{\Phi} = 1$ on the support of $\Phi$. To conclude the proof, we have to estimate the $L^1(\mathbb{R}, dz)$-norm of $E(\cdot, \xi)$. This will follow from the following fact: if $g = g(\xi)$ is a compactly supported function, $C^\infty$ for $\xi \in \mathbb{R} \setminus \{0\}$ and such that its derivatives satisfy

$$\|g(\xi)| \leq |\xi|^{\nu}, \quad |g'(\xi)| \leq |\xi|^{\nu-1}, \quad |g''(\xi)| \leq |\xi|^{\nu-2},$$

with $\nu > 0$, then its inverse Fourier transform is belongs to $L^1(\mathbb{R})$.

We thus have proved that $Op^B[v, A]U = \frac{1}{2\pi} \int_{\mathbb{R}} e^{ix\xi} a(x, \xi) \tilde{U}(\xi) \, d\xi$ where $a$ is a paradifferential symbol. We now claim that $Op^B[v, A]$ is a paradifferential operator.

**Lemma 3.4.6.** Let $(m, \gamma, \nu) \in [0, +\infty]^3$. Consider $A \in S^m_\nu$ and a scalar function $v \in C^\rho \cap L^2(\mathbb{R})$ with $\rho \geq \gamma + \nu, \rho \notin \mathbb{N}, \rho - \gamma - \nu \notin \mathbb{N}$. Then

$$Op^B[v, A] = T_a + R,$$

where $T_a$ is the paradifferential operator with symbol $a$ given by (3.4.10) and $R$ is a smoothing operator of order $m - (\rho - \gamma - \nu)$, satisfying

$$\|Rf\|_{H^{\rho-m+\nu(\rho-\gamma-\nu)}} \leq K \left( \sup_{|\xi| \geq 1/2} \|\langle \xi \rangle^{\beta-m} \partial^\beta_\xi a(\cdot, \xi)\|_{C^{\rho-\gamma-\nu}} \right) \|f\|_{H^\rho}.$$

**Proof.** By virtue of the support condition (3.4.2), there exists a $C^\infty$ function $\Theta$ satisfying the same properties as $\theta$ does in Definition A.1.2, except that

$$\Theta(\xi_1, \xi_2) = \begin{cases} 1 & \text{if } |\xi_1| \leq \bar{\varepsilon}_1(1 + |\xi_2|) \text{ and } |\xi_2| \geq 2, \\ 0 & \text{if } |\xi_1| \geq \bar{\varepsilon}_2(1 + |\xi_2|) \text{ or } |\xi_2| \leq 1, \end{cases}$$

for some $0 < \bar{\varepsilon}_1 < \varepsilon_1 < \varepsilon_2 < \bar{\varepsilon}_2 < 1/2$ with the additional assumption that $c < \bar{\varepsilon}_2$ where $c$ is the small constant which appears in (3.4.2). Denote by $T^\Theta_a$ the operator defined by

$$T^\Theta_a f = \frac{1}{(2\pi)^2} \int e^{ix(\xi_1+\xi_2)} \Theta(\xi_1, \xi_2)\tilde{a}(\xi_1, \xi_2) \tilde{f}(\xi_2) \, d\xi_1 \, d\xi_2,$$

where $\tilde{a}(\xi_1, \xi_2) = \int e^{-ix_1a(x, \xi_2)} \, dx$. Now, $Op^B[v, A] = T^\Theta_a$, which is better written as $Op^B[v, A] = T_a + R$ with $R := T^\Theta_a - T_a$. Since $\theta$ are $\Theta$ are two admissible cut-off functions (in the sense of Remark A.1.4) it follows from [38, Prop. 5.1.17] that $R = T^\Theta_a - T_a = T^\Theta_a - T^\Theta_a$ is of order $m - r$ if $a$ is a symbol of order $m$ in $\xi$ with regularity $C^r$ in $x$. \qed
We conclude this part by establishing two identities.

**Lemma 3.4.7.** Let \((m, \gamma, \nu) \in [0, +\infty]^3\). Consider \(A \in S^m_{\nu,\gamma}\) and a real-valued function \(v \in C^\rho \cap L^2(\mathbb{R})\) with \(\rho \geq \gamma + \nu, \rho \not\in \mathbb{N}, \rho - \gamma - \nu \not\in \mathbb{N}\). Then

\[
\left(\text{Op}^B[v,A]\right)^* = \text{Op}^B[v,B],
\]

with \(B(\xi_1, \xi_2) = A^T(-\xi_1, \xi_1 + \xi_2)\) where \(A^T\) is the transpose of \(A\).

**Proof.** We have

\[
\text{Op}^B[v,A]W(\eta) = \frac{1}{2\pi} \int \hat{v}(\xi_1)A(\xi_1, \eta - \xi_1)\hat{W}(\eta - \xi_1) \, d\xi_1,
\]

so that

\[
\langle \text{Op}^B[v,A]^*U, W \rangle = \frac{1}{(2\pi)^2} \int \hat{U}(\xi_2)\hat{\bar{v}}(\xi_1)A(\xi_1, \xi_2 - \xi_1)\hat{\bar{W}}(\xi_2 - \xi_1) \, d\xi_2 d\xi_1
\]

\[
= \frac{1}{(2\pi)^2} \int \hat{\bar{v}}(\xi_1)A^T(-\xi_1, \xi_2)\hat{\bar{U}}(\xi_2 - \xi_1)\hat{\bar{W}}(\xi_2) \, d\xi_2 d\xi_1
\]

\[
= \frac{1}{2\pi} \int \text{Op}^B[v,B]U(\xi_2)\hat{\bar{W}}(\xi_2) \, d\xi_2,
\]

with \(B(\xi_1, \xi_2) = A^T(-\xi_1, \xi_1 + \xi_2)\). \(\square\)

We shall also use the identity

\[
(3.4.13) \quad x \partial_x \text{Op}^B[v,A]f = \text{Op}^B[x \partial_x v, A]f + \text{Op}^B[v, A](x \partial_x f) - \text{Op}^B[v, \xi \cdot \nabla_x A]f.
\]

Indeed, this follows from an integration by parts, using

\[
x \partial_x e^{ix(\xi_1 + \xi_2)} = \xi_1 \partial_{\xi_1} e^{ix(\xi_1 + \xi_2)} + \xi_2 \partial_{\xi_2} e^{ix(\xi_1 + \xi_2)}.
\]

In particular,

\[
(3.4.14) \quad x \partial_x T_a b = T_x \partial_x a b + T_a (x \partial_x b) + S_B(a, b),
\]

where \(S_B(a, b) = \text{Op}^B[a, R]b\) with \(R = -\xi \cdot \nabla_x \theta\) where \(\theta\) is given by Definition A.1.2.

### 3.5 The main equations

We continue our normal form analysis by studying the equation

\[
(3.5.1) \quad E(Dv)f + E(v)Df - D[E(v)f] = \Pi(v)f,
\]
where \( v = (v^1, v^2), f = (f^1, f^2) \) and \( (v, f) \mapsto E(v) f \) and \( (v, f) \mapsto \Pi(v) f \) are bilinear operators of the form

\[
E(v) f = \text{Op}^{B} [v^1, A^1] f + \text{Op}^{B} [v^2, A^2] f,
\]

\[
\Pi(v) f = \text{Op}^{B} [v^1, M^1] f + \text{Op}^{B} [v^2, M^2] f.
\]

We first consider the case where \( (M^1, M^2) \in S^{m,\gamma}_{\nu} \times S^{m,\gamma}_{\nu} \).

**Proposition 3.5.1.** Let \( (m, \gamma) \in ([0, +\infty)^2, \nu \in [1, +\infty] \) and consider \( (M^1, M^2) \) in \( S^{m,\gamma}_{\nu} \times S^{m,\gamma}_{\nu} \). Then there exist \( A^1 \in S^{m,\gamma}_{\nu-1/2} \) and \( A^2 \in S^{m,\gamma}_{\nu-1/2} \) such that

\[
E(v) f = \text{Op}^{B} [v^1, A^1] f + \text{Op}^{B} [v^2, A^2] f,
\]

satisfies (3.5.1) and \( (M^1, M^2) \mapsto (A^1, A^2) \) is continuous from \( S^{m,\gamma}_{\nu} \times S^{m,\gamma}_{\nu} \) to \( S^{m,\gamma}_{\nu-1/2} \times S^{m,\gamma}_{\nu-1/2} \).

**Proof.** We have

\[
D E(v) f = \text{Op}^{B} [v^1, D(\xi_1 + \xi_2) A^1(\xi_1, \xi_2)] f + \text{Op}^{B} [v^2, D(\xi_1 + \xi_2) A^2(\xi_1, \xi_2)] f,
\]

\[
E(Dv) f = \text{Op}^{B} [-|D_x|^\frac{1}{2} v_2^1, A^1(\xi_1, \xi_2)] f + \text{Op}^{B} [|D_x|^\frac{1}{2} v_1^2, A^2(\xi_1, \xi_2)] f,
\]

\[
E(v) D f = \text{Op}^{B} [v^1, A^1(\xi_1, \xi_2) D(\xi_2)] f + \text{Op}^{B} [v^2, A^2(\xi_1, \xi_2) D(\xi_2)] f,
\]

where \( D(\xi) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} |\xi|^\frac{1}{2} \) is the matrix-valued symbol of the operator \( D \). To solve

\[
E(Dv) f + E(v) D f - D [E(v) f] = \Pi(v) f = \text{Op}^{B} [v^1, M^1] f + \text{Op}^{B} [v^2, M^2] f,
\]

we thus have to solve

\[
(3.5.2) \quad \begin{cases}
- D(\xi_1 + \xi_2) A^1 + A^1 D(\xi_2) + |\xi_1|^\frac{1}{2} A^2 = M^1, \\
- D(\xi_1 + \xi_2) A^2 + A^2 D(\xi_2) - |\xi_1|^\frac{1}{2} A^1 = M^2.
\end{cases}
\]

Denote by \( a_{ij}^k \) (resp. \( m_{ij}^k \)), \( 1 \leq i, j \leq 2 \), the coefficients of the matrix \( A^k \) (resp. \( M^k \)), \( k = 1, 2 \). To solve (3.5.2), we have to solve two \( 4 \times 4 \) systems for the \( 8 \) unknowns \( a_{ij}^k \). To simplify the computations, it is convenient to observe that this \( 8 \times 8 \) system can be decoupled into two other \( 4 \times 4 \) systems: one system for \( (a^2_{11}, a^1_{12}, a^1_{21}, a^2_{22}) \) and another system for \( (a^1_{11}, a^2_{12}, a^2_{21}, a^1_{22}) \). They read

\[
\begin{align*}
& |\xi_1 + \xi_2|^\frac{1}{2} a_{21}^1 + |\xi_1|^\frac{1}{2} a_{11}^2 + |\xi_2|^\frac{1}{2} a_{12}^2 = m_1^{11}, \\
& - |\xi_1 + \xi_2|^\frac{1}{2} a_{11}^2 - |\xi_1|^\frac{1}{2} a_{21}^2 + |\xi_2|^\frac{1}{2} a_{22}^2 = m_2^{21}, \\
& - |\xi_1 + \xi_2|^\frac{1}{2} a_{11}^2 + |\xi_1|^\frac{1}{2} a_{22}^2 - |\xi_2|^\frac{1}{2} a_{21}^2 = m_1^{22}, \\
& |\xi_1 + \xi_2|^\frac{1}{2} a_{12}^2 - |\xi_1|^\frac{1}{2} a_{11}^2 - |\xi_2|^\frac{1}{2} a_{12}^2 = m_2^{12}.
\end{align*}
\]
Thus, for all \((\xi_1, \xi_2)\) we have simplified expressions for

\[
(3.5.3) \quad -|\xi_1 + \xi_2|^\frac{1}{2} a_{11}^1 + |\xi_1|^\frac{1}{2} a_{21}^2 + |\xi_2|^\frac{1}{2} a_{22}^1 = m_{21}^1,
\]

\[
(3.5.4) \quad |\xi_1 + \xi_2|^\frac{1}{2} a_{21}^1 - |\xi_1|^\frac{1}{2} a_{11}^2 + |\xi_2|^\frac{1}{2} a_{12}^1 = m_{11}^2,
\]

\[
(3.5.5) \quad |\xi_1 + \xi_2|^\frac{1}{2} a_{22}^1 + |\xi_1|^\frac{1}{2} a_{12}^2 - |\xi_2|^\frac{1}{2} a_{11}^1 = m_{12}^1,
\]

\[
(3.5.6) \quad -|\xi_1 + \xi_2|^\frac{1}{2} a_{11}^2 - |\xi_1|^\frac{1}{2} a_{22}^2 - |\xi_2|^\frac{1}{2} a_{21}^1 = m_{22}^2.
\]

Clearly, these two systems are equivalent and it is enough to solve one of them.

Let us solve (3.5.3)–(3.5.6). By using (3.5.3) and (3.5.6) one can determine \(a_{22}^2\) and \(a_{11}^1\) by means of \(a_{22}^1\) and \(a_{21}^2\). It remains only a 2 \times 2 system for \((a_{22}^1, a_{21}^2)\). Set

\[
\delta := |\xi_1 + \xi_2| - |\xi_1| - |\xi_2|, \quad D := \delta^2 - 4|\xi_1||\xi_2|.
\]

It is found that

\[
\begin{align*}
\delta a_{21}^2 - 2|\xi_1|^\frac{1}{2}|\xi_2|^\frac{1}{2} a_{22}^1 &= -|\xi_1|^\frac{1}{2} m_{21}^1 + |\xi_2|^\frac{1}{2} m_{22}^2 + |\xi_1 + \xi_2|^\frac{1}{2} m_{11}^2, \\
\delta a_{22}^1 - 2|\xi_1|^\frac{1}{2}|\xi_2|^\frac{1}{2} a_{21}^2 &= |\xi_1|^\frac{1}{2} m_{22}^2 - |\xi_2|^\frac{1}{2} m_{21}^1 + |\xi_1 + \xi_2|^\frac{1}{2} m_{12}^1,
\end{align*}
\]

thus

\[
\begin{align*}
a_{21}^2 &= \frac{\delta}{D} \left( |\xi_1 + \xi_2|^\frac{1}{2} m_{11}^1 - |\xi_1|^\frac{1}{2} m_{12}^2 + |\xi_2|^\frac{1}{2} m_{22}^1 \right) \\
&\quad + \frac{2}{D} |\xi_1|^\frac{1}{2} |\xi_2|^\frac{1}{2} \left( |\xi_1 + \xi_2|^\frac{1}{2} m_{12}^1 + |\xi_1|^\frac{1}{2} m_{22}^2 - |\xi_2|^\frac{1}{2} m_{21}^1 \right), \\
a_{22}^1 &= \frac{\delta}{D} \left( |\xi_1 + \xi_2|^\frac{1}{2} m_{12}^1 + |\xi_1|^\frac{1}{2} m_{22}^2 - |\xi_2|^\frac{1}{2} m_{21}^1 \right) \\
&\quad + \frac{2}{D} |\xi_1|^\frac{1}{2} |\xi_2|^\frac{1}{2} \left( |\xi_1 + \xi_2|^\frac{1}{2} m_{11}^2 - |\xi_1|^\frac{1}{2} m_{21}^1 + |\xi_2|^\frac{1}{2} m_{22}^2 \right),
\end{align*}
\]

\[
(3.5.7) \quad a_{12}^2 = \frac{1}{|\xi_1 + \xi_2|^\frac{1}{2}} \left( |\xi_1|^\frac{1}{2} a_{12}^2 + |\xi_2|^\frac{1}{2} a_{12}^2 + m_{22}^2 \right),
\]

\[
a_{11}^1 = \frac{1}{|\xi_1 + \xi_2|^\frac{1}{2}} \left( |\xi_1|^\frac{1}{2} a_{11}^1 + |\xi_2|^\frac{1}{2} a_{11}^1 - m_{11}^1 \right).
\]

We here give simplified expressions for \(\delta\) and \(D\) on the support of the symbols \(m_{ij}^k\). Notice that, by definition of the spaces \(S_{m,\gamma}^\alpha\), we have \(|\xi_1| < |\xi_2|/2\) on the support of the symbols \(m_{ij}^k\).

We then observe that

\[
\begin{align*}
\xi_1 \xi_2 > 0 \quad &\Rightarrow \quad \delta = 0 \quad \text{and} \quad D = -4|\xi_1||\xi_2|, \\
\xi_1 \xi_2 < 0 \quad &\text{and} \quad |\xi_1| < |\xi_2| \quad \Rightarrow \quad \delta = -2|\xi_1| \quad \text{and} \quad D = -4|\xi_1||\xi_1 + \xi_2|.
\end{align*}
\]

Thus, for all \((\xi_1, \xi_2) \in \mathbb{R}^2\), if \(|\xi_1| \leq |\xi_2|/2\) then \(|D| \geq |\xi_1||\xi_2|\). Consequently, since \(|\xi_2| \sim |\xi_2|\) on the supports of \(m_{ij}^k\), we have \(|D| \geq |\xi_1|\langle \xi_2 \rangle\) on the supports of \(m_{ij}^k\).
Now, since $m_{ij}^k \in S_{\nu}^{m,\gamma}$ for some $\nu \geq 1/2$ by assumptions, one can write $m_{ij}^k = |\xi_1|^{1/2} \tilde{m}_{ij}^k$ with $\tilde{m}_{ij}^k \in S_{\nu-1/2}^{m,\gamma}$. Furthermore there exists a $C^\infty$ function $\tilde{\theta}: \mathbb{R}^2 \to \mathbb{R}$ satisfying

\begin{equation}
\tilde{\theta}(\xi_1, \xi_2) = 0 \quad \text{for} \quad |\xi_1| \geq \frac{1}{2} |\xi_2| \text{ or } |\xi_2| \leq \frac{1}{2},
\end{equation}

such that $\tilde{m}_{ij}^k = \tilde{\theta}(\xi_1, \xi_2)\tilde{m}_{ij}^k$. Introduce the coefficients

\begin{align*}
c_1 &:= \frac{\partial}{\partial D} |\xi_1|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2}, & c_2 &:= \frac{\partial}{\partial D} |\xi_1|^\frac{1}{2} |\xi_2|^\frac{1}{2}, & c_3 &:= \frac{\partial}{\partial D} |\xi_1|, \\
c_4 &:= \frac{\partial^2}{\partial D^2} |\xi_1| |\xi_2|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2}, & c_5 &:= \frac{\partial^2}{\partial D^2} |\xi_1|^\frac{1}{2} |\xi_2|^\frac{1}{2}, & c_6 &:= \frac{\partial^2}{\partial D^2} |\xi_1| |\xi_2|,
\end{align*}

In view of the support restrictions (3.5.8) and the simplified expressions for $\delta$ and $D$ given above, these coefficients belong to $S_0^{0,0}$. Thus, for any coefficient $c_\ell$ ($\ell = 1, \ldots, 6$) and any symbol $\tilde{m}_{ij}^k$, one has $c_\ell \tilde{m}_{ij}^k \in S_{\nu-1/2}^{m,\gamma}$. Now, using the formulas (3.5.7), we obtain that $a_{21}^2$ and $a_{12}^1$ can be written as linear combinations of terms of the form $c_\ell \tilde{m}_{ij}^k$. This implies that the symbols $a_{21}^2$ and $a_{12}^1$ belong to $S_{\nu-1/2}^{m,\gamma}$. This in turn implies that $a_{12}^2, a_{11}^1$ belong to $S_{\nu-1/2}^{m,\gamma}$, which concludes the proof.

We next consider the following problem:

\[ E_R(Dv)f + E_R(v)Df - D[E_R(v)f] = S(v)f, \]

where we recall that $S(v)f = \begin{pmatrix} (S(v)f)^1 & 0 \\ 0 & (S(v)f)^2 \end{pmatrix}$ with

\[
(S(v)f)^1 = |D_x| R_B(|D_x|^{\frac{1}{2}} f, v^2, f^1) + \partial_x R_B(\partial_x |D_x|^{-\frac{1}{2}} v^2, f^1),
\]

\[
(S(v)f)^2 = -\frac{1}{2} |D_x|^{\frac{1}{2}} R_B(|D_x|^{\frac{1}{2}} v^2, |D_x|^{\frac{3}{2}} f^2)
\]
\[ + \frac{1}{2} |D_x|^{\frac{1}{2}} R_B(\partial_x |D_x|^{-\frac{1}{2}} v^2, \partial_x |D_x|^{-\frac{1}{2}} f^2). \]

We shall see that it is useful to split $S(v)f$ into two parts. Introduce

\begin{equation}
S^\sharp(v)f = \begin{pmatrix} (S(v)f)^1 \\ 0 \end{pmatrix}, \quad S^\flat(v)f = \frac{1}{2} \begin{pmatrix} 0 \\ (S(v)f)^2 \end{pmatrix}.
\end{equation}

These two operators are different because $S^\flat(v)f$ satisfies $S^\flat(v)f = S^\flat(f)v$, while $S^\sharp(v)f$ does not satisfy this symmetry.

Our purpose is to study the equations

\[
E^\sharp(Dv)f + E^\sharp(v)Df - D[E^\sharp(v)f] = S^\sharp(v)f,
\]

\[
E^\flat(Dv)f + E^\flat(v)Df - D[E^\flat(v)f] = S^\flat(v)f.
\]
The next proposition states that one can solve these equations, and that the solutions $E^\sharp(v)$ and $E^\flat(v)f$ are smoothing operators depending tamely on $v$. Recall that the spaces of symbols $SR_{m,n}^1$ have been introduced in Definition 3.4.2.

**Proposition 3.5.2.** There exist four matrices of symbols $R^\sharp, R^\flat, R^\flat_1, R^\flat_2$ in $SR_{0,0}^1$ such that the following properties hold.

i) Let $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+$ be such that $\mu + \rho > 1$. The bilinear operators given by

\[
(v, f) \mapsto E^\sharp(v)f = \text{Op}^\mathcal{B}[v^1, R^\sharp]f + \text{Op}^\mathcal{B}[\nu^2, R^\sharp_2]f,
\]

\[
(v, f) \mapsto E^\flat(v)f = \text{Op}^\mathcal{B}[v^1, R^\flat]f + \text{Op}^\mathcal{B}[\nu^2, R^\flat_2]f,
\]

are well-defined for any $(v, f)$ in $(C^\rho \cap L^2(\mathbb{R})) \times H^\mu(\mathbb{R})$ or in $H^\mu(\mathbb{R}) \times (C^\rho(\mathbb{R}) \cap L^2(\mathbb{R})).$

ii) There holds

\[
E^\sharp(Dv) + E^\sharp(v)D - DE^\sharp(v) = S^\sharp(v),
\]

\[
E^\flat(Dv) + E^\flat(v)D - DE^\flat(v) = S^\flat(v).
\]

iii) The following estimates hold.

- For all $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+$ such that $\mu + \rho > 1$ and $\rho \not\in \frac{1}{2}\mathbb{N}$, there exists a positive constant $K$ such that, for any $f \in C^\rho(\mathbb{R}) \cap L^2(\mathbb{R})$ and any $v \in H^\mu(\mathbb{R})$

\[
\|E^\sharp(v)f\|_{H^{\mu+\rho-1}} \leq K \|f\|_{C^\rho} \|v\|_{H^\mu},
\]

\[
\|E^\flat(v)f\|_{H^{\mu+\rho-1}} \leq K \left(\|f\|_{C^\rho} + \|\mathcal{H}f\|_{C^\rho}\right) \|v\|_{H^\mu},
\]

where $\mathcal{H}v$ is the Hilbert transform of $v$.

- for all $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+$ such that $\mu + \rho > 1$ and $\rho \not\in \frac{1}{2}\mathbb{N}$ there exists a positive constant $K$ such that

\[
\|E^\sharp(v)f\|_{H^{\mu+\rho-1}} + \|E^\flat(v)f\|_{H^{\mu+\rho-1}} \leq K \left(\|v\|_{C^\rho} + \|\mathcal{H}v\|_{C^\rho}\right) \|f\|_{H^\mu}.
\]

iv) The operators $\text{Re} E^\sharp(v) = \frac{1}{2}(E^\sharp(v) + E^\sharp(v)^*)$ and $\text{Re} E^\flat(v)$ satisfy

\[
\text{Re} E^\sharp(Dv) + \text{Re} E^\sharp(v)D - D \text{Re} E^\sharp(v) = \text{Re} S^\sharp(v),
\]

\[
\text{Re} E^\flat(Dv) + \text{Re} E^\flat(v)D - D \text{Re} E^\flat(v) = \text{Re} S^\flat(v).
\]

Moreover, for all $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+$ such that $\mu + \rho > 1$ and $\rho \not\in \frac{1}{2}\mathbb{N}$, there exists a positive constant $K$ such that for any $f \in H^\mu(\mathbb{R})$ and any function $v \in C^\rho(\mathbb{R}) \cap L^2(\mathbb{R})$ such that $\hat{v}(\xi) = 0$ for $|\xi| \geq 1$,

\[
\|\text{Re} E^\sharp(v)f\|_{H^{\mu+\rho-1}} + \|\text{Re} E^\flat(v)f\|_{H^{\mu+\rho-1}} \leq K \|v\|_{C^\rho} \|f\|_{H^\mu}.
\]
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Remarks. Some technical remarks are in order. Had we instead obtained symbols $R^{8,1}$, $R^{6,2}$, $R^{8,1}$, $R^{8,2}$ in $SR^1_{\nu_1,0}$ for some $\nu_1 > 0$, then we would have obtained the bound
\[
\|E^3(v)f\|_{H^{\nu_1+\rho-\nu_1-1}} + \|E^9(v)f\|_{H^{\nu_1+\rho-\nu_1-1}} \leq K \|v\|_{C^\rho} \|f\|_{H^\rho},
\]
that is, up to the harmless loss of $\nu_1$ derivative, the estimate (3.5.14) without the extra term $\|Hv\|_{C^\rho}$. However we shall see that our symbols only belong to $SR^1_{0,0}$ (see (3.5.19)). For such symbols, in general, one cannot expect a better estimate than (3.5.14). For our purpose, it is crucial to have an estimate which involves only $\|v\|_{C^\rho}$. To overcome this difficulty, the key point is that, on the one hand, the right-hand side of (3.5.12) does not involve $\|v\|_{C^\rho} \|f\|_{H^\rho}$ and on the other hand the estimates (3.5.14) and (3.5.17) are sharp. The latter estimates will be used in the proof of Proposition 5.2.1. Finally an estimate analogous to (3.5.12) for $E^9(v)f$ does not hold. We shall circumvent this by using the symmetry $S^9(v)f = S^9(f)v$, so that the estimate (3.5.13) is enough for $E^9(v)f$. As already mentioned, this is the reason why it is convenient to split $S(v)f$ as the sum of $S^9(v)f$ and $S^9(v)f$.

Proof. The proof is divided into two parts. We first study $E^3(v)$, then we study $E^9(v)$.

STEP 1: Analysis of $E^3(v)$

Set $\zeta(\xi_1, \xi_2) = 1 - \theta(\xi_1, \xi_2) - \theta(\xi_2, \xi_1)$ where $\theta$ is the cutoff function used in the definition of par-differential operators (see Definition A.1.2). Then
\[
R_B(a, b) = \frac{1}{(2\pi)^2} \int e^{i\xi(a+b)} \zeta(\xi_1, \xi_2) \hat{a}(\xi_1) \hat{b}(\xi_2) d\xi_1 d\xi_2.
\]

Introduce
\[
m^2_{11}(\xi_1, \xi_2) = |\xi_1|^{-\frac{1}{2}} (|\xi_1 + \xi_2| |\xi_1| - (\xi_1 + \xi_2)\xi_1) \zeta(\xi_1, \xi_2).
\]

Then
\[
S^3(v)f = \text{Op}^B[v^2, M^2]f \quad \text{with} \quad M^2 = \begin{pmatrix} m^2_{11} & 0 \\ 0 & 0 \end{pmatrix}.
\]

We seek $E^3(v)f$ under the form $\text{Op}^B[v^1, R^{8,1}]f + \text{Op}^B[v^2, R^{8,2}]f$ satisfying (3.5.10). Denote by $r^k_{ij}$ the coefficients of the matrix $R^{8,k}$. It follows from the proof of Proposition 3.5.1 that, to solve (3.5.10), it suffices to set $r^1_{11} = r^2_{22} = 0$ and to solve
\[
-|\xi_1 + \xi_2| \frac{1}{2} r^1_{11} + |\xi_1| \frac{1}{2} r^2_{21} + |\xi_2| \frac{1}{2} r^1_{22} = 0,
\]
\[
|\xi_1 + \xi_2| \frac{1}{2} r^2_{21} - |\xi_1| \frac{1}{2} r^1_{11} + |\xi_2| \frac{1}{2} r^2_{12} = m^2_{11},
\]
\[-|\xi_1 + \xi_2| \frac{1}{2} r^1_{22} + |\xi_1| \frac{1}{2} r^2_{12} - |\xi_2| \frac{1}{2} r^1_{11} = 0,
\]
\[-|\xi_1 + \xi_2| \frac{1}{2} r^2_{12} - |\xi_1| \frac{1}{2} r^1_{22} - |\xi_2| \frac{1}{2} r^2_{21} = 0.
\]
As already seen in the proof of Proposition 3.5.1, we have

\[ r_{21}^2 = \frac{\delta}{D} |\xi_1 + \xi_2|^2 m_{11}^2, \]
\[ r_{22}^1 = \frac{2}{D} |\xi_1|^2 |\xi_2|^2 |\xi_1 + \xi_2|^2 m_{11}^2, \]
\[ r_{12}^2 = -\frac{2 |\xi_1| + \delta}{D} |\xi_2|^2 m_{11}^2, \]
\[ r_{11}^1 = \frac{\delta + 2 |\xi_2|}{D} |\xi_1|^2 m_{11}^2. \]

where \( \delta := |\xi_1 + \xi_2| - |\xi_1| - |\xi_2| \) and \( D := \delta^2 - 4 |\xi_1| |\xi_2| \).

Notice that on the support of \( m_{11}^2 \) we have \( (\xi_1 + \xi_2) \xi_1 \leq 0 \) so that \( \xi_1 \xi_2 \leq 0 \) and \( |\xi_1| \leq |\xi_2| \). Then \( |\xi_1 + \xi_2| = ||\xi_2| - |\xi_1|| = |\xi_2| - |\xi_1| \) and we have

\[ \delta = -2 |\xi_1| \quad \text{and} \quad D = 4 |\xi_1| (|\xi_1| - |\xi_2|) = -4 |\xi_1| |\xi_1 + \xi_2|. \]

This allows us to simplify the computations. It is found that

\[ r_{21}^2 = \frac{1}{2 |\xi_1 + \xi_2|^2} m_{11}^2, \]
\[ r_{22}^1 = -\frac{1}{2 |\xi_1|^2 |\xi_1 + \xi_2|^2} m_{11}^2, \]
\[ r_{12}^2 = 0, \]
\[ r_{11}^1 = -\frac{1}{2 |\xi_1|^2} m_{11}^2, \]

so

\[ r_{21}^2 = \frac{1}{2} |\xi_1|^2 |\xi_1 + \xi_2| \left( 1 - \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2| |\xi_1|} \right) \zeta(\xi_1, \xi_2), \]
\[ r_{22}^1 = -\frac{1}{2} |\xi_2|^2 |\xi_1 + \xi_2| \left( 1 - \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2| |\xi_1|} \right) \zeta(\xi_1, \xi_2), \]
\[ r_{12}^2 = 0, \]
\[ r_{11}^1 = -\frac{1}{2} |\xi_1 + \xi_2| \left( 1 - \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2| |\xi_1|} \right) \zeta(\xi_1, \xi_2). \]

We thus obtain the desired result (3.5.10) with

\[ R^{t,1} := -\frac{1}{2} \left( 1 - \frac{(\xi_1 + \xi_2)}{|\xi_1 + \xi_2| |\xi_1|} \right) \zeta(\xi_1, \xi_2) \begin{pmatrix} |\xi_1 + \xi_2| & 0 \\ 0 & |\xi_2|^2 |\xi_1 + \xi_2|^2 \end{pmatrix}, \]

(3.5.19)

\[ R^{t,2} := \frac{1}{2} \left( 1 - \frac{(\xi_1 + \xi_2)}{|\xi_1 + \xi_2| |\xi_1|} \right) \zeta(\xi_1, \xi_2) \begin{pmatrix} 0 & 0 \\ 0 & |\xi_1|^2 |\xi_1 + \xi_2|^2 \end{pmatrix}. \]
Set $\mathcal{H} = -i \partial_x |D_x|^{-1}$. Then $\text{Op}^B[v^1, R^2_{-1}]f$ is given by

$$
\frac{1}{2} \left( -|D_x| R_B(v^1, f^1) + \mathcal{H}|D_x| R_B(\mathcal{H}v^1, f^1) \right),
$$

and $\text{Op}^B[v^2, R^2_{-2}]f$ is given by

$$
\frac{1}{2} \left( |D_x|^{\frac{1}{2}} R_B(|D_x|^2 v^2, f^1) - \mathcal{H}|D_x|^{\frac{1}{2}} R_B(\mathcal{H}|D_x|^2 v^2, f^1) \right).
$$

To prove (3.5.12) we have to estimate various terms of the form

$$
A_1 |D_x|^a R_B(A_2 |D_x|^b V, |D_x|^c F), \quad A_j \in \{\mathcal{H}, Id\}, \quad a + b + c = 1, \quad c \in \{0, \frac{1}{2}\}, \quad a, b \geq 0.
$$

Since $R_B(a, b) = R_B(b, a)$, the estimate (A.1.17) and the fact that $\mathcal{H}$ is bounded on Sobolev spaces imply that

$$
\|A_1 |D_x|^a R_B(A_2 |D_x|^b V, |D_x|^c F)\|_{H^{\mu+\rho-1}} \lesssim \|R_B(A_2 |D_x|^b V, |D_x|^c F)\|_{H^{\mu+\rho-1+a}}
$$

(3.5.20)

$$
\lesssim \|A_2 |D_x|^b V\|_{H^{-1+a+c}} \|D_x|^c F\|_{C^{a+c}}
$$

where we used (A.2.4) in the third inequality. This proves that

$$
\|\text{Op}^B[v^1, R^2_{-1}]f\|_{H^{\mu+\rho-1}} \lesssim \|v^1\|_{H^{\mu}} \|f\|_{C^c},
$$

$$
\|\text{Op}^B[v^2, R^2_{-2}]f\|_{H^{\mu+\rho-1}} \lesssim \|v^2\|_{H^{\mu}} \|f\|_{C^c},
$$

which imply (3.5.12). Similarly, we have

$$
\|\text{Op}^B[v^1, R^2_{-1}]f\|_{H^{\mu+\rho-1}} \lesssim \left( \|v^1\|_{C^c} + \|\mathcal{H}v^1\|_{C^c} \right) \|f\|_{H^\mu},
$$

(3.5.21)

$$
\|\text{Op}^B[v^2, R^2_{-2}]f\|_{H^{\mu+\rho-1}} \lesssim \|v^2\|_{C^c} \|f\|_{H^\mu},
$$

which proves (3.5.14).

It remains to prove statement iv). Notice that, since $D^* = -D$, (3.5.10) implies that

$$
E^z(Dv)^* + E^z(v)^* D - DE^z(v)^* = S^z(v)^*.
$$

This and (3.5.10) implies that $\text{Re} E^z(v)$ satisfies (3.5.15). We now have to prove that

$$
\|\text{Re} E^z(v)\|_{H^{\mu+\rho-1}} \leq K \|v\|_{C^c} \|f\|_{H^\mu},
$$

(3.5.22)

provided that the Fourier transform of $v$ is supported in the unit ball. To do so we begin by noting that Lemma 3.4.7 implies that

$$
\text{Re} E^z(v) = \text{Op}^B[v^1, R^2_{-1}(\xi_1, \xi_2) + R^2_{-1}(-\xi_1, \xi_1 + \xi_2)^T] + \text{Op}^B[v^2, R^2_{-2}(\xi_1, \xi_2) + R^2_{-2}(-\xi_1, \xi_1 + \xi_2)^T].
$$
We begin by proving that
\[(3.5.23) \quad \| \Op^B [v^1, R^{\pm,1}(\xi_1, \xi_2) + R^{\pm,1}(-\xi_1, \xi_1 + \xi_2)^T] \|_{L(H^\mu, H^{\mu + \rho - 1})} \lesssim \| v^1 \|_{C^\rho}. \]

Below we use the following notation: given a scalar symbol \( p = p(\xi_1, \xi_2) \) we denote by \( \tilde{p} \) the symbol defined by \( \tilde{p}(\xi_1, \xi_2) = p(-\xi_1, \xi_1 + \xi_2) \).

To prove (3.5.23) we write \( R^{\pm,1} \) under the form \( R^{\pm,1} = \frac{1}{2} \zeta \begin{pmatrix} a & \tilde{a} \\ b & \tilde{b} \end{pmatrix} \). Then
\[
R^{\pm,1}(\xi_1, \xi_2) + R^{\pm,1}(-\xi_1, \xi_1 + \xi_2)^T = \frac{1}{2} \zeta \begin{pmatrix} a + \tilde{a} & 0 \\ 0 & b + \tilde{b} \end{pmatrix} + \frac{1}{2} \tilde{\zeta} \begin{pmatrix} \tilde{a} & 0 \\ 0 & \tilde{b} \end{pmatrix},
\]
with
\[
a = -|\xi_1 + \xi_2| \left( 1 - \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} \right),
\]
\[
\tilde{a} = -|\xi_2| \left( 1 + \frac{\xi_2}{|\xi_2|} \right),
\]
\[
b = -|\xi_2|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2} \left( 1 - \frac{\xi_1 + \xi_2}{|\xi_1|} \right),
\]
\[
\tilde{b} = -|\xi_1 + \xi_2|^\frac{1}{2} |\xi_2|^\frac{1}{2} \left( 1 + \frac{\xi_2}{|\xi_2|} \right),
\]
so that
\[
a + \tilde{a} = -|\xi_1 + \xi_2| - |\xi_2| + |\xi_1|,
\]
\[
b + \tilde{b} = -2 |\xi_2|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2} + |\xi_2|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2} \left( \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} - \frac{\xi_2}{|\xi_2|} \right) \frac{\xi_1}{|\xi_1|}.
\]

As above it follows from (A.1.17), (A.2.3) and (A.2.4) that
\[
\| \Op^B [v^1, \frac{1}{2} \zeta \begin{pmatrix} -|\xi_1 + \xi_2| - |\xi_2| + |\xi_1| \\ 0 \\ -2 |\xi_2|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2} \end{pmatrix}] \|_{L(H^\mu, H^{\mu + \rho - 1})} \lesssim \| v^1 \|_{C^\rho}.
\]

Set
\[
(3.5.26) \quad \beta(\xi_1, \xi_2) = \frac{1}{2} \zeta(\xi_1, \xi_2) \left( \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} - \frac{\xi_2}{|\xi_2|} \right) \frac{\xi_1}{|\xi_1|} |\xi_2|^\frac{1}{2} |\xi_1 + \xi_2|^\frac{1}{2}.
\]

We have to prove that similarly
\[
(3.5.27) \quad \| \Op^B [v^1, \beta] \|_{L(H^\mu, H^{\mu + \rho - 1})} \lesssim \| v^1 \|_{C^\rho}.
\]

Notice that on the support of
\[
\left( \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} - \frac{\xi_2}{|\xi_2|} \right)
\]
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we have $|\xi_1| > |\xi_2|$. Introduce now $\Upsilon \in C^\infty(\mathbb{R}^2 \setminus \{0\})$, to be chosen later on, such that $\Upsilon(\xi_1, \xi_2) = 1$ for $|\xi_1| \geq |\xi_2|$ and $\Upsilon(\xi_1, \xi_2) = 0$ for $|\xi_1| < |\xi_2|/2$. Then

$$
\left( \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} - \frac{\xi_2}{|\xi_2|} \right) = \left( \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} - \frac{\xi_2}{|\xi_2|} \right) \Upsilon(\xi_1, \xi_2)
$$

and we can decompose $\beta$ as

$$
\beta = \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|^2} \beta_1 + |\xi_1 + \xi_2|^2 \beta_2
$$

where

$$
\beta_1 = \frac{1}{2} \zeta(\xi_1, \xi_2) \frac{\xi_1}{|\xi_1|^2} \frac{\xi_2}{|\xi_2|^2} \left( \frac{|\xi_2|^2}{|\xi_1|^4} \Upsilon(\xi_1, \xi_2) \right),
$$

$$
\beta_2 = -\frac{1}{2} \zeta(\xi_1, \xi_2) \frac{\xi_2}{|\xi_2|^2} \frac{\xi_1}{|\xi_1|^2} \left( \frac{|\xi_2|^2}{|\xi_1|^4} \Upsilon(\xi_1, \xi_2) \right).
$$

Then $\text{Op}^B[v^1, \beta] = \mathcal{H}[D_x]^\frac{1}{2} \text{Op}^B[v^1, \beta_1] + |D_x|^\frac{1}{2} \text{Op}^B[v^1, \beta_2]$. We claim that $\Upsilon$ can be so chosen that $\beta_1 \in SR^0_{1/4, 1/4}$ and similarly $\beta_2 \in SR^0_{1/4, 1/4}$ so the result (3.5.27) follows from statement $ii)$ in Proposition 3.4.4. To do so we consider a function $v \in C^\infty(\mathbb{R})$ such that $v(t) = 1$ for $|t| \leq 1$ and $v(t) = 0$ for $|t| \geq 2$. Then we set $\Upsilon(\xi_1, \xi_2) = v(\xi_2/\xi_1)$ and it is easily verified that

$$
\left| \partial_{\xi_1}^\alpha \partial_{\xi_2}^\beta \left( \frac{|\xi_2|^2}{|\xi_1|^4} \Upsilon(\xi_1, \xi_2) \right) \right| \leq C_{\alpha, \beta} |\xi_1|^{-\alpha} |\xi_2|^{-\beta}.
$$

This concludes the proof of (3.5.27).

To prove (3.5.23) it remains only to prove that

$$
(3.5.28) \quad \left\| \text{Op}^B[v^1, (\zeta - \zeta)' \left( \begin{array}{c} \tilde{\alpha} \\ \tilde{\beta} \end{array} \right) \right\|_{L^\infty(H^\mu, H^{\mu+\rho-1})} \lesssim \|v^1\|_{C^\rho}.
$$

Here we use our assumption on the spectrum of $v$ to write $v = \chi(D_x)v$ for some function $\chi$ in $C_0^\infty(\mathbb{R})$. Then

$$
\text{Op}^B[v^1, (\zeta - \zeta)' \left( \begin{array}{c} \tilde{\alpha} \\ \tilde{\beta} \end{array} \right) = \text{Op}^B[v^1, \chi(\xi_1)(\zeta - \zeta)' \left( \begin{array}{c} \tilde{\alpha} \\ \tilde{\beta} \end{array} \right)]
$$

Since $\theta(-\xi_1, \xi_2) = \theta(\xi_1, \xi_2) = \theta(\xi_1, -\xi_2)$ we have

$$
\tilde{\zeta}(\xi_1, \xi_2) = \zeta(-\xi_1, \xi_1 + \xi_2) = \zeta(\xi_1, \xi_1 + \xi_2) = \zeta(\xi_1, \xi_2) + \xi_1 \zeta'(\xi_1, \xi_2),
$$

where $\zeta'(\xi_1, \xi_2) = \int_0^1 \partial_{\xi_2} \zeta(\xi_1, y \xi_1 + \xi_2) dy$ is such that $\chi(\xi_1) \zeta'(\xi_1, \xi_2)$ belongs to the symbol class $SR^0_{\text{reg}}$ introduced in the statement of Proposition 3.4.4 (in fact this symbol belongs to $SR^{-\infty}_{\text{reg}}$ since it has compact support in $(\xi_1, \xi_2)$, which also insures that (3.4.4) holds).

Therefore directly from the definition (3.5.24) of $\tilde{a}$ we have $\chi(\xi_1)(\zeta - \zeta)\tilde{a} \in SR^0_{1,1}$. Statement $ii)$ in Proposition 3.4.4 then implies that

$$
\left\| \text{Op}^B[v^1, \chi(\xi_1)(\zeta - \zeta)\tilde{a}] \right\|_{L^\infty(H^\mu, H^{\mu+\rho-1})} \lesssim \|\chi(D_x)v^1\|_{C^\rho+1} \lesssim \|v^1\|_{C^\rho},
$$
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where $\tilde{\chi} \in C_0^\infty(\mathbb{R})$ is equal to one on the support of $\chi$. Similarly

$$\text{Op}^B[\chi(D_x)v^1, (\tilde{\zeta} - \zeta)\tilde{b}] = |D_x|^{\frac{1}{2}} \text{Op}^B[v^1, b]$$

with

$$b' = \frac{1}{2} \left( \xi_1 |\xi_2|^{\frac{1}{2}} + |\xi_2| |\xi_2|^2 \right) \chi(\xi_1) \zeta'(\xi_1, \xi_2) \in S R_{1,1/2}^{-1}.$$

Statement $ii)$ in Proposition 3.4.4 implies that $\|\text{Op}^B[v^1, b']\|_{L(H^s, H^{s-\rho - 1/2})} \lesssim \|v^1\|_{C^\rho}$. This proves (3.5.28) and hence this completes the proof of (3.5.23).

To complete the proof of (3.5.22) it remains to prove that

$$\|\text{Op}^B[v^2, R^{2,2}(\xi_1, \xi_2) + R^{2,2}(-\xi_1, \xi_1 + \xi_2)^T]\|_{L(H^s, H^{s-\rho - 2})} \lesssim \|v^2\|_{C^\rho}.$$

In view of (3.5.21), to prove this estimate it is sufficient to prove that

$$\text{(3.5.29)} \quad \|\text{Op}^B[v^2, R^{2,2}(-\xi_1, \xi_1 + \xi_2)^T]\|_{L(H^s, H^{s-\rho - 2})} \lesssim \|v^2\|_{C^\rho}.$$

Since

$$R^{2,2}(-\xi_1, \xi_1 + \xi_2)^T = \frac{1}{2} \left( 1 + \frac{\xi_2}{\xi_1} \right) \zeta(\xi_1, \xi_1 + \xi_2) \begin{pmatrix} 0 & |\xi_1|^{\frac{1}{2}} |\xi_2|^{\frac{1}{2}} \\ 0 & 0 \end{pmatrix},$$

and since $\chi(\xi_1) \zeta(\xi_1, \xi_1 + \xi_2)$ has compact support, we have $\chi(\xi_1) R^{2,2}(-\xi_1, \xi_1 + \xi_2)^T \in S R_{1/2,1/2}^0$ so (3.5.29) follows from Proposition 3.4.4.

**Step 2: Analysis of $E^\phi(v)$**

Introduce

$$m_{22}^2(\xi_1, \xi_2) = -\frac{1}{2} \frac{|\xi_1 + \xi_2|^{\frac{1}{2}}}{|\xi_1|^{\frac{1}{2}} |\xi_2|^{\frac{1}{2}}}( |\xi_1| |\xi_2| + \xi_1 \xi_2 ) \zeta(\xi_1, \xi_2),$$

so that $S^\phi(v) f = \text{Op}^B[v^2, M^2]$ with $M^2 = \begin{pmatrix} 0 & 0 \\ 0 & m_{22}^2 \end{pmatrix}$.

We seek $E^\phi(v) f$ under the form $\text{Op}^B[v^2, R^{0,1}] f + \text{Op}^B[v^2, R^{0,2}] f$ satisfying (3.5.11). We still denote by $r_{ij}^k$ the coefficients of the matrix $R^{0,k}$. Again, it follows from the proof of Proposition 3.5.1 that, to solve (3.5.10), it suffices to set $r_{11}^1 = r_{12}^1 = r_{21}^2 = r_{22}^2 = 0$ and to solve

$$-|\xi_1 + \xi_2|^\frac{1}{2} r_{11}^1 + |\xi_1|^\frac{1}{2} r_{21}^2 + |\xi_2|^\frac{1}{2} r_{22}^1 = 0,$$

$$|\xi_1 + \xi_2|^\frac{1}{2} r_{21}^1 - |\xi_1|^\frac{1}{2} r_{11}^2 + |\xi_2|^\frac{1}{2} r_{12}^2 = 0,$$

$$|\xi_1 + \xi_2|^\frac{1}{2} r_{12}^1 + |\xi_1|^\frac{1}{2} r_{12}^2 - |\xi_2|^\frac{1}{2} r_{21}^1 = 0,$$

$$-|\xi_1 + \xi_2|^\frac{1}{2} r_{22}^1 - |\xi_1|^\frac{1}{2} r_{22}^2 - |\xi_2|^\frac{1}{2} r_{21}^2 = m_{22}^2.$$
As already seen in the proof of Proposition 3.5.1, we have

\[ r_{21}^2 = \frac{\delta}{D} |\xi_2|^{\frac{1}{2}} m_{22}^2 + \frac{2}{D} |\xi_1| |\xi_2|^{\frac{1}{2}} m_{22}^2, \]

\[ r_{22}^1 = \frac{\delta}{D} |\xi_1|^{\frac{1}{2}} m_{22}^2 + \frac{2}{D} |\xi_1|^{\frac{1}{2}} |\xi_2| m_{22}^2, \]

\[ r_{12}^2 = -\frac{1}{|\xi_1 + \xi_2|^2} (|\xi_1|^{\frac{1}{2}} r_{21}^2 + |\xi_2|^{\frac{1}{2}} r_{21}^2 + m_{22}^2), \]

\[ r_{11}^1 = \frac{1}{|\xi_1 + \xi_2|^2} (|\xi_1|^{\frac{1}{2}} r_{21}^2 + |\xi_2|^{\frac{1}{2}} r_{21}^2), \]

where \( \delta := |\xi_1 + \xi_2| - |\xi_1| - |\xi_2| \) and \( D := \delta^2 - 4 |\xi_1| |\xi_2| \).

Consequently,

\[ r_{21}^2 = \frac{(\delta + 2 |\xi_1|) |\xi_2|^{\frac{1}{2}}}{D} m_{22}^2, \]

\[ r_{22}^1 = \frac{(\delta + 2 |\xi_2|) |\xi_1|^{\frac{1}{2}}}{D} m_{22}^2, \]

\[ r_{12}^2 = -\frac{\delta |\xi_1 + \xi_2|^{\frac{1}{2}}}{D} m_{22}^2, \]

\[ r_{11}^1 = \frac{|\xi_1|^{\frac{1}{2}} |\xi_2|^{\frac{1}{2}} 2\delta + 2 |\xi_1| + 2 |\xi_2|}{|\xi_1 + \xi_2|^2} m_{22}^2. \]

On the support of \( m_{22}^2 \) there holds \( \xi_1 \xi_2 > 0 \) and we have \( \delta = 0 \) and \( D = -4 |\xi_1| |\xi_2| \). Therefore

\[ r_{11}^1 = -\frac{|\xi_1 + \xi_2|^{\frac{1}{2}}}{2 |\xi_1|^{\frac{1}{2}} |\xi_2|^{\frac{1}{2}}} m_{22}^2, \quad r_{22}^1 = -\frac{1}{2 |\xi_2|^2} m_{22}^2, \]

\[ r_{12}^2 = 0, \quad r_{21}^2 = -\frac{1}{2 |\xi_2|^2} m_{22}^2. \]

We next give a simplified expression for \( m_{22}^2 \) based on the identity

\[ \frac{|\xi_1| |\xi_2| + \xi_1 \xi_2}{|\xi_1| |\xi_2|} = (\text{sign}(\xi_1) + \text{sign}(\xi_2)) \text{sign}(\xi_1 + \xi_2) = \left( \frac{\xi_1}{|\xi_1|} + \frac{\xi_2}{|\xi_2|} \right) \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|}. \]

Then, by definition of \( m_{22}^2 \) (cf. (3.5.30)), we have

\[ m_{22}^2 = -\frac{1}{2} |\xi_1 + \xi_2|^{\frac{1}{2}} |\xi_1|^{\frac{1}{2}} |\xi_2|^{\frac{1}{2}} \left( \frac{\xi_1}{|\xi_1|} + \frac{\xi_2}{|\xi_2|} \right) \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} \zeta(\xi_1, \xi_2). \]
Therefore

\[
\begin{align*}
    r_{11}^1 &= \frac{1}{4} \left( \frac{\xi_1}{|\xi_1|} + \frac{\xi_2}{|\xi_2|} \right) (\xi_1 + \xi_2) \zeta, \\
    r_{22}^1 &= \frac{1}{4} \left( \xi_1 + \xi_2 \frac{|\xi_1|^2 + |\xi_2|^2}{|\xi_1|^2 + |\xi_2|^2} \right) \frac{\xi_1 + \xi_2}{|\xi_1| + |\xi_2|} \zeta, \\
    r_{12}^1 &= 0, \\
    r_{21}^1 &= \frac{1}{4} \left( \xi_1 + \xi_2 \frac{|\xi_1|^2 + |\xi_2|^2}{|\xi_1|^2 + |\xi_2|^2} \right) \frac{\xi_1 + \xi_2}{|\xi_1| + |\xi_2|} \zeta,
\end{align*}
\]

(3.5.31)

Then \( \text{Op}^B[v^1, R^{h,1}] \) is given by

\[
\frac{1}{4} \begin{pmatrix}
    \mathcal{H} |D_x| R_B(\mathcal{H}v^1, f^1) + \mathcal{H} |D_x| R_B(v^1, \mathcal{H}f^1) \\
    \mathcal{H} |D_x| R_B(\mathcal{H}v^1, D_x|^{\frac{1}{2}} f^2) + \mathcal{H} |D_x| R_B(v^1, \mathcal{H}|D_x|^{\frac{1}{2}} f^2)
\end{pmatrix}
\]

and \( \text{Op}^B[v^2, R^{h,2}] \) is given by

\[
\frac{1}{4} \begin{pmatrix}
    0 \\
    \mathcal{H} |D_x| R_B(\mathcal{H} |D_x|^{\frac{1}{2}} v^2, f^1) + \mathcal{H} |D_x| R_B(|D_x|^{\frac{1}{2}} v^2, \mathcal{H}f^1)
\end{pmatrix}.
\]

Then it follows from (A.1.17) and (A.2.5) that

\[
\| E^B(v) f \|_{H^{\mu+\rho-1}} \leq K (\| v \|_{C^\rho} + \| \mathcal{H} v \|_{C^\rho}) \| f \|_{H^\mu},
\]

\[
\| E^B(v) f \|_{H^{\mu+\rho-1}} \leq K (\| f \|_{C^\rho} + \| \mathcal{H} f \|_{C^\rho}) \| v \|_{H^\mu}.
\]

It remains to prove statement iv). As in the previous step, since \( D^* = -D \), (3.5.11) implies that

\[
E^B(Dv)^* + E^B(v)^* D - DE^B(v)^* = S^B(v)^*.
\]

This and (3.5.11) implies that \( \text{Re} E^B(v) \) satisfies (3.5.16). We now have to prove

\[
\| \text{Re} E^B(v) f \|_{H^{\mu+\rho-1}} \leq K \| v \|_{C^\rho} \| f \|_{H^\mu}.
\]

Again, Lemma 3.4.7 implies that

\[
\text{Re} E^B(v) = \text{Op}^B[v^1, R^{h,1}(\xi_1, \xi_2) + R^{h,1}(\xi_1 + \xi_2)^T] + \text{Op}^B[v^2, R^{h,2}(\xi_1, \xi_2) + R^{h,2}(\xi_1 + \xi_2)^T].
\]

The \( \mathcal{L}(H^{\mu}, H^{\mu+\rho-1}) \)-norm of \( \text{Op}^B[v^1, R^{h,1}(\xi_1, \xi_2) + R^{h,1}(\xi_1 + \xi_2)^T] \) is estimated from the fact that

\[
R^{h,1}(\xi_1, \xi_2) + R^{h,1}(\xi_1 + \xi_2) = \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}
\]
with

$$a = \frac{1}{4} \zeta \left( |\xi_1| + |\xi_2| + \frac{\xi_2}{|\xi_2|} \right) - \frac{1}{4} (\bar{\zeta} - \zeta) \frac{\xi_1}{|\xi_1|} + \frac{1}{4} \zeta \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|},$$

$$b = \frac{1}{2} \beta + \frac{1}{4} (\zeta + \bar{\zeta}) \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} |\xi_2^{1/2}| |\xi_1 + \xi_2|^{1/2},$$

where $\beta$ is given by (3.5.26). We estimate the $L(H^\mu, H^{\mu+\rho-1})$-norms of $Op^B[v^1, a]$ and $Op^B[v^1, b]$ separately.

Let us estimate the $L(H^\mu, H^{\mu+\rho-1})$-norm of $Op^B[v^1, a]$. To do so it is convenient to rewrite the third term in the right hand side of (3.5.32) as

$$\bar{\zeta} \xi_2 \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} = (\bar{\zeta} - \zeta) \xi_2 \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} + \zeta \xi_1 \xi_2 \left( |\xi_1 + \xi_2| \right)^{-1},$$

so that $a = a_1 + a_2$ with

$$a_1 := \frac{1}{4} \zeta \left( |\xi_1| + |\xi_2| + \frac{\xi_2}{|\xi_2|} + \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} \right),$$

$$a_2 := -\frac{1}{4} (\bar{\zeta} - \zeta) \frac{\xi_1}{|\xi_1|} + \frac{1}{4} (\bar{\zeta} - \zeta) \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|}.$$

We begin by estimating the contribution due to $a_1$. To do so we notice that

$$Op^B \left[ v^1, \zeta \left( |\xi_1| + |\xi_2| + \frac{\xi_2}{|\xi_2|} + \frac{\xi_1 + \xi_2}{|\xi_1 + \xi_2|} \right) \right] f$$

$$= R_B(D_x v^1, f) + R_B(v^1, |D_x| f) + R_B(D_x v^1, H f) + H R_B(v^1, D_x f),$$

where $D_x = -i \partial_x$, and then we use arguments similar to those used to prove (3.5.20). To estimate the contribution due to $a_2$, notice that we have already seen that $\chi(\xi_1) (\bar{\zeta} - \zeta)$ belongs to $SR_{1, 0}$ so that

$$\chi(\xi_1) (\bar{\zeta} - \zeta) \xi_2 \frac{\xi_1}{|\xi_1|} \in SR_{1, 1}^{-1}, \quad \chi(\xi_1) (\bar{\zeta} - \zeta) \xi_2 \xi_1 \in SR_{1, 1}^{-1}$$

and hence one may apply the arguments used to prove (3.5.28).

One can estimate the $L(H^\mu, H^{\mu+\rho-1})$-norm of $Op^B[v^1, b]$ in a similar way (using (3.5.27) to estimate the contribution due to $\frac{1}{2} \beta$).

The $L(H^\mu, H^{\mu+\rho-1})$-norm of $Op^B[v^2, R^{0, 2}(\xi_1, \xi_2) + R^{0, 2}(\xi_1, \xi_2)^T]$ is estimated by similar arguments.

We need also the following variant of Proposition 3.5.2.
Proposition 3.5.3. Consider a real number $\beta$ in $[0, \infty]$. There exist four matrices of symbols $R^{1,1}_\beta$, $R^{2,2}_\beta$, $R^{1,1}_\beta$, $R^{2,2}_\beta$ in $\mathbb{S}^1_{0,0}$ such that the following properties hold.

i) Let $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}^+$ with $\mu + \rho > 1$. The bilinear operators given by

\[
(v, f) \mapsto E^v_\beta(v) f = \text{Op}^B [v, R^{1,1}_\beta] f + \text{Op}^B [v^2, R^{2,2}_\beta] f,
\]

\[
(v, f) \mapsto E^v_\beta(v) f = \text{Op}^\flat [v, R^{1,1}_\beta] f + \text{Op}^\flat [v^2, R^{2,2}_\beta] f,
\]

are well-defined for any $(v, f)$ in $(C^\rho \cap L^2(\mathbb{R})) \times H^\mu(\mathbb{R})$ or in $H^\mu(\mathbb{R}) \times C^\rho(\mathbb{R})$.

ii) There holds

\[
E^v_\beta(Dv) + E^v_\beta(v) D - DE^v_\beta(v) = \mathcal{G}^v_\beta(v),
\]

\[
E^v_\beta(Dv) + E^v_\beta(v) D - DE^v_\beta(v) = \mathcal{G}^v_\beta(v),
\]

where $\mathcal{G}^v_\beta$ and $\mathcal{G}^v_\beta$ are such that

\[
\text{Re}(\mathcal{S}^v_\beta(v) f - \mathcal{G}^v_\beta(v) f)_{H^\mu \times H^\mu} = 0,
\]

\[
\text{Re}(\mathcal{S}^v_\beta(v) f - \mathcal{G}^v_\beta(v) f)_{H^\mu \times H^\mu} = 0,
\]

for any $f \in H^\beta(\mathbb{R})^2$, and satisfy

\[
\|\mathcal{G}^v_\beta(v)\|_{\mathcal{L}(H^\mu, H^{\mu+\rho-1})} \leq K \|v\|_{C^\rho},
\]

\[
\|\mathcal{G}^v_\beta(v)\|_{\mathcal{L}(H^\mu, H^{\mu+\rho-1})} \leq K \|v\|_{C^\rho}.
\]

iii) The following estimates hold. For all $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}^+$ such that $\mu + \rho > 1$ and $\rho \notin \frac{1}{2}\mathbb{N}$, there exists a positive constant $K$ such that

\[
\|E^v_\beta(v) f\|_{H^{\mu+\rho-1}} \leq K \|v\|_{C^\rho} \|f\|_{H^\mu},
\]

\[
\|E^v_\beta(v) f\|_{H^{\mu+\rho-1}} \leq K \|v\|_{C^\rho} \|f\|_{H^\mu}.
\]

Proof. We begin by studying $E^v_\beta(v)$ under the additional assumption that $\hat{v}(\xi) = 0$ for $|\xi| \geq 1$.

We have $\mathcal{S}^v_\beta(v) = \text{Op}^B [v^2, M^2] f$ with $M^2 = \begin{pmatrix} m_{11}^2 & 0 \\ 0 & 0 \end{pmatrix}$ where $m_{11}^2$ is given by (3.5.18).

Introduce the following weight

\[
w(\xi_1, \xi_2) = \frac{\langle \xi_1 + \xi_2 \rangle^{2\beta}}{\langle \xi_1 \rangle^{2\beta} + \langle \xi_2 \rangle^{2\beta}}
\]

and set

\[
\mathcal{M}(\xi_1, \xi_2) := w(\xi_1, \xi_2) M^2(\xi_1, \xi_2) + w(-\xi_1, \xi_1 + \xi_2) M^2(-\xi_1, \xi_1 + \xi_2)^T,
\]
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so that $\mathcal{E}_\beta^k(v) = \text{Op}^B[v^2, \mathcal{M}]$ satisfies (3.5.36). Let us prove the estimate (3.5.38). To do so introduce $R_w(v, f) = \text{Op}^B[v, w\zeta]f$ where $\zeta$ is the cut-off function $1 - \theta(\xi_1, \xi_2) - \theta(\xi_2, \xi_1)$. Then Proposition 3.4.4 implies that $R_w(v, f)$ satisfies the same estimates as $R_B(v, f)$ does. Now $\text{Op}^B[v^2, wM^2]$ is given by

$$\left( |D_x| R_w(|D_x|^{\frac{1}{2}} v^2, f^1) + \partial_x R_w(\partial_x |D_x|^{-\frac{1}{2}} v^2, f^1) \right) 0$$

and hence $\text{Op}^B[v^2, wM^2]$ satisfies the same estimate as $S(v)$ does. Proceeding similarly, one estimates $\text{Op}^B[v^2, w(-\xi_1, \xi_1 + \xi_2)M^2(-\xi_1, \xi_1 + \xi_2)^T]$ which completes the proof of (3.5.38).

Then to solve (3.5.34) it is sufficient to seek $\mathcal{E}(v)$ such that

$$\mathcal{E}(Dv) + \mathcal{E}(v)D - D\mathcal{E}(v) = \text{Op}^B[v^2, wM^2]$$

and then to set $E_\beta^k(v) = \mathcal{E}(v) + (\mathcal{E}(v))^\ast$. Now we recall that $E_\beta^k(v) = \text{Op}^B[v^1, R_\beta^{k,1}] + \text{Op}^B[v^2, R_\beta^{k,2}]$, as given by Proposition 3.5.2, solves

$$E_\beta^k(Dv) + E_\beta^k(v)D - DE_\beta^k(v) = \text{Op}^B[v^2, M^2].$$

Therefore

$$\mathcal{E}(v) := \text{Op}^B[v^1, wR_\beta^{k,1}] + \text{Op}^B[v^2, wR_\beta^{k,2}]$$

satisfies (3.5.34). Therefore one obtains the desired result with $E_\beta^k(v) = \text{Op}^B[v^1, R_\beta^{k,1}] + \text{Op}^B[v^2, R_\beta^{k,2}]$ where

$$R_\beta^{k,1}(\xi_1, \xi_2) = w(\xi_1, \xi_2)R_\beta^{k,1}(\xi_1, \xi_2) + w(-\xi_1, \xi_1 + \xi_2)R_\beta^{k,1}(-\xi_1, \xi_1 + \xi_2)^T.$$ We have symbols of exactly the same form as those found in the proof of Proposition 3.5.2 except that the cut-off function $\zeta$ is replaced with $w\zeta$. Thus $E_\beta^k(v)$ satisfies the same estimates as $\text{Re} E_\beta^k(v)$ does. In particular, for any function $\chi$ in $C^\infty_0(\mathbb{R})$ such that $\chi(\xi) = 0$ for $|\xi| \geq 1/2$, there holds

$$\|E_\beta^k(\chi(D_x)v)f\|_{H^{\mu + \rho - 1}} \leq K \|v\|_{C^\rho} \|f\|_{H^{\mu}}.$$ This completes the analysis of $E_\beta^k(v)$ in the case when the spectrum of $v$ is contained in the unit ball. Now consider a general function $v \in C^\rho(\mathbb{R}) \cap L^2(\mathbb{R})$. Introduce a function $\chi$ in $C^\infty_0(\mathbb{R})$ such that $\chi(\xi) = 0$ for $|\xi| \geq 1/2$ and $\chi(\xi) = 1$ on a neighborhood of the origin. We then set

$$E_\beta^k(v) = E_\beta^k((1 - \chi(D_x))v) + E_\beta^k(\chi(D_x)v),$$ where $E_\beta^k(\chi(D_x)v)$ is as given by the previous step and where $E_\beta^k$ is given by Proposition 3.5.2. It follows from (3.5.10) and the previous analysis that (3.5.34) and (3.5.36) are satisfied. On the other hand, (3.5.14) and the fact that the $(1 - \chi(D_x))\mathcal{H}$ is bounded on H"older spaces $C^\rho$ (with $\rho \notin \mathbb{N}$) imply that

$$\|E_\beta^k((1 - \chi(D_x))v)f\|_{H^{\mu + \rho - 1}} \leq K \|v\|_{C^\rho} \|f\|_{H^{\mu}}.$$
We thus obtain (3.5.40) by combining the two previous inequalities.

The analysis of $E_\beta^s(v)$ is similar. □

### 3.6 System for the new unknown

Recall that

\[(3.6.1) \quad \partial_t U + DU + Q(u)U + C(u)U + S(u)U \equiv 0 \mod [H^s].\]

As explained above, our first task is to prove that there exists an operator of order 0, denoted $B(v)$, such that

\[
\text{Re}\langle Q(v)f - B(v)f, f \rangle_{H^s \times H^s} = 0,
\]

where $\langle \cdot, \cdot \rangle_{H^s \times H^s}$ denotes the scalar product in $H^s(\mathbb{R})^2$.

**Lemma 3.6.1.** There exists $B^1 \in S^0_{2,0}$ and $B^2 \in S^0_{3/2}$ such that for all $v = (v^1, v^2) \in C^0(\mathbb{R})^2$

\[
B(v) := \text{Op}^B[v^1, B^1] + \text{Op}^B[v^2, B^2],
\]

satisfies $B(v) = B(v)^*$ and $\text{Re}\langle Q(v)f - B(v)f, f \rangle_{H^s \times H^s} = 0$ for any $f \in H^{s+1}(\mathbb{R})^2$.

**Proof.** Write

\[
2\text{Re}\langle Q(v)f - B(v)f, f \rangle_{H^s \times H^s} = 2\text{Re}\langle \Lambda^s(Q(v)f - B(v)f), \Lambda^s f \rangle_{L^2 \times L^2}
\]

\[
= \langle \Lambda^s(Q(v)f - B(v)f), \Lambda^s f \rangle_{L^2 \times L^2} + \langle \Lambda^s(Q(v)f - B(v)f), \Lambda^s f \rangle_{L^2 \times L^2}
\]

\[
= \langle (\Lambda^s Q(v) + Q(v)^* \Lambda^s) f, f \rangle_{L^2 \times L^2} - \langle (\Lambda^s B(v) + B(v)^* \Lambda^s) f, f \rangle_{L^2 \times L^2}
\]

where $\Lambda = (Id - \Delta)^{1/2}$. Since we seek $B(v)$ such that $B(v) = B(v)^*$, this means that we have to solve

\[(3.6.2) \quad \Lambda^{2s} B(v) + B(v) \Lambda^{2s} = \Lambda^{2s} Q(v) + Q(v)^* \Lambda^{2s}.
\]

We first rewrite $Q(v)f$ as $\text{Op}^B[v^1, Q^1]f + \text{Op}^B[v^2, Q^2]f$. Recall from (3.2.7) that

\[
Q(u)U = \left( T_{\partial_1|D_\nu|} - \frac{1}{2} T_{\partial_2|D_{\nu u^2}} - \frac{1}{2} T_{\partial_2|D_\nu u^2}U^1 - T_{-\frac{1}{2} D_\nu|u^1} |D_\nu|^{1/2} U^1 \right).
\]

Then set

\[
Q^1 = \frac{1}{2} |\xi_1| \theta(\xi_1, \xi_2) \left( \begin{array}{cc} 0 & |\xi_2|^{1/2} \\ -|\xi_1 + \xi_2|^{1/2} & 0 \end{array} \right),
\]

\[
(3.6.3) \quad Q^2 = \xi_1 |\xi_1|^{-1/2} \theta(\xi_1, \xi_2) \left( \begin{array}{cc} -\xi_2 - \frac{1}{2} \xi_1 & 0 \\ 0 & -|\xi_1 + \xi_2|^{1/2} \xi_2 |\xi_2|^{-1/2} \end{array} \right),
\]
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where $\theta$ is given by Definition A.1.2. We have

$$\text{Op}^B[v^1, Q^1]f = \begin{pmatrix}
    0 & -T_{\frac{1}{2}|D_x|v^1} |D_x|^2 f^2 \\
    T_{\frac{1}{2}|D_x|v^1} f^1 & 0
\end{pmatrix},$$

$$\text{Op}^B[v^2, Q^2]f = \begin{pmatrix}
    T_{\frac{1}{2}|D_x|\theta v^2 \partial_x f^1 - \frac{1}{2} T_{\frac{1}{2}|D_x|v^2 f^1} & 0 \\
    0 & |D_x|^{1/2} T_{(\theta^2|D_x|^{-1/2} v^1)\xi^2 |\xi^2|^{1/2} \partial_x f^2}
\end{pmatrix}.$$

Then $Q^1 \in S^{1/2,0}$ and

$$\Lambda^{2s} \text{Op}^B[v^1, Q^1] + (\text{Op}^B[v^1, Q^1])^* \Lambda^{2s} = \text{Op}^B[v^1, Q^1]$$

where $Q^1$ is given by (see Lemma 3.4.7)

$$Q^1(\xi_1, \xi_2) = \langle \xi_1 + \xi_2^2 Q^1(\xi_1, \xi_2) + \langle \xi_2^2 Q^1(-\xi_1, \xi_1 + \xi_2^2) \rangle
= \frac{1}{2} \langle \xi_1 + \xi_2^2 |\xi_1| \theta(\xi_1, \xi_2) \left( \begin{pmatrix}
    0 & |\xi_2|^{1/2} \\
    -|\xi_1 + \xi_2|^{1/2} & 0
\end{pmatrix}
\right)
+ \frac{1}{2} \langle \xi_2^2 |\xi_1| \theta(-\xi_1, \xi_1 + \xi_2^2) \left( \begin{pmatrix}
    0 & -|\xi_2|^{1/2} \\
    |\xi_1 + \xi_2|^{1/2} & 0
\end{pmatrix}
\right).
$$

Since $\theta$ is even in $\xi_1$ (by assumption (A.1.2)) and since

$$\theta(\xi_1, \xi_1 + \xi_2) = \theta(\xi_1, \xi_2) + \xi_1 \int_0^1 \frac{\partial \theta}{\partial \xi_2} (\xi_1, \xi_2 + y\xi_1) dy, \quad \text{and} \quad \frac{\partial \theta}{\partial \xi_2} \in S^{0,-1,0},$$

we obtain that $Q^1 \in S^{2s-1/2,0}$. Similarly $Q^2 \in S^{1/2,0}$ and $\Lambda^{2s} \text{Op}^B[v^2, Q^2] + (\text{Op}^B[v^2, Q^2])^* \Lambda^{2s} = \text{Op}^B[v^2, Q^2]$ where $Q^2 \in S^{2s,0}$ is given by

$$Q^2 = \langle \xi_1 + \xi_2^2 Q^2(\xi_1, \xi_2) + \langle \xi_2^2 Q^2(-\xi_1, \xi_1 + \xi_2^2) \rangle
= \langle \xi_1 + \xi_2^2 |\xi_1|^{-\frac{1}{2}} \theta(\xi_1, \xi_2) \left( \begin{pmatrix}
    -\xi_2 - \frac{1}{2} \xi_1 & 0 \\
    0 & -|\xi_1 + \xi_2|^{1/2} \xi_2 |\xi_2|^{-\frac{1}{2}}
\end{pmatrix}
\right)
+ \langle \xi_2^2 |\xi_1|^{-\frac{1}{2}} \theta(-\xi_1, \xi_1 + \xi_2) \left( \begin{pmatrix}
    \frac{1}{2} \xi_1 + \xi_2 & 0 \\
    0 & |\xi_2|^{1/2} \xi_2 \xi_1 + \xi_2 |^{-\frac{1}{2}}
\end{pmatrix}
\right).
$$

Now set

$$(3.6.4) \quad B^1 := \frac{1}{\langle \xi_1 + \xi_2^2 + \langle \xi_2^2 \rangle^2} Q^1 \in S^{1/2,0}.$$
and

\[ B^2 := \frac{1}{\langle \xi_1 + \xi_2 \rangle^{2s} + \langle \xi_2 \rangle^{2s}} Q^2 \in S_{3/2}^{0,0}. \]

Then \( B(v) \) solves (3.6.2). Moreover, since \( Q^k(-\xi_1, \xi_1 + \xi_2) = Q^k(\xi_1, \xi_2)^T \) for \( k = 1, 2 \) and since \( \langle \xi_1 + \xi_2 \rangle^{2s} + \langle \xi_2 \rangle^{2s} = ((-\xi_1 + \xi_1 + \xi_2))^{2s} + \langle \xi_1 + \xi_2 \rangle^{2s} \) we check that \( \text{Op}^B[v^1, B^1] \) and \( \text{Op}^B[v^2, B^2] \) are self-adjoint, so is \( B(v) \).

We next study the equation

\[ E_A(Dv) + E_A(v)D - DE_A(v) = -B(v) \]

where \( B(v) \) is given by the previous lemma.

**Lemma 3.6.2.** There exist \( A^1, A^2 \) in \( S_{1,0}^{0,1/2} \) such that, for all \( v \in C^3 \cap L^2(\mathbb{R}) \) the operator \( E_A(v) = \text{Op}^B[v^1, A^1] + \text{Op}^B[v^2, A^2] \) satisfies

\[ E_A(Dv) + E_A(v)D - DE_A(v) = -B(v) \]

and such that the following properties hold.

i) Let \( \mu \) be a given real number. There exists \( K > 0 \) such that, for any scalar function \( w \in C^1(\mathbb{R}) \), any \( v = (v^1, v^2) \in C^3 \cap L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \in H^\mu(\mathbb{R}) \),

\[ \| [T_w I_2, E_A(v)] f \|_{H^{\mu+1}} \leq K \| w \|_{C^1} \| v \|_{C^3} \| f \|_{H^\mu}, \]

where \( I_2 = (1 0 1) \).

ii) Let \( \mu \) be a given real number. There exists \( K > 0 \) such that, for any \( v = (v^1, v^2) \in C^3 \cap L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \in H^\mu(\mathbb{R}) \),

\[ \| E_A(v) f \|_{H^\mu} \leq K \| v \|_{C^3} \| f \|_{H^\mu}. \]

**Proof.** Since \( B^1 \in S_{3/2}^{0,0} \subset S_{3/2}^{0,0} \) and \( B^2 \in S_{3/2}^{0,0} \subset S_{3/2}^{0,0} \), the fact that there exist \( A_1 \) and \( A_2 \) in \( S_{1,0}^{0,1/2} \) such that \( E_A(v) \) satisfies (3.6.6) follows from Proposition 3.5.1. Now, Lemma 3.4.6 applied with \( \rho = 3 - \epsilon \) (with \( \epsilon \in]0,1/2[ \)) implies that, if \( v \in C^\rho(\mathbb{R}) \cap L^2(\mathbb{R}) \), modulo a smoothing operator, \( E_A(u) \) is a paradifferential operator whose matrix-valued symbol \( a \), given by (3.4.10), has semi-norms in \( \Gamma^{0}_{1/2} \) estimated by statement \( ii \) in Lemma 3.4.5: this means that \( E_A(v) \) can be written as \( E_A(v) = T_a + R \) with

\[ \sup \| \langle \xi \rangle^\beta \partial_\xi^\beta a(\cdot, \xi) \|_{C^{\rho-2}} \leq K \| v \|_{C^3} \langle \xi \rangle^{-\beta}, \]

\[ \| R f \|_{H^{\mu+2}} \leq K \| v \|_{C^3} \| f \|_{H^\mu}. \]

Since \( \rho - 3/2 \geq 1 \), the statements \( i \) and \( ii \) now follow from Theorem A.1.7 in Appendix A.1. \( \square \)
We next prove an analogous result for the quadratic term $S(v)$.

**Lemma 3.6.3.** There exist two matrices of symbols $R^1$, $R^2$ in $SR_{0,0}$ such that $E_R(v) = Op^R[v^1, R^1] + Op^R[v^2, R^2]$ satisfies the following properties.

i) There holds

$$E_R(Dv) + E_R(v)D - DE_R(v) = \mathcal{S}(v)$$

where $\mathcal{S}$ is such that

$$\Re \langle S(v)f - \mathcal{S}(v)f, f \rangle_{H^\mu \times H^\mu} = 0,$$

for any $f \in H^\mu(\mathbb{R})^2$, and satisfies

$$\|\mathcal{S}(v)\|_{C(\mu, \mu, \rho + 1)} \leq K \|v\|_{C^{\rho}}.$$

ii) For all $(\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+$ such that $\mu + \rho > 1$ and $\rho \notin \mathbb{N}$, there exists a positive constant $K$ such that

$$\|E_R(v)f\|_{H^{\mu + \rho - 1}} \leq K \|v\|_{C^{\rho}} \|f\|_{H^\mu}.$$

**Proof.** Set $E_R(v) = E^\sharp(v) + E^\flat(v)$ where $E^\sharp(v)$ and $E^\flat(v)$ are as given by Proposition 3.5.3 with $\beta = s$. 

The main result of this chapter is the following proposition.

**Proposition 3.6.4.** Use Notation 3.1.7 and Assumptions 3.1.1 and 3.1.5. The new unknown

$$\Phi = U + E_A(u)U - E_R(u)U$$

satisfies

$$\partial_t \Phi + D\Phi + (Q(u) - B(u))\Phi + (S(u) - \mathcal{S}(u))\Phi + C(u)\Phi \equiv 0 \mod [H^\mu].$$

**Proof.** Set $E = E_A - E_R$. Since

$$\partial_t \Phi = \partial_t U + E(\partial_t u)U + E(u)\partial_t U,$$

$$D\Phi = DU + DE(u)U,$$

by using (3.6.6) and (3.6.8) we find that

$$\partial_t \Phi + D\Phi = \partial_t U + DU + B(u)U + \mathcal{S}(u)U + E(\partial_t u + Du)U + E(u)(\partial_t U + DU).$$

Thus,

$$\partial_t \Phi + D\Phi + (Q(u) - B(u))\Phi + (S(u) - \mathcal{S}(u))\Phi + C(u)\Phi \equiv \mathcal{F} \mod [H^\mu].$$
with
\[
\mathcal{F} = (Q(u) + S(u) + C(u))E(u)U - B(u)E(u)U - \mathcal{G}(u)E(u)U \\
+ E(\partial_t u + Du)U + E(u)(\partial_t U + DU).
\]
Since \(\|E(u)\|_{L(H^s, H^r)} \leq C\|u\|_{C^q}\), it follows from (3.6.1) that
\[
E(u)(\partial_t U + DU) = -E(u)(Q(u)U + C(u)U + S(u)U) \mod [H^s]
\]
and hence \(\mathcal{F} \equiv \mathcal{F}_1 + \mathcal{F}_2 \mod [H^s]\) with
\[
\mathcal{F}_1 = [A(u), E(u)]U + [S(u), E(u)]U - (B(u) + \mathcal{G}(u))E(u)U \\
\mathcal{F}_2 = E(\partial_t u + Du)U,
\]
where recall that \(A(u) = Q(u) + C(u)\).

We now have to prove that \(\mathcal{F}_1 \equiv 0 \mod [H^s]\) and \(\mathcal{F}_2 \equiv 0 \mod [H^s]\).

For this proof, we say that an operator \(f \mapsto P(u)f\) is of order \(m\) if there exists \(\mu_0 \in \mathbb{R}\) such that for any real number \(\mu \geq \mu_0\), it is bounded from \(H^\mu\) to \(H^{\mu - m}\) together with the estimate
\[
\|P(u)\|_{L(H^s, H^{\mu - m})} \leq C\|u\|_{C^q}
\]
for some constant \(C\) depending only on \(\|u\|_{C^q}\). We shall use the fact that if \(P(u)\) is of order \(m\) and \(L(u)\) is of order \(-m\) for some \(m \in [0, 1]\), then
\[
P(u)L(u)U \equiv 0 \mod [H^s],
\]
provided that \(s\) is large enough (for our purposes, it is easily verified that the requirement that \(s\) is large enough will hold true under our assumption on \(s\) imposed in Assumption 3.1.1). With this definition, \(A(u) = Q(u) + C(u)\) is of order 1 (this is most easily seen by using the expression (3.2.3) for \(A = A(u)\), the rule (A.1.5), the estimates (3.1.4) for \(\|V\|_{C^q}\) and (3.1.20) for \(\|\alpha\|_{C^q}\)). Lemma 3.6.2 implies that \(E_A(u)\) is of order 0 (see (3.6.7)). Similarly, since \(B(u) = \text{Op}^B[u^1, B^1] + \text{Op}^B[u^2, B^2]\) with \(B^1, B^2\) in \(S^{3/2}_{3/2}\), Lemma 3.4.6, Lemma 3.4.5 (see statement (ii)) and (A.1.5) imply that \(B(u)\) is of order 0. The estimate (A.1.17) implies that \(S(u)\) is of order \(3/2 - \varrho\) provided that \(\varrho\) is large enough. Similarly, (3.6.10) and (3.6.11) imply that \(\mathcal{G}\) and \(E_R(u)\) are of order \(1 - \varrho\). We shall only use the fact that, with our assumption on \(\varrho\), \(S(u)\) and \(\mathcal{G}(u)\) are of order 0 while \(E_R(u)\) is of order \(-1\).

Since \(E(u), B(u), \mathcal{G}(u)\) and \(S(u)\) are of order 0, we obtain that
\[
S(u)E(u)U \equiv 0 \mod [H^s], \quad E(u)S(u)U \equiv 0 \mod [H^s], \\
B(u)E(u)U \equiv 0 \mod [H^s], \quad \mathcal{G}(u)E(u)U \equiv 0 \mod [H^s].
\]
Now we claim that \([A(u), E(u)]U \equiv 0 \mod [H^s]\). To prove this result we estimate separately the contribution due to \(E_A\) and the contribution due to \(E_R\). Firstly, notice that since \(E_R(u)\) is of order \(-1\) and since \(A(u)\) is of order 1 we have
\[
A(u)E_R(u)U \equiv 0 \mod [H^s], \\
E_R(u)A(u)U \equiv 0 \mod [H^s],
\]
and since
which imply that \([A(u), E_R(u)]U \equiv 0 \mod [H^s]\). Now we claim that similarly
\[
(3.6.12) \qquad A(u)E_A(u)U - E_A(u)A(u)U \equiv 0 \mod [H^s].
\]
This we prove by using symbolic calculus. We need some preparation and introduce \(\tilde{A}(u)\) defined by
\[
\tilde{A}(u) = A(u) - T_V \partial_x - T_\alpha D.
\]
Directly from the definition of \(A(u)\), one can check that \(\tilde{A}(u)\) is an operator of order 0, so that
\[
\tilde{A}(u)E_A(u)U \equiv 0 \mod [H^s],
\]
\[
E_A(u)\tilde{A}(u)U \equiv 0 \mod [H^s].
\]
It remains to estimate the commutators of \(E_A(u)\) with \(T_V \partial_x\) and \(T_\alpha D\). Since \(T_V \partial_x\) has a scalar symbol, it follows from statement \(i)\) in Lemma 3.6.2 that
\[
T_V \partial_x(E_A(u)U) \equiv E_A(u)T_V \partial_x U \mod [H^s].
\]
To estimate \([T_\alpha D, E_A(u)]\), we use instead the equation (3.6.6) satisfied by \(E_A\) to obtain:
\[
T_\alpha DE_A(u)U = T_\alpha \left( E_A(u)DU + E_A(Du)U + B(u)U \right).
\]
Since \(T_\alpha, E_A(Du)\) and \(B(u)\) are of order 0 we directly find that
\[
T_\alpha E_A(Du)U + T_\alpha B(u)U \equiv 0 \mod [H^s].
\]
Since \(\alpha\) is a scalar function, we can apply statement \(i)\) in Lemma 3.6.2 to obtain
\[
T_\alpha E_A(u)DU \equiv E_A(u)T_\alpha DU \mod [H^s].
\]
This proves the claim (3.6.12) which completes the proof of \(F_1 \equiv 0 \mod [H^s]\).

It remains to prove that \(F_2 \equiv 0 \mod [H^s]\) where \(F_2 = E(\partial_t u + Du)U\). This will follow from the operator norm estimate of \(E(v)\) (see (3.6.7) and (3.6.11)) and the estimate of the \(C^5\)-norm of \(\partial_t u + Du\). The key point is that, since
\[
\partial_t u + Du = \left( \frac{\partial_t \eta - |D_x| \psi}{|D_x|^{1/2} (\partial_t \psi + \eta)} \right)
\]
directly from (3.1.1) and the definition of \(B(\eta)\psi\) we have
\[
(3.6.13) \qquad \partial_t u + Du = \left( \frac{G(\eta)\psi - |D_x| \psi}{|D_x|^{1/2} \left( -\frac{1}{2}(\partial_x \psi)^2 + \frac{1}{2}(1 + (\partial_x \eta))^2 \right) (B(\eta)\psi)^2} \right).
\]
Then (2.0.4), (2.6.12) and (A.2.4) imply that
\[
(3.6.14) \quad \|\partial_t u + Du\|_{C^5} \leq C(\|u\|_{C^6})^2 \|u\|^2_{C^6}. \]
As above mentioned, (3.6.7) and (3.6.11) then imply that \(F_2 \equiv 0 \mod [H^s]\).

This completes the proof of Proposition 3.6.4.
3.7 Energy estimate

Proposition 3.7.1. Let $T > T_0 > 0$ and fix $(s, \gamma)$ such that

$$s > \gamma + \frac{1}{2} > 14, \quad \gamma \not\in \frac{1}{2} \mathbb{N}.$$ 

There exists a constant $C > 0$ such that for any $\delta > 0$, for any $N_1$, there exists $\varepsilon_0$ such that for all $\varepsilon \in [0, \varepsilon_0]$, for all $M_1 > 0$, if a solution $(\eta, \psi)$ to (3.1.1) satisfy the following assumptions

i) $(\eta, \psi) \in C^0([T_0, T]; H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2} s - \frac{1}{2}}(\mathbb{R}))$ and $\omega \in C^0([T_0, T]; \dot{H}^{\frac{1}{2} s}(\mathbb{R}))$,

ii) for any $t \in [T_0, T]$, $\|\eta(t)\|_{C^\gamma} + \|D_x^{\frac{1}{2}} \psi(t)\|_{C^{\gamma - \frac{1}{2}}} \leq N_1 \varepsilon t^{-\frac{3}{4}}$,

iii) $\|\eta(T_0)\|_{H^s} + \|D_x^{\frac{1}{2}} \omega(T_0)\|_{H^s} \leq M_1 \varepsilon$,

then for any $t \in [T_0, T]$,

$$\|\eta(t)\|_{H^s} + \|D_x^{\frac{1}{2}} \omega(t)\|_{H^s} \leq CM_1 \varepsilon t^\delta.$$ 

Proof. By using mollifiers and standard arguments, it is sufficient to prove this result under the additional assumptions that $\eta \in C^1([T_0, T]; H^{s+1}(\mathbb{R}))$ and $\omega \in C^1([T_0, T]; \dot{H}^{\frac{1}{2} s+1}(\mathbb{R}))$.

Set $\varrho = \gamma - 1/2$. Then it is obvious that

$$N_\varrho(t) := \|\eta(t)\|_{C^\varrho} + \|D_x^{\frac{1}{2}} \psi(t)\|_{C^\varrho} = \|u(t)\|_{C^\varrho}$$

$$\leq \|\eta(t)\|_{C^\gamma} + \|D_x^{\frac{1}{2}} \psi(t)\|_{C^{\gamma - \frac{1}{2}}}.$$ 

As already mentioned in the remark made after the statement of Assumption 3.1.1, it follows from the assumptions ii) and iii) above that, if $\varepsilon$ is small enough, then for any $t \in [T_0, T]$,

$$\|\partial_x \eta(t)\|_{C^{\gamma - 1}} + \|\partial_x \eta(t)\|_{C^{\gamma - 1}}^{1/2} \|\eta'(t)\|_{H^{-1}}^{1/2} \leq \varepsilon.$$ 

Therefore Assumptions 3.1.1 and 3.1.5 are satisfied (we can replace the time interval $[0, T]$ by $[T_0, T]$ without causing confusion since the equation (3.1.1) is invariant by translation in time). Thus we may apply Proposition 3.6.4 which implies that $\Phi = U + E_A(u)U - E_R(u)U$ satisfies

$$\partial_t \Phi + D \Phi + (Q(u) - B(u)) \Phi + (S(u) - \mathcal{G}(u)) \Phi + C(u) \Phi = \Gamma$$

for some source term $\Gamma$ such that $\|\Gamma\|_{H^s} \leq C(\|u\|_{C^\varrho}) \|u\|_{C^\varrho}^2 \|U\|_{H^s}$. If $\|u\|_{C^\varrho}$ is small enough, it follows from (3.6.7) and (3.6.11) that

$$\|U\|_{H^s} \leq \frac{3}{2} \|U\|_{H^s}.$$ 

Similarly as already seen (cf. (2.1.6)) we have

$$\|D_x^{\frac{1}{2}} \omega\|_{H^s} \leq \frac{3}{2} \|U\|_{H^s}.$$
Therefore,

\[(3.7.4) \quad \|\Gamma\|_{H^s} \leq C(\|u\|_{C^0}) \|u\|_{C^0}^2 \|\Phi\|_{H^s}.\]

We want to estimate \(\|\eta\|_{H^s} + \|D_x^{1/2} \omega\|_{H^s}\). In view of (3.7.2) and (3.7.3) it is sufficient to estimate the \(L^2\)-norm of \(\Phi = \Lambda^s\Phi\) where \(\Lambda = (Id - \Delta)^{1/2}\). This unknown satisfies

\[(3.7.5) \quad \partial_t \Phi + D\Phi + L(u)\Phi + C(u)\Phi = \Gamma',\]

where

\[
L(u) = \Lambda^s(Q(u) - B(u))\Lambda^{-s} + \Lambda^s(S(u) - \mathcal{S}(u))\Lambda^{-s},
\]

\[
\Gamma' = \Lambda^s \Gamma + [C(u), \Lambda^s] \Phi.
\]

To estimate the \(L^2\)-norm of \(\Phi\) we take the \(L^2\)-scalar product of (3.7.5) with \(\Phi\). The key point is that, by definition of \(B(u)\) and \(\mathcal{S}(u)\), we have \(\text{Re} \langle L(u)\Phi, \Phi \rangle = 0\) where \(\langle \cdot, \cdot \rangle\) is the \(L^2\)-scalar product.

We need also to estimate the \(L^2\)-norm of the term \([C(u), \Lambda^s] \Phi\) as well as \(\text{Re} \langle C(u)\Phi, \Phi \rangle\). Both estimates rely on the fact that, directly from the definition (3.2.6) of \(C(u)\), the estimates (2.6.22) and (3.1.10) imply that \(C(u)\) is a matrix of paradifferential operators whose symbols are estimated in the symbol class \(\Gamma_1\) by \(C(\|u\|_{C^0}) \|u\|_{C^0}^2\). Therefore it follows from (A.1.8) that \(\| [C(u), \Lambda^s] \Phi \|_{L^2} \) is bounded by \(C(\|u\|_{C^0}) \|u\|_{C^0}^2 \|\Phi\|_{H^s}\).

On the other hand, it follows from Lemma A.4.6 in Appendix A.4 that

\[(3.7.6) \quad |\text{Re} \langle C(u)\Phi, \Phi \rangle| \leq C(\|u\|_{C^0}) \|u\|_{C^0}^2 \|\Phi\|_{L^2}^2.\]

Therefore, it follows from (3.7.4) and (3.7.6) that

\[(3.7.7) \quad \|\Phi(t)\|_{L^2}^2 \leq \|\Phi(T_0)\|_{L^2}^2 + \int_{T_0}^t C(\|u(\tau)\|_{C^0}) \|u(\tau)\|_{C^0}^2 \|\Phi(\tau)\|_{L^2}^2 d\tau,\]

and hence

\[
\|\dot{\Phi}(t)\|_{L^2}^2 \leq \|\dot{\Phi}(T_0)\|_{L^2}^2 + K \int_{T_0}^t \frac{e^2}{\tau} \|\Phi(\tau)\|_{L^2}^2 d\tau,
\]

for some constant \(K\) depending on the constant \(N_1\) which appears in assumption ii). The Gronwall lemma then yields \(\|\Phi(t)\|_{L^2}^2 \leq \|\Phi(T_0)\|_{L^2}^2 e^{2K} K\).

Since \(\|\Phi\|_{L^2} \sim \|\eta\|_{H^s} + \|D_x^{1/2} \omega\|_{H^s}\), this gives the asserted estimate (3.7.1).

\[\square\]

**Remark.** Notice that (3.7.7) implies the estimate (1.5) asserted in the introduction, as explained at the end of Section 3 of the introduction.
Chapter 4

Commutation of the Z-field with the equations

We begin the analysis of the Sobolev estimates for $Z^k U$ by establishing some identities which allow us to commute $Z^k$ with the equations (recall that $Z = t \partial_t + 2x \partial_x$). This problem has already been obtained by Wu [54] and Germain-Masmoudi-Shatah in [23]. We shall prove sharp tame estimates tailored to our purposes. To find the quadratic terms in the equations satisfied by $Z^k U$, the main difficulty consists in estimating $Z^k F(\eta) \psi - Z^k F(\leq 2)(\eta) \psi$, $Z^k G(\eta) \psi - Z^k \partial_x \psi$, $Z^k V(\eta) \psi - Z^k \partial_x \psi$, $Z^k B(\eta) \psi - Z^k \partial_x \psi$ and $Z^k (a - 1)$. These will be the main goals of this chapter.

The plan of this chapter is as follows. In section 4.1 we compute $ZG(\eta) \psi$. We then establish some identities which allow us to commute the $Z$ field with $B(\eta) \psi$, $V(\eta) \psi$ and $F(\eta) \psi$. Next we estimate the cubic terms.

4.1 Action of the Z-field on the Dirichlet-Neumann operator

The goal of this section is to compute the action of the vector field $Z$ on $G(\eta) \psi$. We use the abbreviated notation

$$B = B(\eta) \psi = \frac{G(\eta) \psi + \partial_x \eta \partial_x \psi}{1 + (\partial_x \eta)^2}, \quad V = V(\eta) \psi = \partial_x \psi - B \partial_x \eta.$$

We notice also that the time $t$ plays here the role of a parameter (as soon as we assume we may take derivatives relatively to it) that will not be written explicitly.

**Proposition 4.1.1.** Let $(\eta, \psi)$ be in $C^\gamma \times \dot{H}^{1,1}$, with $\gamma$ in $[2, +\infty]\setminus \frac{1}{2}\mathbb{N}$. Assume that $\|\eta\|_{L^\infty} < \delta$, where $\delta$ is the constant in i) of Proposition 1.1.6, that $Z \psi \in \dot{H}^{\frac{1}{2}}$, $\partial_t \partial_x^\alpha \eta$, $Z(\partial_x^\alpha \eta) \in L^\infty$ for
0 \leq \alpha \leq 1, and that $Z\eta$ is in $C^{\gamma-1}$. Then

\begin{equation}
ZG(\eta)\psi = G(\eta)(Z\psi - (B(\eta)\psi)Z\eta) - \partial_x((Z\eta)V(\eta)\psi) + R_G(\eta)\psi
\end{equation}

where

\[ R_G(\eta)\psi = 2[G(\eta)(\eta B(\eta)\psi) - \eta G(\eta)B(\eta)\psi] + 2(V(\eta)\psi)\partial_x\eta - 2G(\eta)\psi. \]

Let us introduce the following notation, where $\eta'$ stands for $\partial_x\eta$,

\begin{equation}
P = (1 + \eta'^2)\partial^2_z + \partial^2_x - \partial_x\eta'/\partial_z - \partial_z\eta'/\partial_x, \quad Z = t\partial_t + 2x\partial_x + (2z + 2\eta - (Z\eta))\partial_z.
\end{equation}

The operator $P$ is the Laplace operator $\partial^2_z + \partial^2_x$ written in $(x, z)$-coordinates (see (1.1.1)). In the same way, $Z$ is the vector field $t\partial_t + 2(x\partial_x + y\partial_y)$ written in $(x, z)$-coordinates. As $[\Delta, t\partial_t + 2(x\partial_x + y\partial_y)] = 4\Delta$, we have

\begin{equation}
[P, Z] = 4P.
\end{equation}

To prove Proposition 4.1.1, we shall show that, under its assumptions, if $\varphi$ is the unique solution in $E$ to $P\varphi = 0$, $\varphi|_{z = 0} = \psi$ provided by i) of Proposition 1.1.6, then $Z\varphi$, which according to (4.1.3) solves $P(Z\varphi) = 0$, belongs to $E$, so is the unique solution of that elliptic equation in $E$ with boundary data $(Z\varphi)|_{z = 0}$. It follows then from the definition (1.1.41) of $G(\eta)$ that

\[ G(\eta)((Z\varphi)|_{z = 0}) = \left[((1 + \eta'^2)\partial_z - \eta'\partial_x)Z\varphi\right]|_{z = 0}. \]

Computing explicitly both sides from $\psi$, $G(\eta)\psi$, $B$, $V$, we shall get (4.1.1).

We start proving the regularity properties if $Z\varphi$ indicated above.

**Lemma 4.1.2.** Let $(\eta, \psi)$ be in $C^\gamma \times \dot{H}^{1,1}$ (at fixed $t$), with $\gamma$ in $[2, +\infty] \setminus \frac{1}{2}\mathbb{N}$ and $\|\eta\|_{L^\infty}$ small enough. Assume moreover that $Z\eta$, $\partial_t\eta'$, $Z\eta'$ are in $L^\infty$ and that $\partial_t\psi$, $Z\psi$ are in $\dot{H}^{1}(\mathbb{R})$. Then the unique solution $\varphi$ in the space $E$ of $P\varphi = 0$, $\varphi|_{z = 0} = \psi$ provided by i) of Proposition 1.1.6 satisfies $\nabla_{x, z}\varphi \in E$, $Z\varphi \in E$ (at fixed $t$).

**Proof.** Assume given an action $(\lambda, f) \to M(\lambda)f$ of some abelian group $\Lambda$ on the space of real valued functions defined on $\{(t, x, z) ; z < 0\}$, sending $E$ into $E$. Assume also that there is some continuous function $\lambda \to m(\lambda)$, $\mathbb{R}^*_+\text{-valued, such that}$

\[ \partial_x[M(\lambda)f] = m(\lambda)M(\partial_xf), \quad \partial_z[M(\lambda)f] = m(\lambda)M(\partial_zf) \]

and that

\[ M(\lambda)(f_1f_2) = (M(\lambda)f_1)(M(\lambda)f_2), \quad (M(\lambda)f)|_{z = 0} = M(\lambda)(f|_{z = 0}). \]
Let \( \varphi \) be a solution in \( E \) of \( P\varphi = 0 \). Then, using the preceding properties of \( M_\lambda \),
\[
P(M_\lambda \varphi) = m(\lambda)^2 M_\lambda \left[ (1 + (M_\lambda^{-1} \eta')^2) \partial_x^2 \varphi + \partial_x^2 \varphi - \partial_x ((M_\lambda^{-1} \eta') \partial_z \varphi) w - \partial_z ((M_\lambda^{-1} \eta') \partial_x \varphi) \right].
\]

If, in the right hand side, we substitute \( \eta' \) to \( M_\lambda^{-1} \eta' \) (resp. \( \eta^2 \) to \( (M_\lambda^{-1} \eta')^2 \)), we make appear \( P\varphi = 0 \). Consequently, we may rewrite the preceding relation as
\[
P(M_\lambda \varphi) = \partial_x h_1^\lambda + \partial_z h_2^\lambda,
\]
with
\[
h_1^\lambda = m(\lambda)^2 M_\lambda \left[ ((M_\lambda^{-1} \eta')^2 - \eta^2) \partial_x \varphi - (M_\lambda^{-1} \eta') \partial_x \varphi \right],
\]
\[
h_2^\lambda = -m(\lambda)^2 M_\lambda \left[ ((M_\lambda^{-1} \eta') - \eta') \partial_x \varphi \right].
\]
Using again that \( P\varphi = 0 \) and that \( M_\lambda \) commutes to restriction to \( z = 0 \), we obtain finally
\[
P(M_\lambda \varphi - \varphi) = \partial_x h_1^\lambda + \partial_z h_2^\lambda,
\]
\[
(M_\lambda \varphi - \varphi) \big|_{z=0} = M_\lambda \psi - \psi.
\]
Since \( \varphi \) is in \( E \), \( h_1^\lambda \), \( h_2^\lambda \) are in \( L^2([-\infty, 0[ \times \mathbb{R}) \). Since \( \eta' \) is in \( C^{\gamma-1} \) and since by the equation \( \partial_x^2 \varphi \) is in \( L^2([-\infty, 0[ \times H^{-1}(\mathbb{R})) \), the same is true for \( \partial_x h_1^\lambda \). Since moreover, at fixed \( \lambda \), \( M_\lambda \varphi - \varphi \) is in \( E \), we may apply inequality (1.1.11) which implies that
\[
\text{(4.1.4)} \quad \| \nabla_{x,z} (M_\lambda \varphi - \varphi) \|_{L^2 L^2} \leq C \left[ \| D_x \| \| (M_\lambda \psi - \psi) \|_{L^2} + \| h^\lambda \|_{L^2 L^2} \right]
\]
with a constant \( C \) independent of \( \lambda \) staying in a compact subset of \( \Lambda \). We apply this inequality first with \( \Lambda = \mathbb{R} \), \( M_\lambda \) being the action by translation relatively to the \( x \)-variable, so that \( m(\lambda) \equiv 1 \). Then \( M_0 = \text{Id} \) and we get
\[
\| D_x \| \| M_\lambda \psi - \psi \|_{L^2} \leq C \| h^\lambda \|_{L^2 L^2} \leq C \| \nabla \varphi \|_{L^2 L^2} \| \lambda \|,
\]
where, for the second estimate, we used that \( \eta' \) is lipshitz relatively to \( x \). We deduce from (4.1.4)
\[
\| \nabla_{x,z} (\varphi(t, x + \lambda, z) - \varphi(t, x, z)) \|_{L^2 L^2} \leq C \| \nabla \| \| D_x \| \| \psi \|_{H^1} + \| \nabla_{x,z} \varphi \|_{L^2 L^2} \| \lambda \|.
\]
It follows that \( \nabla_{x,z} (\partial_x \varphi) \) is in \( L^2 L^2 \). Using the equation \( P\varphi = 0 \), we obtain as well \( \partial_x^2 \varphi \in L^2 L^2 \) so that \( \nabla_{x,z} \varphi \) is in \( E \).

Applying the same reasoning to time translations, we get that \( \partial_t \varphi \) is in \( E \).

Let us prove now that \( \bar{Z} \varphi \) belongs to \( E \). Denote \( Z_0 = t \partial_t + (2x \partial_x + 2z \partial_z) \) so that \( (\bar{Z} - Z_0) \varphi = (2\eta - (Z \eta)) \partial_x \varphi \) is in \( L^2([-\infty, 0[ \times \mathbb{R}) \) (at fixed \( t \)) as well as its \( (x, z) \)-gradient by what we just
saw. This shows that \((Z - Z_0)\varphi\) is in \(E\), so that we just need to check that \(Z_0\varphi\) is in \(E\), so that \(\nabla_{x,z} Z_0\varphi\) is in \(L^2([-\infty,0[\times\mathbb{R})\). We use estimate (4.1.4) where \(M_\lambda\) is the action of \(\mathbb{R}_+^\ast\) on functions given by \(M_\lambda \varphi(t, x, z) = \varphi(\lambda t, \lambda^2 x, \lambda^2 z)\) and where \(m(\lambda) = \lambda^2\). Then \(\nabla \left( \frac{M_\lambda \varphi - \varphi}{\lambda - 1} \right)\) converges in the sense of distributions to \(\nabla Z_0\varphi\) when \(\lambda\) goes to 1, and the assumptions \(Z\psi \in \dot{H}^{1,2}, Z\eta' \in L^\infty, \nabla \varphi \in L^2L^2\) show that, when \(\lambda\) stays in a compact neighborhood of 1, the right hand side of (4.1.4) is bounded from above by \(C|\lambda - 1|\) (Notice that the action by \(M_\lambda\) on functions of \((t, x)\) has \(Z\) as infinitesimal generator). Dividing (4.1.4) by \(\lambda - 1\), we conclude that \(\nabla_{x,z} (Z_0\varphi)\) is in \(L^2([-\infty,0[\times\mathbb{R})\) as wanted.

**Proof of Proposition 4.1.1.** We notice first that by the definition (1.1.41) of \(G(\eta)\) and the one of \(B, \partial_z \varphi |_{z = 0} = B(\eta)\psi\), so that

\[
Z\varphi |_{z = 0} = Z\psi + (2\eta - (Z\eta))(B(\eta)\psi).
\]

As \(G(\eta)\psi\) is in \(H^{1/2}\) as a function of \(x\) by Proposition 2.3.1, we see that under the assumptions of the statement, \(B\) belongs to \(H^{1/2}(\mathbb{R})\), so that \(Z\varphi |_{z = 0}\) is in \(\dot{H}^{1/2}\). Moreover, by Lemma 4.1.2, \(Z\varphi\) is in \(E\). By uniqueness of solutions in \(E\) to \(P(Z\varphi) = 0, Z\varphi |_{z = 0} \in \dot{H}^{1/2}\) given by Proposition 1.1.6, we deduce that

\[
(4.1.5) \quad G(\eta) \left[ Z\psi + (2\eta - (Z\eta))B \right] = \left[ (1 + \eta^2)\partial_z(Z\varphi) - \eta'\partial_x(Z\varphi) \right] |_{z = 0}.
\]

Let us deduce (4.1.1) from this equality. From the definition (4.1.2) of \(Z\) we get

\[
\partial_z(Z\varphi) = Z(\partial_z \varphi) + 2\partial_x \varphi + (2z + 2\eta - (Z\eta))\partial_x^2 \varphi.
\]

Multiplying by \((1 + \eta^2)\) and using that \(P\varphi = 0\) to express the \(\partial_x^2 \varphi\) term, we get

\[
(1 + \eta^2)\partial_z(Z\varphi) = (1 + \eta^2)Z(\partial_z \varphi) + 2(1 + \eta^2)\partial_x \varphi + (2z + 2\eta - (Z\eta))\partial_x^2 \varphi.
\]

We compute from that expression the right hand side of (4.1.5) remembering that \(\partial_z \varphi |_{z = 0} = B\) and that \(V = (\partial_x \varphi - \eta'\partial_x \varphi) |_{z = 0}\).

We obtain

\[
G(\eta) \left[ Z\psi + (2\eta - (Z\eta))B \right] = (1 + \eta^2)ZB + 2(1 + \eta^2)B + (2\eta - (Z\eta))\left[ -\partial_x V + \eta'\partial_x B \right] - \eta'\partial_x \left[ Z\psi + (2\eta - (Z\eta))B \right] .
\]

We are left with transforming this expression into (4.1.1). We notice first that \(\partial_z \varphi\) satisfies \(P(\partial_z \varphi) = 0, \partial_z \varphi |_{z = 0} = B\) and that by Lemma 4.1.2, \(\partial_z \varphi\) is in \(E\), while \(B\) has been seen to belong to \(\dot{H}^{1,2}\). We may thus apply again the uniqueness result of Proposition 1.1.6 to conclude that

\[
G(\eta)B = \left[ ((1 + \eta^2)\partial_z - \eta'\partial_x)(\partial_z \varphi) \right] |_{z = 0}.
\]

128
Expressing in the right hand side of this equality \((1 + \eta'^2)\partial_x^2 \varphi\) from the equation \(P\varphi = 0\), we get

\[(4.1.7) \quad G(\eta)B = -\partial_x V.\]

Using that formula, and, by definition of \(B\)

\((1 + \eta'^2)B = G(\eta)\varphi + \eta' (\partial_x \psi)\)

we rewrite (4.1.6) after simplifications as

\[G(\eta)[Z\psi - B(Z\eta)] = Z[G(\eta)\psi] + 2[\eta G(\eta)B - G(\eta)(\eta B)] + 2G(\eta)\psi + (Z\eta)(\partial_x V) + (Z\eta')(\partial_x \psi - \eta' B).\]

Expressing in the last term \(\partial_x \psi\) from \(V + B(\partial_x \eta)\), by definition of \(V\), we get (4.1.1). This concludes the proof. \(\square\)

### 4.2 Other identities

Next we notice that properties of \(ZB(\eta)\psi\) and \(ZV(\eta)\psi\) can be deduced using \(B(\eta)\psi - (V(\eta)\psi)\partial_x \eta = G(\eta)\psi\) and the previous calculation result for \(ZG(\eta)\psi\). The conclusion is given by the following lemma.

**Lemma 4.2.1.** Use the same notations and assumptions as in Proposition 4.1.1. Then

\[(4.2.1) \quad ZB(\eta)\psi = B(\eta)(Z\psi - (B(\eta)\psi)Z\eta) + R_B(\eta)\psi,\]

\[(4.2.2) \quad ZV(\eta)\psi = V(\eta)(Z\psi - (B(\eta)\psi)Z\eta) + R_V(\eta)\psi,\]

with

\[(4.2.3) \quad R_B(\eta)\psi = \frac{1}{1 + (\partial_x \eta)^2} \left[ -4(V(\eta)\psi)\partial_x \eta + ((\partial_x \eta)(\partial_x B(\eta)\psi) - (\partial_x V(\eta)\psi))Z\eta \right] + \frac{1}{1 + (\partial_x \eta)^2} R_G(\eta)\psi,\]

and

\[(4.2.4) \quad R_V(\eta)\psi = -(R_B(\eta)\psi)\partial_x \eta + (\partial_x B(\eta)\psi)Z\eta - 2V(\eta)\psi,\]

where recall that \(R_G(\eta)\psi\) is given by (4.1.1).

**Proof.** We abbreviate \(B = B(\eta)\psi, V = V(\eta)\psi\) and \(R_G = R_G(\eta)\psi\).

Starting from \(B - V \partial_x \eta = G(\eta)\psi\), we have

\[ZB - (ZV)\partial_x \eta - VZ\partial_x \eta = ZG(\eta)\psi.\]
Since $ZV = Z(\partial_x \psi - B\partial_x \eta)$, we have

$$
ZB - (ZV)\partial_x \eta = (1 + (\partial_x \eta)^2)ZB - (Z\partial_x \psi)\partial_x \eta + B\partial_x \eta Z\partial_x \eta,
$$
so

$$(1 + (\partial_x \eta)^2)ZB = ZG(\eta)\psi + (Z\partial_x \psi)\partial_x \eta - B\partial_x \eta Z\partial_x \eta + VZ\partial_x \eta.
$$

Now, according to the identity (4.1.1) for $ZG(\eta)\psi$, we obtain

$$(1 + (\partial_x \eta)^2)ZB = G(\eta)(Z\psi - BZ\eta) - \partial_x((Z\eta)V) + R_G + (Z\partial_x \psi)\partial_x \eta - B\partial_x \eta Z\partial_x \eta + VZ\partial_x \eta.
$$

Then, it is a simple calculation using $Z\partial_x = \partial_x Z - 2\partial_x$ to verify that

$$(1 + (\partial_x \eta)^2)ZB = G(\eta)(Z\psi - BZ\eta) - Z\eta \partial_x V + R_G + V(-2\partial_x \eta) + \partial_x \eta Z\psi - 2\partial_x \eta \partial_x \psi - B\partial_x \eta \partial_x Z\eta + 2B(\partial_x \eta)^2
$$
so

$$(1 + (\partial_x \eta)^2)ZB = G(\eta)(Z\psi - BZ\eta) - Z\eta \partial_x V + R_G + \partial_x \eta \partial_x (Z\psi - BZ\eta) + (\partial_x \eta)(\partial_x B)Z\eta - 2V\partial_x \eta - 2\partial_x \psi \partial_x \eta + 2B(\partial_x \eta)^2.
$$

On the other hand, by definition of $B(\eta)$, we have

$$
B(\eta)(Z\psi - BZ\eta) = \frac{1}{1 + (\partial_x \eta)^2} \left( G(\eta)(Z\psi - BZ\eta) + \partial_x \eta \partial_x (Z\psi - BZ\eta) \right).
$$

Thus, we obtain that $R_B(\eta)\psi$ is given by

$$
\frac{1}{1 + (\partial_x \eta)^2} \left[ -Z\eta \partial_x V + R_G + \partial_x \eta (\partial_x B)Z\eta - 2V\partial_x \eta - 2\partial_x \psi \partial_x \eta + 2B(\partial_x \eta)^2 \right].
$$

Since

$$-2\partial_x \psi \partial_x \eta + 2B(\partial_x \eta)^2 = -2(\partial_x \psi - B\partial_x \eta)\partial_x \eta = -2V\partial_x \eta
$$

by definition of $V$, this yields the desired result (4.2.1).

It remains to prove (4.2.2). Starting from $V = \partial_x \psi - B\partial_x \eta$, we have

$$
ZV = Z(\partial_x \psi - B\partial_x \eta)
= \partial_x Z\psi - 2\partial_x \psi - (ZB)\partial_x \eta - BZ\partial_x \eta
= \partial_x Z\psi - 2\partial_x \psi - (ZB)\partial_x \eta - B\partial_x Z\eta + 2B\partial_x \eta
= \partial_x (Z\psi - BZ\eta) + (\partial_x B)Z\eta - (ZB)\partial_x \eta - 2V.
$$

Since

$$V(\eta)(Z\psi - BZ\eta) = \partial_x (Z\psi - BZ\eta) - (B(\eta)(Z\psi - BZ\eta))\partial_x \eta,
$$
the desired result follows from (4.2.1).
The previous identities have been stated in a way which is convenient to compute $ZF(\eta)\psi$.
Our last identity is about $ZF(\eta)\psi$ where recall that

$$F(\eta)\psi = G(\eta)\psi - \left(|D_x| (\psi - T_{B(\eta)}\psi) - \partial_x(T_{V(\eta)}\psi)\right).$$

**Lemma 4.2.2.** Use the same notations and assumptions as in Proposition 4.1.1. There holds

$$ZF(\eta)\psi = F(\eta)(Z\psi - (B(\eta)\psi)Z\eta) - 2F(\eta)\psi$$

$$- |D_x| T_{Z\eta}\psi - \partial_x(T_{Z\eta}V(\eta)\psi)$$

$$- |D_x| R_B(B(\eta)\psi, Z\eta) - \partial_x R_B(Z\eta, V(\eta)\psi)$$

$$+ 2G(\eta)(\eta B(\eta)\psi) - 2\eta G(\eta)B(\eta)\psi$$

$$+ |D_x| T_{R_B(\eta)}\psi\eta + 2(V(\eta)\psi)\partial_x\eta + \partial_x(T_{R_V(\eta)}\psi\eta)$$

$$+ 2|D_x| S_B(B(\eta)\psi, \eta) + 2\partial_x S_B(V(\eta)\psi, \eta),$$

where $S_B$ is given by (3.4.14); $R_B$ and $R_V$ are given by (4.2.3) and (4.2.4) and $R_B(a, b) = ab - T_ab - T_0a$.

**Proof.** We write simply $A$ instead of $A(\eta)\psi$ for $A \in \{B, V, R_G, R_B, R_V\}$.

Recall that

$$ZG(\eta)\psi = G(\eta)(Z\psi - BZ\eta) - \partial_x((Z\eta)V) + R_G,$$

with

$$R_G = 2[G(\eta)(\eta B) - \eta G(\eta)B] + 2V\partial_x\eta - 2G(\eta)\psi.$$

Consequently,

$$ZF(\eta)\psi = G(\eta)(Z\psi - BZ\eta) - \partial_x((Z\eta)V) + R_G - Z|D_x|(\psi - T_B\eta) + Z\partial_x(T_V\eta).$$

We shall study the terms separately.

Start with $Z|D_x|(\psi - T_B\eta)$. Since $Z|D_x| = |D_x|Z - 2|D_x|$, we have

$$Z|D_x|(\psi - T_B\eta) = |D_x|Z(\psi - T_B\eta) - 2|D_x|(\psi - T_B\eta).$$

By using the following consequence of (3.4.14):

$$(4.2.5)\quad Z(T_ab) = T_{Zab} + T_aZb + 2S_B(a, b),$$

we find that

$$Z|D_x|(\psi - T_B\eta) = |D_x|(Z\psi - T_BZ\eta) - |D_x|T_{Z\eta} - 2|D_x|(\psi - T_B\eta)$$

$$- 2|D_x| S_B(B, \eta).$$

Now set

$$C := B(\eta)(Z\psi - BZ\eta), \quad W := V(\eta)(Z\psi - BZ\eta),$$

$$131.$$
In this section, we shall estimate the action of iterated vector fields

4.3 Estimates for the action of iterated vector fields

to obtain, by definition of $F(\eta)$,

$$G(\eta)(Z\psi - BZ\eta) = |Dx|(Z\psi - BZ\eta - T_{C}\eta) - \partial_x(T_{W}\eta) + F(\eta)(Z\psi - BZ\eta).$$

Writing $|Dx|(Z\psi - BZ\eta)$ under the form

$$|Dx|(Z\psi - BZ\eta) = |Dx|(Z\psi - T_{B}\eta) - |Dx|(T_{Z\eta}B) - |Dx| R_{B}(B,Z\eta),$$

and combining the previous identities, we conclude

$$ZF(\eta)\psi = - |Dx|(T_{Z\eta}B) - \partial_x((Z\eta)V)$$

$$+ 2 |Dx|(\psi - T_{B}\eta) - 2G(\eta)\psi$$

$$+ 2 [G(\eta)(\eta B) - \eta G(\eta)B]$$

$$+ |Dx| T_{Z\eta}B + 2V\partial_x\eta - |Dx| T_{C}\eta - \partial_x(T_{W}\eta) + Z\partial_x(T_{V}\eta)$$

$$- |Dx| R_{B}(B,Z\eta) + 2 |Dx| S_{B}(B,\eta) + F(\eta)(Z\psi - BZ\eta).$$

To simplify this expression, we use three facts. Firstly, by definition of $F(\eta)$, we have

$$2 |Dx|(\psi - T_{B}\eta) - 2G(\eta)\psi = 2\partial_x(T_{V}\eta) - 2F(\eta)\psi.$$

Secondly, we paralinearize the product $(Z\eta)V$ to obtain

$$\partial_x((Z\eta)V) = \partial_x(T_{Z\eta}V + T_{V}Z\eta + R_{B}(Z\eta,V))$$

$$= T_{Z\eta}\partial_x V + T_{\partial_xZ\eta}V + \partial_x(T_{V}Z\eta) + \partial_x R_{B}(Z\eta,V).$$

Thirdly, since $Z\partial_x - \partial_x Z = -2\partial_x$, (4.2.5) implies that

$$Z\partial_x(T_{V}\eta) + 2\partial_x(T_{V}\eta) - \partial_x(T_{V}Z\eta) = \partial_x(T_{Z\eta}V) + 2\partial_x S_{B}(V,\eta).$$

Now substitute the above relations into (4.2.6) and simplify. We conclude that

$$ZF(\eta)\psi = - |Dx| T_{Z\eta}B - \partial_x(T_{Z\eta}V)$$

$$+ 2G(\eta)(\eta B) - 2\eta G(\eta)B + |Dx| T_{Z\eta}B + 2V\partial_x\eta + \partial_x(T_{Z\eta}W\eta)$$

$$- |Dx| R_{B}(B,Z\eta) - \partial_x R_{B}(Z\eta,V) + 2 |Dx| S_{B}(B,\eta) + 2\partial_x S_{B}(V,\eta)$$

$$- 2F(\eta)\psi + F(\eta)(Z\psi - BZ\eta).$$

The desired result then follows from (4.2.1) and (4.2.2). $\Box$

4.3 Estimates for the action of iterated vector fields

In this section, we shall estimate the action of iterated vector fields $Z$ on the Dirichlet-Neumann operator $G(\eta)$, and on related operators. We shall express these actions in terms of convenient classes of multilinear operators.
We denote by $\mathcal{E}$ the algebra of operators generated by the operators of multiplication by analytic functions $(\eta, \eta')$ (defined on a neighborhood of zero), by the operators

\begin{equation}
(4.3.1) \quad G(\eta) |D_x|^{-\frac{1}{2}} (D_x)^{-\frac{1}{2}}, \quad B(\eta) |D_x|^{-\frac{1}{2}} (D_x)^{-\frac{1}{2}}, \quad V(\eta) |D_x|^{-\frac{1}{2}} (D_x)^{-\frac{1}{2}}, \quad b_0(D_x)
\end{equation}

where $b_0(D_x)$ is any Fourier multiplier, continuous, smooth outside zero, and satisfying estimates $|\partial_\xi^r b_0(\xi)| = O(\langle \xi \rangle^{c-\alpha} \langle \xi \rangle^{-c})$ for some $c > 0$ or $|\partial_\xi^r b_0(\xi)| = O(\langle \xi \rangle^{-\alpha})$. Notice that all these operators are of order zero i.e. if $\eta$ is in $C^\gamma$ and if $\mu > 0$ is such that $\gamma > \mu + \frac{3}{2}$, the first of these operators acts from $H^\mu$ to $H^\mu$ by Proposition 1.1.6. By the definition (2.0.1) of $B(\eta)$ and $V(\eta)$, the same holds true for the second and third one. By Corollary 1.1.8 we have also boundedness from $C^{\gamma-1}$ to itself.

We denote by $\overline{\mathcal{E}}$ the right ideal of $\mathcal{E}$ given by these elements of $\mathcal{E}$ that may be written as linear combinations of $G(\eta) |D_x|^{-\frac{1}{2}} (D_x)^{-\frac{1}{2}} E$ and $b_0(D_x)E$ where $E$ is in $\mathcal{E}$ and $b_0(D_x)$ is a Fourier multiplier as above, with $c \geq 1/2$.

**Definition 4.3.1.** Let $p \in \mathbb{N}$, $q \in \mathbb{Z}$, $p + q \geq 0$, $N \in \mathbb{N}$. One denotes by $\mathcal{C}_q^p [N]$ the vector space generated by operators of the form

\begin{equation}
(4.3.2) \quad E_0 \circ \left[ (Z^{p_1} b_{q_1} (D_x) a_1) E_1 \right] \circ \left[ (Z^{p_2} b_{q_2} (D_x) a_2) E_2 \right] \circ \cdots \circ \left[ (Z^{p_{N'}} b_{q_{N'}} (D_x) a_{N'}) E_{N'} \right]
\end{equation}

where $N' \geq N$, $b_j(D_x)$, $j = 1, \ldots, N'$, is a smooth Fourier multiplier of order $q_j$, $E_j$ is in $\mathcal{E}$ for $1 \leq j \leq N'$, $a_j$ is some analytic function of $(\eta, \eta')$ vanishing at $(\eta, \eta') = (0,0)$, and the integers $p_j, q_j$ satisfy the inequalities

\begin{equation}
(4.3.3) \quad \sum_{r=1}^{N'} (p_r + q_r) \leq p + q, \quad \sum_{r=1}^{N'} p_r \leq p, \quad p_r + q_r \geq 0, \quad q_r \geq -1, \quad r = 1, \ldots, N'.
\end{equation}

We set $\mathcal{C}_q^p$ for $\mathcal{C}_q^p [0]$. We denote by $\overline{\mathcal{C}}_q^p [N]$ the subspace of $\mathcal{C}_q^p [N]$ generated by operators of the form (4.3.2) where $E_0$ is in $\overline{\mathcal{E}}$.

We study first the composition of an element of $\mathcal{C}_q^p [N]$ and of $(\partial_x, Z)$-derivatives.

**Proposition 4.3.2.** Let $C$ be an element of $\mathcal{C}_q^p [N]$, $\ell, k$ be in $\mathbb{N}$. There are elements $C_{j,h}^i$ of $\mathcal{C}_{q+i-h-j}^{p+k-i} [N]$ for $i + j \leq k$, $h \leq \ell$, $i, j, h$ in $\mathbb{N}$ such that

\begin{equation}
(4.3.4) \quad \partial_x^\ell Z^k C = \sum_{i+j \leq k} \sum_{h \leq \ell} C_{j,h}^i \partial_x^{i+h} Z^i.
\end{equation}

Moreover, if $C$ is in $\overline{\mathcal{C}}_q^p [N]$, then $C_{j,h}^i$ is in $\overline{\mathcal{C}}_{q+i-h-j}^{p+k-i} [N]$.

We consider first the case when $\ell + k = 1$ and $C$ is in $\mathcal{E}$. 
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Lemma 4.3.3. Let $E$ be in $\mathcal{E}$. Then

$$ZE = EZ + C_0^1 + C_{-1}^1 \partial_x,$$

$$\partial_x E = E \partial_x + C_0^0,$$

where $C_q^p$ are in $C_q^p$. If $E$ is in $\tilde{\mathcal{E}}$, the first equality holds with $C_q^p$ in $\tilde{C}_q^p$.

Proof. Consider the case when $E = G(\eta) |D_x|^{-\frac{1}{2}} \langle D_x \rangle^{-\frac{1}{2}} \in \tilde{\mathcal{E}}$. Writing $G(\eta) = E |D_x|^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}}$ and decomposing $|D_x|^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} = b_0(D_x) + b_0''(D_x) \partial_x$ where $b_0, b_0''$ are symbols satisfying the same conditions as $b_0$ in (4.3.1), with $b_0'' = 0$ close to zero, we may write

$$G(\eta) = E' + E'' \partial_x$$

with $E', E''$ in $\tilde{\mathcal{E}}$. Write

$$[Z, E] = [Z, G(\eta)] |D_x|^{-\frac{1}{2}} \langle D_x \rangle^{-\frac{1}{2}} + Eb_0(D_x)$$

for some Fourier multiplier $b_0(D_x)$ as in (4.3.1), and express $[Z, G(\eta)]$ using (4.1.1) and the fact that $G(\eta)B = -\partial_x V$ i.e.

$$[Z, G(\eta)] \tilde{\psi} = -G(\eta) \langle (Z\eta)B(\eta) \tilde{\psi} \rangle - \partial_x \langle (Z\eta)V(\eta) \tilde{\psi} \rangle$$

$$+ 2G(\eta) \langle \eta B(\eta) \tilde{\psi} \rangle + 2\partial_x \langle \eta V(\eta) \tilde{\psi} \rangle - 2G(\eta) \tilde{\psi}.$$

If we express $\tilde{\psi} = |D_x|^{-\frac{1}{2}} \langle D_x \rangle^{-\frac{1}{2}} \psi$ and use (4.3.6), (4.3.7), we see finally that $[Z, E] \psi$ may be written from expression

$$\tilde{E}_0 \partial_x ((Z\eta)E_0 \psi), \quad \tilde{E}_0 ((Z\eta)E_0 \psi),$$

$$\tilde{E}_0 \partial_x (E_0 \psi), \quad \tilde{E}_0 \psi,$$

where $\tilde{E}_0$ is in $\tilde{\mathcal{E}}$ and $E_0$ is in $\mathcal{E}$.

Since, on the other hand

$$[\partial_x, G(\eta)] = 2\eta' \eta'' B(\eta) - \eta'' \partial_x,$$

$$[\partial_x, B(\eta)] = -\frac{2\eta' \eta''}{(1 + \eta^2)^2} G(\eta) + \frac{\eta'' (1 - \eta'^2)}{(1 + \eta^2)^2} \partial_x + \frac{1}{1 + \eta^2} [\partial_x, G(\eta)],$$

$$[\partial_x, V(\eta)] = -\eta' [\partial_x, B(\eta)] - \eta'' B(\eta),$$

we see that, if $E_0$ is in $\mathcal{E}$, $[\partial_x, E_0]$ may be written as a linear combination of quantities

$$E_0', \quad \partial_x (a(\eta, \eta')) E_0'$$

with $E_0'$ in $\mathcal{E}$, so that the second equality in (4.3.5) holds.
Plugging this information in (4.3.9), we see finally that \( [Z,E] \psi \) is a linear combination of quantities of the following type

\[
\begin{align*}
\tilde{E}_0((Z\eta)E_0^\partial_x \psi), & \quad \tilde{E}_0(\partial_x \psi), \\
\tilde{E}_0((\partial_x Z\eta)E_0^\psi), & \quad \tilde{E}_0((Z\eta)(\partial_x a)E_0^\psi), \\
\tilde{E}_0((Z\eta)E_0^\psi), & \quad \tilde{E}_0((\partial_x a)E_0^\psi), \quad \tilde{E}_0 \psi,
\end{align*}
\]

(4.3.11)

where \( a \) is some analytic function of \((\eta, \eta')\), \( \tilde{E}_0 \) is in \( \tilde{E} \) and \( E_0^\partial \) is in \( E \). We may write \( \eta \) in the above formulas as \( \eta = b_0'(D_x)\eta + b_0''(D_x)^2 \eta' \) where \( b_0', b_0'' \) are Fourier multipliers of order \(-1\). It follows then from Definition 4.3.1 that the quantities on the first line of (4.3.11) may be written \( C_{1,1}^\partial \partial_x \psi \) with \( C_{1,1}^\partial \) in \( \tilde{C}_0^1 \). Those on the second and third lines are of the form \( C_0^1 \) with \( C_0^1 \) in \( \tilde{C}_0^1 \). This gives the first formula in (4.3.5) when \( E = G(\eta) |D_x|^{-\frac{1}{2}} \langle D_x \rangle^{-\frac{1}{2}} \). If \( E \) is the operator \( b_0(D_x) \) in (4.3.1), the same conclusion holds.

Consider next the case when \( E = B(\eta) |D_x|^{-\frac{1}{2}} \langle D_x \rangle^{-\frac{1}{2}} \) or \( E = V(\eta) |D_x|^{-\frac{1}{2}} \langle D_x \rangle^{-\frac{1}{2}} \). We may express \( B(\eta), V(\eta) \) from \( G(\eta) \) and explicit quantities, which shows that \( [Z,E] \) may still be written from expressions (4.3.11), but with \( \tilde{E}_0 \) in \( E \) instead of \( \tilde{E} \). We thus get an expression \( C_{0,1}^1 + C_{1,1}^\partial \partial_x \psi \), with \( C_q^p \) in \( C_q^p \).

We have thus shown both equalities (4.3.5) when \( E \) is any of the expressions (4.3.1). If \( E \) is a general element of \( E \), the conclusion follows by composition. \( \square \)

**Remark.** If \( E \) is in \( \tilde{E} \), the expressions obtained above for \([\partial_x, G(\eta)], [\partial_x, B(\eta)], [\partial_x, V(\eta)]\) show that \([\partial_x, E]\) will not be in \( \tilde{C}_0^1 \) in general. Nevertheless we may write

\[
\partial_x E = \partial_x \chi(D_x)E + (1 - \chi)(D_x)E \partial_x + (1 - \chi)(D_x)[\partial_x, E]
\]

which shows that

\[
(4.3.12) \quad \partial_x E = E' \partial_x + E''
\]

with \( E', E'' \) in \( \tilde{E} \).

**Proof of Proposition 4.3.2.** We notice first that it follows from Definition 4.3.1 that, by concatenation of expressions (4.3.2), \( C_q^p [N] \circ C_q^p [N'] \subset C_{q+p}^{p+q} [N + N'] \). Let us prove that

\[
(4.3.13) \quad [\partial_x, C_q^p [N]] \subset C_{q+1}^p [N], \\
[\partial_x, C_q^p [N]] \subset C_{q+1}^p [N] + C_{q-1}^{p+1} [N] \circ \partial_x.
\]

It is enough to consider operators of the form (4.3.2) and to argue by induction on \( N' \). If \( N' = 0 \), we just get an element \( E_0 \) of \( E \), with \( p = q = 0 \), and the conclusion follows from (4.3.5). Assume that the conclusion has been proved with \( N' \) replaced by \( N' - 1 \) in (4.3.2) and for any \( p, q \) with \( p + q \geq 0 \). We may write (4.3.2) as \( E_0 \circ ((Z^p b_{q1}(D_x) a_1) \circ C) \) where
We shall use the variants $\dot{C}_p^{q-1}$ which is the product of $N' - 1$ factors, so to which the induction assumption applies. We write

\[ Z, E_0 \circ (Z^{p_1} b_{q_1}(D_x) a_1) \circ C = [Z, E_0] \circ (Z^{p_1} b_{q_1}(D_x) a_1) \circ C + E_0 \circ (Z^{p_1} b_{q_1}(D_x) a_1) \circ C + E_0 \circ (Z^{p_1} b_{q_1}(D_x) a_1) \circ [Z, C]. \]

The assumption of induction implies that the last two terms belong to $C_{q-1}^{p}$ and $C_{q-1}^{p} \circ \partial_x.$ By (4.3.5), the first term in the right hand side may be written

\[ C_0 \circ (Z^{p_1} b_{q_1}(D_x) a_1) \circ C + C_{-1}^{1} \circ (\partial_x Z^{p_1} b_{q_1}(D_x) a_1) \circ C + (Z^{p_1} b_{q_1}(D_x) a_1) \circ [\partial_x, C] + (Z^{p_1} b_{q_1}(D_x) a_1) \circ C \circ \partial_x. \]

By the assumption of induction, the composition rule and (4.3.5), the first three terms belong to $C_{q}^{p+1}.$ The last term is in $C_{q}^0 \circ \partial_x \subset C_{q-1}^{p+1} \circ \partial_x.$ This gives the second inclusion in (4.3.13). The proof of the first inclusion (4.3.13) is similar. Formula (4.3.4) follows then by induction, using (4.3.13) and the fact that $[Z, \partial_x] = -2\partial_x.$

We shall use the preceding results to obtain bounds for the action of vector fields on operator of the form $G(\eta)$, $B(\eta)$, ... . Let us define some norms.

**Definition 4.3.4.** Given $T > 0$, $n \in \mathbb{N}$ and $\sigma \in [0, +\infty[$, one denotes by $C^{n,\sigma}([0, T] \times \mathbb{R})$ (resp. $H^{n,\sigma}([0, T] \times \mathbb{R})$) the space of functions $\nu : [0, T] \times \mathbb{R} \rightarrow \mathbb{C}$ such that for any integer $p$ in $[0, n]$, one has $Z^p \nu \in C^0([0, T]; C^{\sigma+n-p} (\mathbb{R}))$ (resp. $Z^p \nu \in C^0([0, T]; H^{\sigma+n-p} (\mathbb{R}))$). One uses the notations

\[ \|f(t)\|_{n,\sigma} = \sum_{p=0}^{n} \|Z^p f(t)\|_{C^{\sigma+n-p} (\mathbb{R})}, \quad \|f\|_{n,\sigma} = \sup_{t \in [0, T]} \|f(t)\|_{n,\sigma}, \]

\[ |f(t)|_{n,\sigma} = \sum_{p=0}^{n} |Z^p f(t)|_{H^{\sigma+n-p} (\mathbb{R})}, \quad |f|_{n,\sigma} = \sup_{t \in [0, T]} |f(t)|_{n,\sigma}. \]

We shall use the variants $C^{1,\frac{1}{2},\nu,\sigma}([0, T] \times \mathbb{R})$ (resp. $H^{1,\frac{1}{2},\nu,\sigma}([0, T] \times \mathbb{R})$) for the spaces defined as above, but with $C^{\sigma+n-p} (\mathbb{R})$ (resp. $H^{\sigma+n-p} (\mathbb{R})$) replaced by $C^{1,\frac{1}{2},\nu,\sigma+n-p} (\mathbb{R})$ (resp. $H^{1,\frac{1}{2},\nu,\sigma+n-p} (\mathbb{R})$). The norms on these spaces are $\|D_x \frac{1}{2} f\|_{n,\sigma}$ (resp. $\|D_x \frac{1}{2} f\|_{n,\sigma}$).

We gather here some elementary estimates which follow from the definition of $\|\cdot\|_{n,\sigma}$.

**Lemma 4.3.5.** Consider $(n, \sigma_1) \in \mathbb{N}^2$ and $\sigma \in [0, +\infty].$

i) For any $f \in C^{n+\sigma_1,\sigma}([0, T] \times \mathbb{R}),$

(4.3.14) $\|f\|_{n,\sigma_1,\sigma} \leq \|f\|_{n,\sigma}.$

ii) There exists a constant $c$ such that for any $f, g$ in $C^{n,\sigma}([0, T] \times \mathbb{R}),$

(4.3.15) $\|fg\|_{n,\sigma} \leq c\|f\|_{n,\sigma}\|g\|_{n,\sigma}.$
iii) For any \( F \in C^\infty(\mathbb{R}^N) \) satisfying \( F(0) = 0 \), there exists a nondecreasing function \( C: \mathbb{R}_+ \to \mathbb{R}_+ \) such that for any \( f \in C^{\mu,\sigma}(\mathbb{T} \times \mathbb{R})^N \), one has

\[
(4.3.16) \quad \|F(f)\|_{n,\sigma} \leq C(\|f\|_{n,\sigma}) \|f\|_{n,\sigma}.
\]

The bounds involving the preceding norms that we shall obtain below will be deduced from estimates for the action of an element of \( C_q^p \) on a function given in the following lemma.

**Lemma 4.3.6.** Let \( \gamma \in ]2, +\infty[ \setminus \frac{1}{2} \mathbb{N}, \mu' \in [0, 1[. \\

i) Take \( \ell, k', p, N \in \mathbb{N}, q \in \mathbb{Z} \) with \( p + q \geq 0 \) and \( C \) an element of \( C_q^p[N] \). For any \( N' \geq N \), any integer \( h \) with \( 0 \leq h \leq \ell \), any \( i', j' \) with \( i' + j' \leq k' \) define,

\[
\mathcal{I}(N', h, i', j') = \left\{ (p_1, \ldots, p_{N'}, q_1, \ldots, q_{N'}) \in \mathbb{N}^{N'} \times \mathbb{Z}^{N'}; \right. \\
\sum_{r=1}^{N'} (p_r + q_r) + (i' + j' + h) \leq p + q + k' + \ell \\
\left. \sum_{r=1}^{N'} p_r + i' \leq p + k' \right\}.
\]

(4.3.17)

For \( I \) an element of \( \mathcal{I}(N', h, i', j') \) and \( (\eta, \tilde{\psi}) \) two functions, smooth enough so that the norms below are finite, set \( M_{1,2}(\eta, \tilde{\psi}) \) for the minimum of the following quantities

\[
(4.3.18) \quad \prod_{r=1}^{N'} \|Z^{p_r}(D_x)^{q_r}\eta\|_{C^\gamma} \|\partial^{i'+h} Z^{i'} \tilde{\psi}\|_{H^{\mu'}} \\
\left( \prod_{r \neq r'} \|Z^{p_r}(D_x)^{q_r}\eta\|_{C^\gamma} \right) \|Z^{p_{r'}}(D_x)^{q_{r'}}\eta\|_{H^{\mu'+1}} \|\partial^{i'+h} Z^{i'} \tilde{\psi}\|_{C^{\gamma-1}}, \quad 1 \leq r' \leq r.
\]

Then

\[
(4.3.19) \quad \|\partial^\ell Z^{k'} C\tilde{\psi}\|_{H^{\mu'}} \leq C(\eta) \sum_{N' \geq N} \sum_{\text{finite } i'+j' \leq k'} \sum_{I \in \mathcal{I}(N', h, i', j')} M_{1,2}(\eta, \tilde{\psi})
\]

where the first sum is finite and where \( C(\eta) \) depends only on \( \|\eta\|_{C^\gamma} \). If \( \sigma' \) is a real number with \( 0 < \sigma' < 1 \), \( \sigma' \neq \frac{1}{2} \), if we define \( M_{1,\infty}(\eta, \tilde{\psi}) \) by the minimum of the quantities obtained replacing \( H^{\mu'} \) by \( C^{\sigma'} \) and \( H^{\mu'+1} \) by \( C^{\sigma'+1} \) in (4.3.18) we have also

\[
(4.3.20) \quad \|\partial^\ell Z^{k'} C\tilde{\psi}\|_{C^{\sigma'}} \leq C(\eta) \sum_{N' \geq N} \sum_{\text{finite } i'+j' \leq k'} \sum_{I \in \mathcal{I}(N', h, i', j')} M_{1,\infty}(\eta, \tilde{\psi}).
\]
Assume that $C$ is in $C^0_q[N]$. Then $\|\partial_x^\ell Z^{k'}|D_x|^{-\frac{1}{2}} C\psi\|_{H^{\mu'}}$ is bounded from above by the right hand side of (4.3.19) and, for any $\theta > 0$, $\|\partial_x^\ell Z^{k'}|D_x|^{-\frac{1}{2}+\theta} C\psi\|_{C^{m'-\frac{1}{2}+\theta}_1}$ is bounded from above by the right hand side of (4.3.20).

Proof. i) Apply (4.3.4) to write

$$\partial_x^\ell Z^{k'} C\psi = \sum_{i'+j' \leq k'} C_{j',h}^{i'} \partial_x^{i'+h} Z^{i'} \psi$$

with $C_{j',h}^{i'} \in C^{p+k'-i'} q_{q+l-h-j'} [N]$. Let us bound

$$\|C_{j',h}^{i'} \partial_x^{i'+h} Z^{i'} \psi\|_{H^{\mu'}}.$$

By Definition 4.3.1, $C_{j',h}^{i'}$ may be written from expressions of the form (4.3.2) with $N' \geq N$ and with the indices $(p_1, \ldots, p_{N'}; q_1, \ldots, q_{N'})$ satisfying inequalities (4.3.17). Since $\gamma > \mu' + \frac{3}{2}$, the operators $E_0, \ldots, E_{N'}$ in (4.3.2) are bounded in $H^{\mu'}$ and in $C^{\gamma-1}$ (see Proposition 1.1.6 and Corollary 1.1.8). Moreover, by property (A.1.21) of the appendix, we have the estimate $\|b\|_{H^{\mu'}} \lesssim \|b\|_{C^{\gamma-1}} \|v\|_{H^{\mu'}}$. We apply this to bound the action of (4.3.2) on $\partial_x^{i'+h} Z^{i'} \psi$. If we estimate the $Z^{p'} b_q (D_x) a_r$ terms in $C^{\gamma-1}$ and $\partial_x^{i'+h} Z^{i'} \psi$ in $H^{\mu'}$, we get a bound by

$$C(\eta) \prod_{r=1}^{N'} \|Z^{p'} b_q (D_x) a_r\|_{C^{\gamma-1}} \|\partial_x^{i'+h} Z^{i'} \psi\|_{H^{\mu'}}.$$

On the other hand, if we estimate the $Z^{p'} b_q (D_x) a_r$-factor in $H^{\mu'}$ and the other ones in $C^{\gamma-1}$, we get as well a bound

$$C(\eta) \prod_{1 \leq r \leq N'} \|Z^{p'} b_q (D_x) a_r\|_{C^{\gamma-1}} \|Z^{p'} b_q (D_x) a_r\|_{H^{\mu'}} \|\partial_x^{i'+h} Z^{i'} \psi\|_{C^{\gamma-1}}$$

with a constant $C(\eta)$ depending only on $\|\eta\|_{C^{\gamma}}$. Let us remark that we have the estimates

$$\|Z^{p'} b_q (D_x) a_r\|_{C^{\gamma-1}} \leq C(\eta) \sum_{p_{r_1} + \cdots + p_{r_\ell} \leq p_r} \prod_{j=1}^{\ell} \|Z^{p_{r_j}} (D_x)^{q_{r_j}} \eta\|_{C^{\gamma}}$$

and

$$\|Z^{p'} b_q (D_x) a_r\|_{H^{\mu'}} \leq C(\eta) \min_{1 \leq j' \leq \ell} \prod_{1 \leq j \leq \ell, j \neq j'} \|Z^{p_{r_j}} (D_x)^{q_{r_j}} \eta\|_{C^{\gamma}} \times \|Z^{p_{r_j'}} (D_x)^{q_{r_j'}} \eta\|_{H^{\mu'+1}}.$$

Actually, we notice first that $[Z, b_q (D_x)] = \tilde{b}_q (D_x)$ for another symbol of the same order as $b_q$. Consequently, we may as well estimate the norm of $b_q (D_x) Z^{p'} a_r$ for $p'_r \leq p_r$. if
\( q_r \geq 0 \), we are reduced to estimating \( \| \partial^{q_r}_x Z^{p_r} a_r \|_{C^{\gamma - 1}} \) and \( \| \partial^{q_r}_x Z^{p'_r} a_r \|_{H^{\mu'}} \) for \( q'_r \leq q_r, p'_r \leq p_r \).

Since \( a_r \) is an analytic function of \( \eta, \eta' \), we express the quantities inside the norm as a sum of expressions \( \tilde{a}_r (\eta, \eta') (\partial^{q_r}_x Z^{p_r} ) \cdot (\partial^{q'_r}_x Z^{p'_r} \tilde{\eta} ) \) where \( \tilde{a}_r \) is some new analytic function, \( q'_1 + \cdots + q'_r \leq q'_r, p'_1 + \cdots + p'_r \leq p'_r \), and \( \tilde{\eta} = \eta \) or \( \eta' \). Using that \( C^{\gamma - 1} \) is an algebra, we obtain the first estimate. The second one follows from the inequality \( \| ab \|_{H^{\mu'}} \leq C \| a \|_{C^{\gamma - 1}} \| b \|_{H^{\mu'}} \) which holds since \( \gamma - 1 > \mu' \geq 0 \).

Consider now the case \( q_r = -1 \), so that \( p_r \geq 1 \) and we have to estimate \( \| Z^{p_r} a_r \|_{C^{\gamma - 2}} \) and \( \| Z^{p_r} a_r \|_{H^{\mu' - 1}} \). As \( C^{\gamma - 2} \) is also an algebra, the first estimate (4.3.24) follows. The second is a consequence of the inclusions \( C^{\gamma - 1} \cdot H^{\mu' - 1} \subset H^{\mu' - 1} \) and \( C^{\gamma - 2} \cdot H^{\mu'} \subset H^{\mu' - 1} \) which are true since \( \gamma > 2 > \mu' + 1 \).

We plug estimates (4.3.24) in (4.3.22), (4.3.23) and obtain the bound (4.3.18). The inequalities (4.3.17) follow from (4.3.3), where we replace \( (p, q) \) by \( (p + k' - i', q + \ell - h - j') \) and from the conditions on the indices in the right hand side of (4.3.24). Estimate (4.3.20) is obtained in the same way.

\( ii) \) If we cut-off \( C \) for non zero frequencies, then the estimate follows from \( i) \). Consequently, we have to study \( \| Z^{k'} |D_x|^{-\frac{1}{2}} \chi(D_x) C \tilde{\psi} \|_{L^2} \) and \( \| Z^{k'} |D_x|^{-\frac{1}{2} + \theta} \chi(D_x) C \tilde{\psi} \|_{L^\infty} \), where \( \chi \) is in \( C_0^\infty (\mathbb{R}) \), \( \chi \equiv 1 \) close to zero. By (4.3.21), and the fact that \( \{ Z, \chi(D_x) \} = \chi(D_x) \) for some \( C_0^\infty (\mathbb{R} \setminus \{0\}) \) function \( \chi_1 \), we are reduced to the study of \( \| |D_x|^{-\frac{1}{2} + \theta} \chi(D_x) C \tilde{\psi} \|_{L^\infty} \), where according to the last statement in Proposition 4.3.2, we may assume that \( C \tilde{\psi} \) belongs to \( C^{p + k' - i'} [N] \). This means that this operator may be written as a linear combination of expressions (4.3.2), with \( N' \geq N \), indices \( (p_1, \ldots, p_{N'}, q_1, \ldots, q_{N'}) \) satisfying (4.3.3) and \( E_0 \) in \( \tilde{E} \), i.e. \( E_0 = |D_x|^{-\frac{1}{2}} \chi(D_x) E_0 \) or \( E_0 = b_0(D_x) E_0 \), where \( E \) is in \( E \) and \( b_0(D_x) \) is a Fourier multiplier homogeneous of degree larger or equal to \( 1/2 \) close to zero. It follows from Proposition 1.1.6 that \( |D_x|^{-\frac{1}{2}} \chi(D_x) E_0 \) is bounded on \( L^2 \) and \( |D_x|^{-\frac{1}{2} + \theta} \chi(D_x) E_0 \) is bounded on H"older spaces if \( \theta > 0 \). Consequently, estimates (4.3.22), (4.3.23) still hold for the building blocks of \( |D_x|^{-\frac{1}{2}} \chi(D_x) C \tilde{\psi} \), which gives the wanted Sobolev estimate. The case of the H"older bound is similar for \( |D_x|^{-\frac{1}{2} + \theta} \chi(D_x) C \tilde{\psi}, \theta > 0 \). \( \square \)

We may prove now the main result of this section, which gives estimates for the action of \( Z^k \) on \( G(\eta) \), \( B(\eta) \), \( V(\eta) \).

**Proposition 4.3.7.** Let \( \gamma, \gamma_0 \) be given in \( ]0, +\infty[ \setminus \frac{1}{2} \mathbb{N} \) with \( \gamma \geq \gamma_0 > 2 \) and let \( s_0, s_1, s \) be integers satisfying

\[
s \geq s_1 \geq s_0 \geq \frac{1}{2}(s + 2\gamma - 1).
\]

Let \( k \) be in \( \mathbb{N}^* \), \( \mu \) in \( \mathbb{R}_+ \) with \( \mu + k \leq s - 1 \). Let \( (\psi, \eta) \) be in \( \tilde{E} \) and in \( \tilde{H}^{\frac{1}{2}, k, \mu + \frac{1}{2}} \times H^{k, \mu + 1} \), smooth enough so that the norms in the inequality below are all finite. Let \( A(\eta) \) be one of the operators \( G(\eta), B(\eta), V(\eta) \). There is a non increasing function \( C(\cdot) \) such that, for any \( (\eta, \psi) \)
as above

\[
\| (Z^k A(\eta) - A(\eta)(Z - 2)^k) \psi \|_{H^\mu} \leq 1_{\mathbb{R}_+}(\mu + k - s_0 + \gamma_0) C(\|\eta\|_{C^\alpha}) \|D_x^{\frac{1}{2}} \psi\|_{C^\gamma} \|Z^k \eta\|_{H^{\mu+1}}
\]

\[+ C(\|\eta\|_{k,s_0-k}) \|\eta\|_{k,s_0-k} \|D_x^{\frac{1}{2}} \psi\|_{k-1,\mu+\frac{1}{2}}
\]

\[+ C(\|\eta\|_{k,s_0-k}) \|D_x^{\frac{1}{2}} \psi\|_{\min(\mu+k-s_0+\gamma_0,k),\gamma} \|\eta\|_{k-1,\mu+2}
\]

\[+ 1_{\mathbb{R}_+}([\mu] - (\gamma - \gamma_0)) C(\|\eta\|_{k,s_0-k}) \|D_x^{\frac{1}{2}} \psi\|_{\min(\mu+k-s_0+\gamma_0,k),\gamma} \|\eta\|_{k,\mu}
\]

where we have denoted by \(\|\cdot\|_{s,x}\), \(\|\cdot\|_{s}\) the norms defined in Definition 4.3.4, \(1_{\mathbb{R}_+}\) is the indicator function of \(\mathbb{R}_+\), \(\|D_x^{\frac{1}{2}} \psi\|_{\mu+k-s_0-\gamma_0}\) should be understood as zero if \(\mu+k-s_0+\gamma_0 < 0\) and where \(\bar{k} = \min(k,s_0)\).

Remark. The key properties in (4.3.25) is the fact that the terms involving \(kZ\)-derivatives of \(\eta\) in the right hand side are multiplied by specific factors, well tailored for the induction argument that will be used in section 4.5 and in Chapter 5.

Proof. Let us show first that

\[(Z^k A(\eta) - A(\eta)(Z - 2)^k) \psi = \sum_{\substack{i \leq k-1 \+
\]\[i \+
\]

\[j \leq k}} C_j \partial_x^2 Z^i |D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi
\]

where \(C_j\) belongs to \(C^{k-i}_{-j}\) [1].

Consider first the case \(k = 1\), \(A(\eta) = G(\eta)\). Then

\[
(ZG(\eta) - G(\eta)(Z - 2)) \psi = \left( [Z,G(\eta)] + 2G(\eta) \right) \psi
\]

may be computed from (4.3.8) as a sum of expressions of type

\[
\bar{E}_0 \partial_x \left( (Z^\alpha \eta) E_0 |D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi \right), \quad E_0 \left( (Z^\alpha \eta) E_0 |D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi \right)
\]

with \(E_0, \bar{E}_0\) in \(\mathcal{E}\), \(\alpha = 0,1\). This, together with the second commutation relation (4.3.5) shows that \([ZG(\eta) - G(\eta)(Z - 2)] \psi\) may be written as \(C_0^0 |D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi + C_1^0 \partial_x |D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi \) with \(C_0^0\) in \(C_0^1\) [1], \(C_1^0\) in \(C_1^1\) [1]. If now \(A(\eta) = B(\eta) = (1 + \eta^2)^{-1} G(\eta) + \eta'(1 + \eta^2)^{-1} \partial_x, \psi\) see that \([ZA(\eta) - A(\eta)(Z - 2)] \psi\) is the sum of the product of the right hand side of (4.3.26) with \(k = 1\) by \((1 + \eta^2)^{-1}\), which is still of the same form, and of the quantities

\[-2(1 + \eta^2)^{-2} \eta'(Z\eta')G(\eta)\psi, \quad Z(\eta'(1 + \eta^2)^{-1}) \partial_x \psi \]

which may be written as \(C_0^0 |D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi\) for some \(C_0^0\) in \(C_0^1\) [1]. Consequently, (4.3.26) with \(k = 1\) holds as well when \(A(\eta) = B(\eta)\). The same conclusion holds for \(V(\eta) = \partial_x - \eta' B(\eta)\).
since \(Z\partial_x - \partial_x(Z - 2) = 0\). We have thus proved (4.3.26) when \(k = 1\). Let us prove that this equality holds for any \(k\) by induction. We write from (4.3.26)
\[
(Z^{k+1}A(\eta) - A(\eta)(Z - 2)^{k+1})\psi = \sum_{i \leq k-1}^{i+j \leq k} ZC^i_j \partial^j_x Z^i (|D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2} \psi) + (ZA(\eta) - A(\eta)(Z - 2))(Z - 2)^k \psi.
\]
It follows from (4.3.4) with \(k = 1\), \(\ell = 0\), that the first sum is of the form of the right hand side of (4.3.26) with \(k\) replaced by \((k + 1)\). Moreover, the last term may be written
\[
(C^0_1 \partial_x + C^0_0) |D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2} (Z - 2)^k \psi
\]
with \(C^0_1\) in \(C^1_{-1}\), \(C^0_0\) in \(C^0_0\). Commuting \(|D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2}\) to the powers of \((Z - 2)\), we see that we get again a contribution of the wanted form.

We may now prove (4.3.25). We write \(\mu = [\mu] + \mu'\) with \(\mu' \in [0, 1[\). According to (4.3.26), we have to bound for any \(\ell = 0, \ldots, [\mu]\),
\[
(4.3.27) \quad \|\partial^\ell_x C^i_j \partial^j_x Z^i |D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2} \psi\|_{H^{\nu'}}
\]
where \(i \leq k - 1\), \(i + j \leq k\), \(C^i_j\) in \(C^{k-i}_{-j}[1]\). We apply estimate (4.3.19) with \(\gamma\) replaced by \(\gamma_0\), \(k' = 0\), \(p = k - i\), \(q = -j\), \(N \geq 1\), \(\tilde{\psi} = \partial^i_x Z^i |D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2} \psi\).

We obtain a bound in terms of a sum for \(N' \geq 1\), \(h \leq \ell\) of the minimum of quantities (4.3.18) where we set \(j' = i' = 0\) i.e.
\[
(4.3.28) \quad \prod_{r=1}^{N'} \|Z^{p_r} \langle D_x \rangle^{q_r} \eta\|_{C^{\gamma_0}} \|\partial^h Z^i |D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2} \psi\|_{H^{\nu'}},
\]
\[
(4.3.29) \quad \prod_{r \neq r'} \|Z^{p_r} \langle D_x \rangle^{q_r} \eta\|_{C^{\gamma_0}} \|Z^{p_{r'}} \langle D_x \rangle^{q_{r'}} \eta\|_{H^{\nu'+1}} \|\partial^{h+j} Z^i |D_x|^\frac{1}{2} \langle D_x \rangle^\frac{1}{2} \psi\|_{C^{\gamma_0-1}},
\]
where the indices have to obey the restrictions deduced from (4.3.17), namely
\[
\begin{align*}
\sum_{r=1}^{N'} (p_r + q_r) + (i + j + h) &\leq k + \ell \\
\sum_{r=1}^{N'} p_r + i &\leq k \\
p_r + q_r &\geq 0, q_r \geq -1, r = 1, \ldots, N'.
\end{align*}
\]
To finish the proof of estimate (4.3.25) we have to bound (4.3.27) by one of the four terms \(I, II, III, IV\) of the right hand side of (4.3.25). We distinguish several cases.

**Case 1:** For any \(r = 1, \ldots, N'\), \(p_r + q_r \leq s_0 - \gamma_0\).
In this case, we use (4.3.28). Since \( p_r \leq k \), we may bound \( \| Z^{p_r} \langle D_x \rangle^{q_r} \eta \|_{C^{\gamma_0}} \) by \( \| \eta \|_{k, s_0 - k} \).

Moreover, since the exponent \( i \) in (4.3.27) is smaller than \( k - 1 \), and since (4.3.30) implies \( i + j + h \leq k + l \leq k + [\mu] \), the last factor in (4.3.29) is bounded by \( |D_x|^{\frac{1}{2}} \psi |_{k-1, \mu + \frac{3}{4}} \). We see that we obtain a bound by II.

From now on we may assume that there is some \( r \), say \( r = 1 \), with \( p_1 + q_1 > s_0 - \gamma_0 \). Notice that (4.3.30) implies then that for \( r > 1 \)

\[
(4.3.31) \quad p_r + q_r \leq k + \ell - p_1 - q_1 < k + [\mu] - (s_0 - \gamma_0) \leq s_0 - \gamma_0
\]

where the last inequality follows from the assumptions \( k + \mu \leq s - 1 \) and the inequalities between \( s \) and \( s_0 \).

**Case 2:** \( p_1 = k \) and \( j + h \leq \gamma - \gamma_0 \), \( q_r \leq \gamma - \gamma_0 \), \( r > 1 \).

Since \( p_1 = k \), the second inequality (4.3.30) implies that \( i = 0 \), \( p_r = 0 \) for \( r > 1 \). We use the bound (4.3.29) with \( r' = 1 \). For \( r > 1 \), we estimate \( \| Z^{p_r} \langle D_x \rangle^{q_r} \eta \|_{C^{\gamma_0}} = \| \langle D_x \rangle^{q_r} \eta \|_{C^{\gamma_0}} \leq \| \eta \|_{C^\gamma} \) according to the assumption on \( q_r \). In the same way \( \| \partial_x^{i+h} D_x^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \eta \|_{C^{\gamma_0-1}} \) is bounded from \( \| D_x^{\frac{1}{2}} \psi \|_{C^{\gamma - \frac{3}{4}}} \). If we notice that \( \| Z^{p_1} \langle D_x \rangle^{q_1} \eta \|_{H^{p_1+1}} \leq \| Z^{\mu} \eta \|_{H^{\mu+1}} \), we conclude that we obtain a bound by I.

The cut-off for \( k + \mu - s_0 + \gamma_0 \geq 0 \) comes from the fact that by (4.3.30) and our assumption on \( p_1, q_1 \), we have \( s_0 - \gamma_0 < p_1 + q_1 \leq [\mu] + k \).

**Case 3:** \( p_1 = k \) and either \( j + h > \gamma - \gamma_0 \) or there is \( r > 1 \) with \( p_r + q_r > \gamma - \gamma_0 \).

We notice that, as \( p_1 = k \), inequalities (4.3.30) implies \( q_r \leq [\mu] \) for any \( r \) and \( j + h \leq [\mu] \). The assumptions of this case imply that \( \gamma - \gamma_0 < [\mu] \) so that the cut-off condition in the term IV in the right hand side of (4.3.25) holds. We notice also that \( q_1 \leq [\mu] \): if not, the first inequality (4.3.30) and \( p_1 = k \), would imply that \( j + h = 0 \) and \( q_r = 0 \) for \( r > 1 \), which would contradict the assumptions of this case. It follows that, in (4.3.29) with \( r' = 1 \),

\[
\| Z^{p_1} \langle D_x \rangle^{q_1} \eta \|_{H^{p_1+1}} \leq \| \eta \|_{k, \mu}.
\]

Moreover using (4.3.31), we estimate for \( r > 1 \)

\[
\| Z^{p_r} \langle D_x \rangle^{q_r} \eta \|_{C^{\gamma_0}} \leq (p_1 + q_1) \leq \| \eta \|_{k, s_0 - k}.
\]

Finally, since (4.3.30) implies that

\[
i + j + h \leq k + \ell - (p_1 + q_1) \leq k + [\mu] - (s_0 - \gamma_0)
\]

taking into account the assumption made after the conclusion of case 1, we may bound

\[
\| \partial_x^{i+j} Z^i \langle D_x \rangle^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi \|_{C^{\gamma_0-1}} \leq \| \psi \|_{\min(k+[\mu]-s_0+\gamma_0,k),\gamma_0-\frac{3}{4}}.
\]

We obtain a contribution to the term IV in (4.3.25).

**Case 4:** \( p_1 < k \).

We use (4.3.29) with \( r' = 1 \). As above, the last factor in this inequality is bounded from above by \( \| D_x^{\frac{1}{2}} \psi \|_{\min(k+[\mu]-s_0+\gamma_0,k),\gamma_0-\frac{3}{4}} \) and for \( r > 1 \),

\[
\| Z^{p_r} \langle D_x \rangle^{q_r} \eta \|_{C^{\gamma_0}} \leq \| \eta \|_{k, s_0 - k}.
\]

Since (4.3.30) implies \( p_1 + q_1 \leq [\mu] + k \) and since \( p_1 < k \),

\[
\| Z^{p_1} \langle D_x \rangle^{q_1} \eta \|_{H^{p_1+1}} \leq \| \eta \|_{k, s_0 - k}.
\]

We thus get a contribution to term III in (4.3.25).
This concludes the proof.

**Corollary 4.3.8.** Under the assumptions of Proposition 4.3.7 and if moreover \( \gamma \geq 4 \)

\[
| (A(\eta) - A(0)) \psi |_{k,\mu} \\
\leq C(\eta ||C_0^\gamma|| C_0^\gamma \ ||D_x|^{\frac{k}{2}} Z^k \psi ||_{H^{\mu + \frac{1}{2}}} \\
+ 1_{R^+}([\mu] - (\gamma - \gamma_0)) C(\eta ||C_0^\gamma|| C_0^\gamma \ ||D_x|^{\frac{k}{2}} \psi ||_{k,\mu - \frac{1}{2}})
\]

(4.3.32)

\[
+ 1_{R^+}([\mu + k - s_0 + \gamma_0]) C(\eta ||C_0^\gamma|| C_0^\gamma \ ||D_x|^{\frac{k}{2}} \psi ||_{H^{\mu + 1}} \\
+ C(\eta ||C_0^\gamma|| C_0^\gamma \ ||D_x|^{\frac{k}{2}} \psi ||_{\mu + k - s_0 + \gamma_0} ||\eta||_{k,\mu + 1})
\]

(4.3.33)

Assume first that \( \mu \geq s_0 - \gamma_0 \). When \( A(\eta) = G(\eta) \), apply (2.5.1) with \((\mu, s)\) replaced by \((\mu + 1, \mu + 1)\) and \( \gamma \) replaced by \( \gamma_0 \). We obtain a bound by

\[
C(\eta ||C_0^\gamma|| C_0^\gamma \ ||D_x|^{\frac{k}{2}} (Z - 2)^k \psi ||_{H^{\mu + 1}} + ||\eta||_{C_0^\gamma} ||D_x|^{\frac{k}{2}} (Z - 2)^k \psi ||_{H^{\mu + \frac{1}{2}}})
\]

The last term is bounded from above by the contributions \( I + II \) of the right hand side of (4.3.32). The first term may be controlled by \( V \) since \( k \geq \mu + k - s_0 + \gamma_0 \) because of our assumption on \( \mu \). When \( A(\eta) = B(\eta) \) or \( V(\eta) \), we argue in the same way applying (2.5.6) with \((\mu, s)\) replaced by \((\mu + 1, \mu + 1)\).

Assume now that \( \mu < s_0 - \gamma_0 \). Set \( \tilde{\psi} = (Z - 2)^k \psi \). We want to estimate for \( 0 \leq \ell \leq [\mu] \)

\[
||\partial_x^\ell (A(\eta) - A(0)) \tilde{\psi} ||_{H^{\mu'}} \leq ||(A(\eta) - A(0)) \partial_x^\ell \tilde{\psi} ||_{H^{\mu'}} + ||[\partial_x^\ell, A(\eta)] \tilde{\psi} ||_{H^{\mu'}}
\]

with \( \mu' = \mu - [\mu] \). The first term in the right hand side may be estimated when \( A(\eta) = G(\eta) \) from (2.7.4) since \( \mu' \geq \gamma - 3 \) for \( \gamma \geq 4 \), so by \( I + IV \). If \( A = B \) or \( V \), the bound follows from the one of \( G \), the expressions of \( B, V \) in terms of \( G \) and the law product \( C^{\gamma - 1} \cdot H^{\mu'} \subset H^{\mu'} \).

Consider now the second term. According to (4.3.10), \([\partial_x^\ell, A(\eta)] \tilde{\psi} \) is a linear combination of quantities of the form

\[
a(\eta') L(\partial_x^{\ell_1} \eta', \ldots, \partial_x^{\ell_N} \eta') \tilde{A}(\eta) \partial_x^{\ell_{N+1}} \tilde{\psi}
\]

where \( N \in \mathbb{N}^* \), \( \ell_j \in \mathbb{N} \) with \( \ell_1 + \cdots + \ell_{N+1} = \ell \leq [\mu] \), \( \ell_1 + \cdots + \ell_N > 0 \), \( L \) is a multilinear form in its arguments, \( \tilde{A}(\eta) \) is taken among \( G(\eta), B(\eta), \partial_x, \) and \( a(\eta') \) is some analytic functions
of $\eta'$. Using again the product law $C^{\gamma-1} \cdot H^\mu \subset H^\mu$, we bound the $H^\mu$-norm of the above expression by

$$C(\|\eta\|_{C^{\gamma_0} \cdot [\mu]} \|\eta'\|_{C^{\gamma_0} \cdot [\mu]} \|\tilde{A}(\eta) \partial^N \psi\|_{L^2(Z - 2)^k \psi})_{H^\mu}. $$

We use that $\ell_{N+1} \leq [\mu] - 1$ and (1.1.16) to estimate the last factor by $\|D_x^1/2 \eta\|_{k, \mu - 1/2}$. Since $\gamma_0 + [\mu] < s_0$, we see that we obtain finally a bound by term II in the right-hand side of (4.3.32) when $[\mu] > \gamma - \gamma_0$. If $[\mu] \leq \gamma - \gamma_0$, we use instead the bound provided by I and IV, remembering that we are in the case $\mu < s_0 - \gamma_0$. This concludes the proof. □

Next we state a corollary of the previous estimate under a form which is convenient for later purposes.

**Proposition 4.3.9.** i) *Under the assumptions of Proposition 4.3.7 and if moreover $\gamma \geq 4$*

$$\|A(\eta)\|_{k, \mu} \leq C(\|\eta\|_{C^{\gamma}}) \|D_x^1/2 \eta\|_{H^\mu + 1/2} + 1_{R^*_+}([\mu] - (\gamma - \gamma_0))C(\|\eta\|_{s_0, 0}) \|D_x^1/2 \eta\|_{k, \mu - 1/2}$$

$$+ 1_{R^*_+}(\mu + k - s_0 + \gamma_0)C(\|\eta\|_{C^{\gamma}}) \|D_x^1/2 \eta\|_{C^{\gamma}} \|Z^k \eta\|_{H^\mu + 1}$$

$$+ C(\|\eta\|_{s_0, 0}) \|D_x^1/2 \eta\|_{k-1, \mu + 1/2}$$

$$+ C(\|\eta\|_{s_0, 0}) \|D_x^1/2 \eta\|_{\mu + k - s_0 + \gamma_0, \gamma} \|\eta\|_{k-1, \mu + 2}$$

$$+ 1_{R^*_+}([\mu] - (\gamma - \gamma_0))C(\|\eta\|_{s_0, 0}) \|D_x^1/2 \eta\|_{\mu + k - s_0 + \gamma_0, \gamma} \|\eta\|_{k, \mu}. $$

ii) *Under the assumptions of Proposition 4.3.7 and if moreover $\gamma \geq 4$*

$$\|A(\eta)\|_{k, \mu} \leq C \|D_x^1/2 \eta\|_{k, \mu + 1/2} + C \|D_x^1/2 \eta\|_{\mu + k - s_0 + \gamma_0, \gamma} \|\eta\|_{k, \mu + 1},$$

where $C = C(\|\eta\|_{s_0, 0})$.

**Proof.** The first inequality follows from (4.3.32) and the triangle inequality and the second inequality follows from (4.3.34) and the definitions of the norms $\|\cdot\|_{k, \ast}$ and $|\cdot|_{s, \ast}$. □

**Remark 4.3.10.** The key point is that, in the right-hand side of (4.3.34), (4.3.35) when say $k \sim s$, the factors estimated in Hölder norms contain at most $s/2 + C \text{st} Z$-derivatives.

The method of proof used above provides as well Hölder estimates.

**Proposition 4.3.11.** Let $\gamma \in \mathbb{N}$ with $\gamma \geq 4$. There exists $\varepsilon_0 > 0$ such that for all integer $k \in [0, \gamma - 4]$ and all numbers $\sigma$ in $[3, \gamma - k]$, $\sigma \not\in \frac{1}{2} \mathbb{N}$, there exists an increasing function $\gamma \in \mathbb{N}$ with $\gamma \geq 4$. There exists $\varepsilon_0 > 0$ such that for all integer $k \in [0, \gamma - 4]$ and all numbers $\sigma$ in $[3, \gamma - k]$, $\sigma \not\in \frac{1}{2} \mathbb{N}$, there exists an increasing function
terms of the minimum of the quantities $\eta$
The second objective of this section is to obtain estimates for the remainder in the Taylor development at zero of $\eta \to G(\eta)$.

Let us introduce a notation: if $Z$ denotes the couple $(Z, \partial_x)$, and if $k$ is in $\mathbb{N}$, we set $Z^k$ for the family $(Z^k \partial_x^n u)_{k'+k'' \leq k}$. 

\begin{equation}
C: \mathbb{R}_+ \to \mathbb{R}_+ \text{ such that, for all } T > 0, \text{ all } \psi \text{ in } \dot{C}^{\frac{1}{2},k,\sigma+\frac{1}{2}}([0,T] \times \mathbb{R}) \text{ and all } \eta \text{ in } C^{\ell,\gamma+1}([0,T] \times \mathbb{R}) \cap C^{0,\gamma+1}([0,T] \times \mathbb{R}) \text{ satisfying } \sup_{t \in [1,T]} \|\eta(t)\|_{C^{\gamma+1}} \leq \varepsilon_0, \text{ one has}
\end{equation}

\begin{equation}
\|Z^k A(\eta)\psi - A(\eta)(Z - 2)^k \psi\|_{C^\sigma} \leq C\left(\|\eta\|_{k,\sigma+1}\right) \|\eta\|_{k,\sigma+1} \|\partial_x^{\frac{1}{2}} \psi\|_{k-1,\sigma+\frac{1}{2}}
\end{equation}

and

\begin{equation}
\|A(\eta)\psi\|_{k,\sigma} \leq C\left(\|\eta\|_{k,\sigma+1}\right) \|\partial_x^{\frac{1}{2}} \psi\|_{k,\sigma+\frac{1}{2}}
\end{equation}

for any $A \in \{G, B, V\}$.

\textbf{Proof.} Write $\sigma = [\sigma] + \sigma'$ with $\sigma' \in [0,1]$. From expression (4.3.26), we see that it is enough to bound for $\ell = 0, \ldots, [\sigma]$

\begin{equation}
\|\partial_x^i C^i_j Z^i |D_x|^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi\|_{C^\sigma}
\end{equation}

with $i \leq k - 1$, $i + j \leq k$, $C^i_j$ in $C^{k-i,j}[1]$. We apply estimate (4.3.20) with $\gamma$ replaced by $\gamma_0$, $\gamma_0 > 2$ close to 2, $k' = 0$, $p = k - i$, $q = -j$, $\psi = \partial_x^i Z^i |D_x|^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi$. We obtain a bound in terms of the minimum of the quantities

\begin{equation}
\prod_{r=1}^N \|Z^{p_r} \langle D_x \rangle^{q_r} \eta\|_{C^{\gamma_0}} \|\partial_x^{h+j} Z^i |D_x|^{\frac{1}{2}} \langle D_x \rangle^{\frac{1}{2}} \psi\|_{C^{\sigma'}},
\end{equation}

where the exponents satisfy (4.3.30).

If for $r = 1, \ldots, N'$ we have $p_r + q_r + \gamma_0 \leq \sigma + 1$, we use the first bound. Since $h + j + i \leq k + \ell \leq k + [\sigma]$ and $i \leq k - 1$, we get the wanted inequality (4.3.36).

If for some $r'$, for instance $r' = 1$, $p_1 + q_1 + \gamma_0 > \sigma + 1$, then for all $r \geq 2$

\begin{equation}
p_r + q_r \leq k + \ell + \gamma_0 - \sigma - 1 \leq k + \gamma_0 - 1 \leq k + \sigma + 1 - \gamma_0
\end{equation}

since, taking $\gamma_0$ close enough to 2, we may assume $2\gamma_0 \leq \sigma + 2$. Similarly, $i + j + h \leq k + \sigma + 1 - \gamma_0$. We use the second bound (4.3.38) with $r' = 1$. Since $p_1 + q_1 \leq k + \ell \leq k + [\sigma]$ and $i \leq k - 1$, we obtain (4.3.36). Estimate (4.3.37) follows from (4.3.36) and Corollary 1.1.8. \hfill \square

The second objective of this section is to obtain estimates for the remainder in the Taylor development at zero of $\eta \to G(\eta)$.
Proposition 4.3.12. Let $m$ be in $\mathbb{N}$, $m \geq 3$. There is a positive constant $\alpha$ such that the following holds: For any family $(A_j(\eta))_{1 \leq j \leq m}$ of operators with $A_2(\eta), \ldots, A_m(\eta)$ taken among $a(\eta, \eta')G(\eta)$, $a(\eta, \eta')B(\eta)$, $a(\eta, \eta')V(\eta)$, $a(\eta, \eta')\partial_z$, where $a$ is an analytic function of $(\eta, \eta')$ vanishing at zero and such that $A_1(\eta) = G(\eta)$ or $\partial_z$, for any $k \in \mathbb{N}$, any $d \in \mathbb{N}$, for any $u = |D_x|^{1/2} \psi + \eta$ such that $\sup_{t \in [0, T]} \|Z^k u(t, \cdot)\|_{C^{d+a}}$ and $\sup_{t \in [0, T]} \|Z^k u(t, \cdot)\|_{H^{d+a}}$ are finite, the following estimates for $R_0(\eta) := |D_x|^{-\frac{1}{2}} A_1(\eta) \circ \cdots \circ A_m(\eta)$ holds

$$
\|Z^k R_0(\eta)\psi\|_{H^d} \leq C[u] \sum_{k_{1}+\cdots+k_4 \leq k} 3 \prod_{j=1}^{4} \|Z^{k_j} u\|_{C^{d+a}} \|Z^{k_4} u\|_{H^{d+a}},
$$

(4.3.39)

$$
\|Z^k |D_x|^\theta R_0(\eta)\psi\|_{C^{d}} \leq C[u] \sum_{k_{1}+\cdots+k_4 \leq k} 4 \prod_{j=1}^{4} \|Z^{k_j} u\|_{C^{d+a}} \quad (\theta > 0)
$$

where $C[u]$ depends only on $\|Z^{(k-1)+} u\|_{C^{d+a}}$ for the first estimate, and on $\|Z^{(k-1)+} u\|_{C^{d+a}}$ and on a bound for $\|\eta''\|_{H^{-\frac{1}{2}}} \|\eta'\|_{C^{1/2}}$ for some $\theta' \in [0, \theta]$ for the second one.

Proof. We may write each of the operators $A_j$ under the form $A_j(\eta) = E_j(\eta) |D_x|^{\eta_1} (D_x)^{\frac{1}{2}}$ with $E_j$ in $\mathcal{E}$ and $E_1$ in $\mathcal{E}$. For $j = 1, \ldots, m$, we decompose $A_j(\eta) = E_j'(\eta) \partial_x + E_j''(\eta)$, with $E_j', E_j''$ in $\mathcal{E}$, and in $\mathcal{E}$ if $j = 1$. Then

$$
A_1(\eta) \circ \cdots \circ A_m(\eta) = \prod_{j=1}^{m-1} (E_j'(\eta) \partial_x + E_j''(\eta)) E_m(\eta) |D_x|^{\frac{1}{2}} (D_x)^{\frac{1}{2}}.
$$

Using the second commutation relation (4.3.5) and the fact that $E_j', E_j''$ are in $\mathcal{C}_0^1$ and $E_j', E_j''$, $j = 2, \ldots, m-1$, $E_m$ are in $\mathcal{C}_0^1[1]$, we see that $A_1(\eta) \circ \cdots \circ A_m(\eta)$ may be written as a linear combination of operators $C(\eta) \partial_x^\ell |D_x|^{\frac{1}{2}} (D_x)^{\frac{1}{2}}$ where $\ell' \leq m - 1$ and $C$ is in $\mathcal{C}_0^{1-\ell}[m-1]$. We have to estimate, in order to study the first inequality (4.3.39), $\|Z^k |D_x|^{-\frac{1}{2}} A_1(\eta) \circ \cdots \circ A_m(\eta)\psi\|_{H^{d+k'}}$ for any decomposition $k = k' + k''$, so to bound for $\ell = 0, \ldots, d + k''$,

$$
\|\partial_x^\ell Z^k |D_x|^{-\frac{1}{2}} C(\eta)\psi\|_{L^2}
$$

where $\bar{\psi} = \partial_x^\ell |D_x|^{\frac{1}{2}} (D_x)^{\frac{1}{2}} \psi$. By ii) of Lemma 4.3.6 (applied with $\mu' = \frac{1}{2}$), we may bound this by the right hand side of (4.3.19) i.e. by a finite sum indexed by $N' \geq m - 1 \geq 3$, $i', j'$ with $i' + j' \leq k'$ and $h \leq \ell$, of the minimum between the quantities (4.3.18), namely

$$
\prod_{r=1}^{N'} \|Z^{q_r} (D_x)^{\eta_1} \|_{C^{\gamma}} \|\partial_x^{i'+h} Z^{i'} \partial_x^{j'} |D_x|^{\eta_1} (D_x)^{\frac{1}{2}} \psi\|_{H^{d+k'}}
$$

(4.3.40)

$$
\left( \prod_{r \neq r'} \|Z^{q_r} (D_x)^{\eta_1} \|_{C^{\gamma}} \right) \|Z^{q_r'} (D_x)^{\eta_1'} \|_{H^{d+k'}} \|\partial_x^{i'+h} Z^{i'} \partial_x^{j'} |D_x|^{\frac{1}{2}} (D_x)^{\frac{1}{2}} \psi\|_{C^{\gamma-1}},
$$
where the exponents satisfy the following inequalities

\[
\sum_{r=1}^{N'} (p_r + q_r) + (i' + j' + \ell' + h) \leq m - 1 + k' + \ell
\]

\[
(4.3.41)
\]

\[
\sum_{r=1}^{N'} p_r + i' \leq k',
\]

\[
p_r + q_r \geq 0, \quad q_r \geq -1.
\]

Set \( p_0 = i', \quad q_0 = j' + h + \ell' \), and for \( r = 0, \ldots, N' \), \( k_r = p_r + (q_r - d - m - 2) \). Then

\[
\| Z^{p_r} (D_x)^{q_r} \eta \|_{C^{\gamma}} \leq \| Z^{k_r} u \|_{C^{d+\alpha}}
\]

\[
\| \partial_x^{i' + h} Z^j \partial_x^{j'} |D_x|^{1/2} (D_x)^{1/2} \psi \|_{H^{s+2}} \leq \| Z^{k_0} u \|_{H^{d+\alpha}}
\]

\[
(4.3.42)
\]

\[
\| \partial_x^{i' + h} Z^j \partial_x^{j'} |D_x|^{1/2} (D_x)^{1/2} \psi \|_{H^{s+1}} \leq \| Z^{k_0} u \|_{C^{d+\alpha}}.
\]

for some \( \alpha \) depending only on \( \gamma \) and \( m \). We notice that if \( q_r < d + m + 2 \), \( k_r = p_r \leq k' \leq k \) and if \( q_r \geq d + m + 2 \), \( k_r = p_r + q_r - d - m - 2 \leq k - 3 \) by (4.3.41). We check similarly that \( k_0 \leq k \). Moreover, there is at most one \( r \) for which \( k_r = k \). In the expressions (4.3.40), we use (4.3.42) to bound \( N' - 3 \) factors by \( \| Z^{k_r} u \|_{C^{d+\alpha}} \), choosing those \( r \) for which \( k_r \leq (k - 1)_+ \), so by \( \| Z^{k_0} u \|_{C^{d+\alpha}} \). We use the first (resp. the second) estimate (4.3.40) when the largest \( k_r \) is obtained for \( r = 0 \) (resp. \( r = r' \)). Taking (4.3.42) into account, we obtain in all cases a bound

\[
C(\| Z^{k_0} u \|_{C^{d+\alpha}}) \prod_{r=1}^{3} \| Z^{k_r} u \|_{C^{\gamma + \alpha}} \| Z^{k_1} u \|_{H^{d+\alpha}}
\]

with \( k_1, k_2, k_3 \leq k_4 \), after renumbering of the \( k_j \)'s. It follows from (4.3.41) that \( \sum_{i=1}^{4} (p_r + q_r) \leq m - 1 + k + d \) and \( \sum_{i=1}^{4} p_r \leq k \). The last inequality implies \( \sum_{i=1}^{4} k_r \leq k \) if \( q_r - d - m - 2 \leq 0 \) for \( r = 1, \ldots, 4 \). If there is at least one \( r \) for which \( q_r - d - m - 2 > 0 \) we get \( \sum_{i=1}^{4} k_r \leq \sum_{i=1}^{4} (p_r + q_r) - d - m + 1 \leq k \). We have obtained the conditions on the summation indices in the first inequality. The second inequality is proved in the same way. \( \square \)

Let us now state and prove corollaries of the preceding results that will be used in the rest of this paper. We take for \( \alpha \) the constant given by Proposition 4.3.12 when \( m = 3 \). We take \( s_0 \) an integer. We assume that we are given \( (\eta, \psi) \) and \( d \in \mathbb{R}_+ \) with \( \eta \in H^{s_0, d+\alpha} \cap C^{s_0, d+\alpha} \) and \( \psi \) in \( H^{s_0, d+\alpha} \cap C^{s_0, d+\alpha} \). Then \( u = |D_x|^{1/2} \psi + i\eta \) will satisfy, on the interval \([T_0, T]\) on which it is defined, for any \( k \leq s_0 \),

\[
\sup_{[T_0, T]} \| Z^k u(t, \cdot) \|_{H^{d+\alpha}} < +\infty, \quad \sup_{[T_0, T]} \| Z^k u(t, \cdot) \|_{C^{d+\alpha}} < +\infty.
\]

**Corollary 4.3.13.** Assume that \((\eta, \psi)\) is a solution of the water wave system (1.2.1), satisfying the above smoothness properties. Then \( u = |D_x|^{1/2} \psi + i\eta \) satisfies the equation

\[
(4.3.43) \quad D_t u = |D_x|^{1/2} u + \tilde{Q}_0(\mathcal{U}) + \tilde{C}_0(\mathcal{U}) + \tilde{R}_0(\mathcal{U})
\]
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Proof. We apply formula (2.6.11) with $n = 2$. We get

$$G(\eta)\psi = \sum_{k=0}^{2} \frac{1}{k!} g^{(k)}(0) + \int_{0}^{1} \frac{(\lambda - 1)^{2}}{2} g^{(3)}(\lambda) \, d\lambda$$

where $g(\lambda) = G(\lambda \eta)\psi$. We have seen that $g^{(3)}(\lambda)$ has the structure given by formula (2.6.9) i.e. the structure of the expressions considered in Proposition 4.3.12 (up to an extra uniform dependence on the parameter $\lambda \in [0, 1]$). By Proposition 4.3.12 the integrated term in (4.3.46) may thus be written $\tilde{R}_{0}^{1}(U) = |D_{x}|^{-\frac{1}{4}} \tilde{R}_{0}^{1}$, with $\tilde{R}_{0}^{1}$ satisfying the inequalities of the statement.

where $U = (u, \pi)$ and

$$\tilde{Q}_{0}(U) = -\frac{i}{8} |D_{x}|^{\frac{1}{2}} \left[ (|D_{x}|^{\frac{1}{2}} (u + \bar{u}))^2 + (|D_{x}|^{\frac{1}{2}} (u + \bar{u}))^2 \right]$$

$$+ \frac{i}{4} |D_{x}| ((u - \bar{u}) |D_{x}|^{\frac{1}{2}} (u + \bar{u})) - \frac{i}{4} D_{x} ((u - \bar{u}) |D_{x}|^{\frac{1}{2}} (u + \bar{u})),$$

$\tilde{C}_{0}(U)$ stands for the cubic contribution

$$\tilde{C}_{0}(U) = \frac{1}{8} |D_{x}|^{\frac{1}{2}} \left[ (|D_{x}|^{\frac{1}{2}} (u + \bar{u})) |D_{x}| ((u - \bar{u}) |D_{x}|^{\frac{1}{2}} (u + \bar{u})) \right]$$

$$- \frac{1}{8} |D_{x}|^{\frac{1}{2}} \left[ (|D_{x}|^{\frac{1}{2}} (u + \bar{u}) ((u - \bar{u}) |D_{x}|^{\frac{1}{2}} (u + \bar{u})) \right]$$

$$- \frac{1}{8} |D_{x}| \left[ (u - \bar{u}) |D_{x}| ((u - \bar{u}) |D_{x}|^{\frac{1}{2}} (u + \bar{u})) \right]$$

$$+ \frac{1}{16} |D_{x}| ((u - \bar{u})^2 |D_{x}|^{\frac{3}{2}} (u + \bar{u}))$$

$$+ \frac{1}{16} |D_{x}|^2 ((u - \bar{u})^2 |D_{x}|^{\frac{3}{2}} (u + \bar{u}))$$

Moreover, the remainder $\tilde{R}_{0}(U)$ satisfies the following bounds: one may write $\tilde{R}_{0}(U) = |D_{x}|^{\frac{3}{4}} \tilde{R}_{0}(U)$, where for any $k \leq s_{0}$

$$(4.3.44) \quad \| Z^{k} \tilde{R}_{0}(U) \|_{H^{d}} \leq C_{k}[u] \sum_{k_{1} + \ldots + k_{4} \leq k} \prod_{j=1}^{3} \| Z^{k_{j}} u \|_{C^{d+\alpha}} \| Z^{k_{4}} u \|_{H^{d+\alpha}}$$

with a constant $C_{k}[u]$ depending only on $\| Z^{(k-1)+} u \|_{C^{d+\alpha}}$. Moreover, for $\theta > 0$ small, we get also Hölder estimates

$$(4.3.45) \quad \| Z^{k} |D_{x}|^{\theta} \tilde{R}_{0}(U) \|_{C^{d}} \leq C_{k}[u] \sum_{k_{1} + \ldots + k_{4} \leq k} \prod_{j=1}^{4} \| Z^{k_{j}} u \|_{C^{d+\alpha}}$$

where $C_{k}[u]$ depends only on $\| Z^{(k-1)+} u \|_{C^{d+\alpha}}$ and on a bound for $\| \eta^{\prime} \|_{H^{-1}} \| \eta^{\prime} \|_{C^{-1}}^{2\theta'}$ for some $\theta' \in [0, \theta]$.
Let us study the Taylor expansion in (4.3.46). The expressions of \(g(0), g'(0), g''(0)\) obtained page 68 show that

\[
\partial_t \eta = G(\eta)\psi = |D_x| \psi - |D_x| (\eta |D_x| \psi) - \partial_x (\eta \partial_x \psi)
\]

\[
+ |D_x| (\eta (|D_x| (\eta |D_x| \psi))) + \frac{1}{2} |D_x| (\eta^2 \partial^2_x \psi) + \frac{1}{2} \partial^2_x (\eta^2 |D_x| \psi)
\]

\[
+ |D_x| \frac{1}{2} \tilde{R}_0^1.
\]

The second equation in (1.2.1) implies, when combined with the above expansion of \(G(\eta)\psi\), that

\[
\partial_t \psi = -\eta - \frac{1}{2} (\partial_x \psi)^2 + \frac{1}{2} (|D_x| \psi)^2 - (|D_x| \psi) \left[ |D_x| (\eta |D_x| \psi) + \eta \partial^2_x \psi \right]
\]

\[
+ a(\eta') P \left[ \eta', G(\eta) \psi, \eta' \partial_x \psi, |D_x| \psi, |D_x| (\eta |D_x| \psi), \eta \partial^2_x \psi, C_3(\eta), \psi |D_x| \tilde{R}_0^1 \right]
\]

where \(P\) is a polynomial, sum of components that are homogeneous at least of degree 4 and \(C_3\) is the cubic term in the expansion of \(G(\eta)\psi\), and where \(a\) is some analytic function of \(\eta'\).

Since we have seen that \(\tilde{R}_0^1\) satisfies (4.3.44), (4.3.45), Leibniz formula shows that the last term in the above equation satisfies similar bounds, replacing eventually \(\alpha\) by some larger value. Computing from the above expressions \(\partial_t u\), we get (4.3.43). This concludes the proof.

### 4.4 Nonlinear estimates

Our next goal is to estimate the action of \(Z^k\) on various remainder terms. This task is quite technical and requires some preparation. We gather here various estimates which are extensively used in the sequel. Namely, we estimate \(|\zeta F|_{K,\nu}, |T_k F|_{K,\nu}, |T_F \zeta|_{K,\nu}|\) and \(|R_k(\zeta, F)|_{K,\nu}\).

Recall that, for any real number \(s \geq 0\),

\[
\|\zeta F\|_{H^s} \lesssim \|\zeta\|_{L^\infty} \|F\|_{H^s} + \|F\|_{L^\infty} \|\zeta\|_{H^s},
\]

\[
\|\zeta F\|_{H^s} \lesssim \|\zeta\|_{C^{s+1}} \|F\|_{H^s}.
\]

We need similar estimates for \(|\zeta F|_{K,\nu}\). We shall prove that, for any \(s \geq 2\) and any \((K, \nu) \in \mathbb{N} \times [0, +\infty[\) such that \(\nu + K \leq s - 2\), there holds

\[
|\zeta F|_{K,\nu} \lesssim \|\zeta\|_{s+1,0} |F|_{K,\nu} + \|F\|_{s+1,0} |\zeta|_{K,\nu},
\]

(4.4.1)

\[
|\zeta F|_{K,\nu} \lesssim \|\zeta\|_{s+1,0} |F|_{K,\nu}.
\]

(4.4.2)

These estimates can be deduced from the following result: for any real number \(m \in [0, +\infty[\) and any \((K, \nu) \in \mathbb{N} \times [0, +\infty[\),

\[
|\zeta F|_{K,\nu} \lesssim \|\zeta\|_{m,0} |F|_{K,\nu} + \|F\|_{\nu+K-m+2,0} |\zeta|_{K,\nu},
\]

(4.4.3)
where we use the convention that $\|F\|_{\nu+K-m+2,0} = 0$ for $\nu + K - m + 2 < 0$. Indeed, by applying (4.4.3) with $m = s/2$ (resp. $m = s+1$) one recovers (4.4.1) (resp. (4.4.2)). Moreover, (4.4.3) is convenient to prove estimate by induction on $K$ since

$$\|ZF\|_{\nu+K-m+2,0} \leq \|F\|_{\nu+(K+1)-m+2,0}.$$  

We begin by proving estimates similar to (4.4.3) for $|T_\zeta F|_{K,\nu}$, $|T_F\zeta|_{K,\nu}$ and $|R_B(\zeta,F)|_{K,\nu}$ as well as for $S_B(\zeta,F)$ where $S_B$ is defined by (3.4.14).

Recall that the notations $|\cdot|_{r,\sigma}$ and $|\cdot|_{r,\nu}$ are defined for any real number $r$ (see Notation 4.5.1) so that $|\cdot|_{r,\sigma} \equiv 0$ and $|\cdot|_{r,\nu} \equiv 0$ for $r < 0$.

**Proposition 4.4.1.** Consider $m \in \mathbb{R}$, $K \in \mathbb{N}$ and $\nu \in ]0, +\infty[$. Below one uses the conventions that

(4.4.4) $\|\zeta\|_{m,0} = 0$ for $m < 0$,  $\|F\|_{\nu+K-m+1,0} = 0$ for $\nu + K - m + 1 < 0$.

(i) There exists a positive constant $c$ such that,

(4.4.5) $|T_\zeta F|_{K,\nu} \leq c \|\zeta\|_{m,0} |F|_{K,\nu} + c \|F\|_{\nu+K-m+1,0} |\zeta|_{K,0}.$

(ii) There exists a positive constant $c$ such that,

(4.4.6) $|T_F\zeta|_{K,\nu} \leq c \|\zeta\|_{m,0} |F|_{K,0} + c \|F\|_{\nu+K-m+1,0} |\zeta|_{K,\nu}.$

(iii) For any $a$ in $]0, +\infty[$ there exists a positive constant $c$ such that,

(4.4.7) $|R_B(\zeta,F)|_{K,\nu+a} \leq c \|\zeta\|_{m,a} |F|_{K,\nu} + c \|F\|_{K-m,a} |\zeta|_{K,\nu}.$

(iv) Let $S_B(a,b) = \text{Op}^B[a, R]b$ with $R = -2\xi \cdot \nabla$ where $\theta$ is given by Definition A.1.2. Then for any $a$ in $]0, +\infty[$ there exists a positive constant $c$ such that,

(4.4.8) $|S_B(\zeta,F)|_{K,\nu+a} \leq c \|\zeta\|_{m,a} |F|_{K,\nu} + c \|F\|_{K-m,a} |\zeta|_{K,\nu}.$

**Proof.** Let us prove statement (i). By definition

$$|T_\zeta F|_{K,\nu} = \sum_{\ell=0}^K \|Z^\ell T_\zeta F\|_{H^{\nu+K-\ell}}.$$

It follows from (3.4.14) that one can write $Z^\ell(T_\zeta F)$ as a linear combination of terms of the form $T^{(n_3)}(Z^{n_1}\zeta)Z^{n_2}F$ where $n_1 + n_2 + n_3 \leq \ell$ and where we used the following notation: $T^{(n)}(v)f = \text{Op}^B[v, (-2\xi \cdot \nabla)^n \theta]f$ where $\theta = \theta(\xi_1, \xi_2)$ is the cutoff function used in the definition of paradifferential operators (see Definition A.1.2), $\xi \cdot \nabla = \xi_1 \partial_{\xi_1} + \xi_2 \partial_{\xi_2}$ and where $\text{Op}^B[v, A]f$ is as defined in §3.4 (so that $T^{(0)}(a)b$ is the paraproduct $T_a b$).
We thus have to prove that, for any $\ell \leq K$ and any $(n_1, n_2, n_3) \in \mathbb{N}^3$ such that $n_1 + n_2 + n_3 \leq \ell$,

\begin{equation}
\|T^{(n)}(Z^{n_1} \zeta)Z^{n_2} F\|_{H^{\nu+K-\ell}} \lesssim \|\zeta\|_{m,0} \|F\|_{K,\nu} + c \|F\|_{\nu+K-m+1,0} \|\zeta\|_{K,0}.
\end{equation}

Notice that, for any $n \in \mathbb{N}$, $T^{(n)}(v) f$ satisfies the same estimates as $T_v f$ does. For $n = 0$ this is obvious since $T^{(0)}(v) = T_v$. For $n > 0$, with the notation of Proposition 3.4.4, one has $(-2\xi \cdot \nabla)^n \theta \in SR_{reg}^0$ (the condition (3.4.4) is satisfied since $\langle \xi_1 \rangle \sim \langle \xi_2 \rangle$ on the support of $\nabla \theta$). Then Proposition 3.4.4 implies that, for any $\sigma \in [0, +\infty]$ and any real numbers $\rho, \rho'$ such that $\rho' > \rho > 0$,

\begin{align}
(4.4.10) \quad & \|T^{(n)}(v)f\|_{H^\rho} \lesssim \|v\|_{L^\infty} \|f\|_{H^\sigma}, \\
(4.4.11) \quad & \|T^{(n)}(v)f\|_{H^{\rho'}} \leq K \|v\|_{L^2} \|f\|_{C^{\rho'}}.
\end{align}

For $n = 0$, these estimates follow from the paraproduct rules (A.1.12) and (A.1.20).

We now prove (4.4.9). Either $n_1 \leq m$ or $n_1 > m$. We first consider the case where $n_1 \leq m$. Since $\nu + K - \ell \geq \nu > 0$ we may use (4.4.10) to write

\[ \|T^{(n)}(Z^{n_1} \zeta)Z^{n_2} F\|_{H^{\nu+K-\ell}} \lesssim \|Z^{n_1} \zeta\|_{L^\infty} \|Z^{n_2} F\|_{H^{\nu+K-\ell}}. \]

Now write $\|Z^{n_1} \zeta\|_{L^\infty} \leq \|\zeta\|_{n_1,0} \leq \|\zeta\|_{m,0}$ and

\[ \|Z^{n_2} F\|_{H^{\nu+K-\ell}} \leq |F|_{n_2, \nu+K-\ell} \leq |F|_{n_2+K-\ell, \nu} \leq |F|_{K, \nu}, \]

by definition of the norms $|||\cdot|||_{n, \sigma}$ and $|.|_{n, \sigma}$. This proves (4.4.9) for $n_1 \leq m$.

We next consider the case where $n_1 \geq m$. We apply (4.4.11) to obtain that

\[ \|T^{(n)}(Z^{n_1} \zeta)Z^{n_2} F\|_{H^{\nu+K-\ell}} \lesssim \|Z^{n_1} \zeta\|_{L^2} \|Z^{n_2} F\|_{C^{\nu+K-\ell+1}}. \]

Since $n_1 \leq \ell \leq K$, notice that $\|Z^{n_1} \zeta\|_{L^2} \leq |\zeta|_{K,0}$. On the other hand

\begin{align}
\|Z^{n_2} F\|_{C^{\nu+K-\ell+1}} & \leq \|Z^{n_2} F\|_{C^{\nu+K-n_1-n_2+1}} \quad \text{since } n_1 + n_2 \leq \ell \\
& \leq \sum_{p=0}^{n_2} \|Z^p F\|_{C^{\nu+K-n_1+1-p}} \quad \text{since } n_1 + n_2 \leq \ell \\
& \leq \sum_{p=0}^{n_2} \|Z^p F\|_{C^{\nu+K-m+1-p}} \quad \text{since } n_1 \geq m.
\end{align}

Now observe that, since $n_1 \geq m$, $n_1 + n_2 \leq \ell$ and $\ell \leq K$, one has

\[ m + n_2 - K - 1 \leq m + \ell - n_1 - K - 1 = (m - n_1) + (\ell - K) - 1 \leq -1 \leq \nu \]

and hence $n_2 \leq \nu + K - m + 1$. Setting this into (4.4.12) yields

\[ \|Z^{n_2} F\|_{C^{\nu+K-\ell+1}} \leq \sum_{p=0}^{\nu+K-m+1} \|Z^p F\|_{C^{\nu+K-m+1-p}} = \|F\|_{\nu+K-m+1,0}. \]
which completes the proof of statement (i).

Statement (ii) is a corollary of statement (i). Indeed, (4.4.5) applied with \((\zeta, F)\) replaced with \((F, \zeta)\) implies that

\[
|T_F\zeta|_{K,\nu} \lesssim \|F\|_{m,0} |\zeta|_{K,\nu} + \|\zeta\|_{\nu+K-m+1,0} |F|_{K,0}.
\]

By using this estimate with \(m\) replaced with \(\nu + K - m + 1\) we obtain (4.4.6).

Finally we shall prove statement (iii) by using arguments similar to those used in the proof of statement (i).

Set \(\chi(\xi_1, \xi_2) := 1 - \theta(\xi_1, \xi_2) - \theta(\xi_2, \xi_1)\) where \(\theta\) is the cutoff function given by (A.1.2). Then

\[
R_B(\zeta, F) = \text{Op}^B[\zeta, \chi(\xi_1, \xi_2)]F.
\]

Thus \(Z^\ell R_B(\zeta, F)\) is a linear combination of terms of the form \(R^{(n_3)}(Z^{n_1}\zeta, Z^{n_2}F)\) where \(n_1 + n_2 + n_3 \leq \ell\) and where we used the following notation:

\[
R^{(n)}(v, f) = \text{Op}^B[v, (-2\xi \cdot \nabla)^n \chi]f.
\]

We thus have to prove that, for any \(\ell \leq K\) and any \((n_1, n_2, n_3) \in \mathbb{N}^3\) such that \(n_1 + n_2 + n_3 \leq \ell\),

\[
\|R^{(n_3)}(Z^{n_1}\zeta, Z^{n_2}F)\|_{H^{\nu+K-\ell+a}} \lesssim \|\zeta\|_{m,a} |F|_{K,\nu} + c \|F\|_{K-m,a} |\zeta|_{K,\nu}.
\]

For any \(n \in \mathbb{N}\), \(R^{(n)}(v, f)\) satisfies the same estimates as \(R_B(v, f)\) does. Indeed, with the notations of Proposition 3.4.4, one has \((-2\xi \cdot \nabla)^n \chi \in S^{0}_{r\in\mathbb{R}}\) for any \(n \geq 0\). Consequently, for any real numbers \(\sigma, a\) in \([0, +\infty]\) such that \(\sigma + a > 0\), there holds

\[
\|R^{(n)}(v, f)\|_{H^{\sigma+a}} \lesssim \|v\|_{C^a} \|f\|_{H^{\sigma}},
\]

\[
\|R^{(n)}(v, f)\|_{H^{\sigma+a}} \lesssim \|v\|_{H^{\sigma}} \|f\|_{C^a}.
\]

We now prove (4.4.13). Either \(n_1 \leq m\) or \(n_1 > m\). We first consider the case where \(n_1 \leq m\). Then we use (4.4.14), \(n_2 \leq \ell \leq K\) and \(n_1 \leq m\) to write

\[
\|R^{(n_3)}(Z^{n_1}\zeta, Z^{n_2}F)\|_{H^{\nu+K-\ell+a}} \lesssim \|R^{(n_3)}(Z^{n_1}\zeta, Z^{n_2}F)\|_{H^{\nu+K-n_2+a}} \lesssim \|Z^{n_1}\zeta\|_{C^a} \|Z^{n_2}F\|_{H^{\nu+K-n_2}} \lesssim \|\zeta\|_{m,a} |F|_{K,\nu}.
\]

On the other hand, if \(n_1 \geq m\) then

\[
\|R^{(n_3)}(Z^{n_1}\zeta, Z^{n_2}F)\|_{H^{\nu+K-\ell+a}} \lesssim \|R^{(n_3)}(Z^{n_1}\zeta, Z^{n_2}F)\|_{H^{\nu+K-n_1+a}} \lesssim \|Z^{n_1}\zeta\|_{H^{\nu+K-n_1}} \|Z^{n_2}F\|_{C^a} \lesssim \|\zeta\|_{K,\nu} \|F\|_{n_2,a} \lesssim \|\zeta|_{K,\nu} \|F\|_{K-m,a}
\]

where we used in the last inequality that \(n_1 + n_2 \leq \ell \leq K\) and hence \(n_2 \leq K - m\) since \(n_1 \geq m\). This proves (4.4.13) and hence completes the proof of statement (iii).

The proof of statement (iv) is analogous to the proof of statement (iii). Indeed, by definition

\[
S_B(\zeta, F) = \text{Op}^B[v, (-\xi \cdot \nabla)\theta]F
\]

and hence \(Z^\ell S_B(\zeta, F)\) is a linear combination of terms of the
form $\text{Op}^B[Z^{n_2}\zeta, (\xi \cdot \nabla)^{n_3}\theta]Z^{n_1}F$ with $n_1 + n_2 + n_3 \leq \ell$ and $n_3 \geq 1$. As already mentioned, one has $(-2\xi \cdot \nabla)^n\theta \in SR^0_{reg}$ for $n > 0$, so Proposition 3.4.4 implies that $\text{Op}^B[v, (\xi \cdot \nabla)^n\theta]f$ satisfies the same estimates (4.4.14) and (4.4.15) as $R^{(n)}(v, f)$ does. □

**Remark.** For further references, let us state and prove an estimate analogous to (4.4.10)-(4.4.11) in Hölder spaces. Consider a positive real number $\sigma$ with $\sigma \not\in \mathbb{N}$. Then

(4.4.16) \[ \|T_{\zeta}F\|_{n,\sigma} \lesssim \|\zeta\|_{n,1} \|F\|_{n,\sigma}. \]

To see this, using elementary arguments similar to those used in the proof of statement i) of Proposition 4.4.1, one needs only to prove that, for any $n \in \mathbb{N}$ and for any real number $\sigma$ in $[0, +\infty[$, one has

(4.4.17) \[ \|T^{(n)}(v)f\|_{C^\sigma} \leq K \|v\|_{C^1} \|f\|_{C^\sigma}. \]

For $n = 0$, this follows from the paraproduct rule (A.1.13). For $n > 0$, using the notations and the observations made in the proof of Proposition 4.4.1, notice that $T^{(n)}(v) = \text{Op}^B[v, R]$ where $R = (-2\xi \cdot \nabla)^n\theta$ belongs to $SR^0_{reg}$. Now the wanted estimate follows easily from the estimate of the kernel $K_{k,\ell}$ made in the proof of Proposition 3.4.4.

The previous proposition has the following corollary.

**Corollary 4.4.2.** Consider $m \in \mathbb{R}$, $K \in \mathbb{N}$ and $\nu \in ]0, +\infty[$. There exists a positive constant $c$ such that,

(4.4.18) \[ |\zeta F|_{K,\nu} \leq c \|\zeta\|_{m,0} |F|_{K,\nu} + c \|F\|_{\nu+K-m+1,0} |\zeta|_{K,\nu}, \]

where $\|\zeta\|_{m,0} = 0$ for $m < 0$ and $\|F\|_{\nu+K-m+1,0} = 0$ for $\nu + K - m + 1 < 0$, by convention.

**Proof.** Write $\zeta F = T_{\zeta}F + T_F\zeta + R_B(\zeta, F)$ and apply Proposition 4.4.1. □

For further references, we shall also need more precise estimates.

**Proposition 4.4.3.** Consider $m \in \mathbb{R}$, $K \in \mathbb{N}$ and $\nu \in ]0, +\infty[$. One uses the conventions in (4.4.4) and denotes by $1_{\mathbb{R}_+}$ the indicator function of $\mathbb{R}_+$.

(i) There exists a positive constant $c$ such that,

(4.4.19) \[ |T_{\zeta}F|_{K,\nu} \leq c \|\zeta\|_{m,0} |F|_{K-1,\nu+1} + c \|F\|_{\nu+K-m+1,0} |\zeta|_{K-1,0} \]
\[ + c 1_{\mathbb{R}_+}(m) \|\zeta\|_{L^\infty} \|Z^K F\|_{H^\nu} + c 1_{\mathbb{R}_+}(K-m) \|F\|_{C^{\nu+1}} \|Z^K \zeta\|_{L^2}. \]

(ii) For any real number $a$ in $]0, +\infty[$ there exists a positive constant $c$ such that,

(4.4.20) \[ |R_B(\zeta, F)|_{K,\nu+a} \leq c \|\zeta\|_{m,a} |F|_{K-1,\nu+1} + c 1_{\mathbb{R}_+}(m) \|\zeta\|_{C^a} \|Z^K F\|_{H^\nu} \]
\[ + c \|F\|_{K-m,a} |\zeta|_{K-1,\nu+1} + c 1_{\mathbb{R}_+}(K-m) \|F\|_{C^a} \|Z^K \zeta\|_{H^\nu}. \]
(iii) There exists a positive constant $c$ such that,

$$
|\zeta F|_{K, \nu} \leq c \|\zeta\|_{m, 0} |F|_{K-1, \nu+1} + c \|F\|_{\nu+K-m+1, 0} |\zeta|_{K-1, \nu+1}
+ c \mathbf{1}_{\mathbb{R}_+}(m) \|\zeta\|_{C^1} \left\|Z^K F\right\|_{H^\nu}
+ c \mathbf{1}_{\mathbb{R}_+}(m - \nu - 1) \|\zeta\|_{C^\nu+1} \left\|Z^K F\right\|_{L^2}
+ c \mathbf{1}_{\mathbb{R}_+}(K - m) \|F\|_{C^\nu+1} \left\|Z^K \zeta\right\|_{L^2}
+ c \mathbf{1}_{\mathbb{R}_+}(\nu + K - m + 1) \|F\|_{C^1} \left\|Z^K \zeta\right\|_{H^\nu}.
$$

(4.4.21)

**Remark.** Assume $m \geq 1$. By using in addition the obvious inequalities

$$
\mathbf{1}_{\mathbb{R}_+}(m) \|\zeta\|_{C^1} \left\|Z^K F\right\|_{H^\nu} \leq \|\zeta\|_{m, 0} |F|_{K, \nu},
\mathbf{1}_{\mathbb{R}_+}(m - \nu - 1) \|\zeta\|_{C^\nu+1} \leq \mathbf{1}_{\mathbb{R}_+}(m) \|\zeta\|_{C^m},
$$

it follows from (4.4.21) that

$$
|\zeta F|_{K, \nu} \leq c \|\zeta\|_{m, 0} |F|_{K, \nu} + c \|F\|_{\nu+K-m+1, 0} |\zeta|_{K-1, \nu+1}
+ c \mathbf{1}_{\mathbb{R}_+}(K - m) \|F\|_{C^\nu+1} \left\|Z^K \zeta\right\|_{L^2}
+ c \mathbf{1}_{\mathbb{R}_+}(\nu + K - m + 1) \|F\|_{C^1} \left\|Z^K \zeta\right\|_{H^\nu}.
$$

Let $b > 1$ be any fixed real number. Using the obvious inequalities

$$
\|F\|_{C^\nu+1} \leq \|F\|_{C^b} + \mathbf{1}_{\mathbb{R}_+}(\nu + 1 - b) \|F\|_{C^\nu+1},
$$

(4.4.22)

$$
\mathbf{1}_{\mathbb{R}_+}(K - m) \|F\|_{C^\nu+1} \leq \|F\|_{C^\nu+1, \nu+K-m+1},
\mathbf{1}_{\mathbb{R}_+}(K - m) \leq \mathbf{1}_{\mathbb{R}_+}(\nu + K - m + 1),
$$

one has the following corollary

$$
|\zeta F|_{K, \nu} \leq c \|\zeta\|_{m, 0} |F|_{K, \nu} + c \|F\|_{\nu+K-m+2, 0} |\zeta|_{K-1, \nu+1}
+ c \mathbf{1}_{\mathbb{R}_+}(\nu + K - m + 1) \|F\|_{C^b} \left\|Z^K \zeta\right\|_{H^\nu}
+ c \mathbf{1}_{\mathbb{R}_+}(\nu + 1 - b) \|F\|_{C^\nu+K-m+1} \left\|Z^K \zeta\right\|_{L^2}.
$$

(4.4.23)

Similarly, by using (4.4.22), we deduce from (4.4.19) that

$$
|T\zeta F|_{K, \nu} \leq \|\zeta\|_{m, 0} |F|_{K-1, \nu+1} + \mathbf{1}_{\mathbb{R}_+}(m) \|\zeta\|_{L^\infty} \left\|Z^K F\right\|_{H^\nu}
+ \|F\|_{\nu+K-m+1, 0} |\zeta|_{K-1, 0}
+ \mathbf{1}_{\mathbb{R}_+}(\nu + K - m + 1) \|F\|_{C^b} \left\|Z^K \zeta\right\|_{L^2}
+ \mathbf{1}_{\mathbb{R}_+}(\nu + 1 - b) \|F\|_{C^\nu+K-m+1} \left\|Z^K \zeta\right\|_{L^2}.
$$

(4.4.24)

**Proof.** Let us prove (4.4.19). Write $|T\zeta F|_{K, \nu} = \left\|Z^K (T\zeta F)\right\|_{H^\nu} + |T\zeta F|_{K-1, \nu+1}$. It follows from (4.4.5) that

$$
|T\zeta F|_{K-1, \nu+1} \leq c \|\zeta\|_{m, 0} |F|_{K-1, \nu+1} + c \|F\|_{\nu+K-m+1, 0} |\zeta|_{K-1, 0},
$$
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which is smaller than the right hand side of (4.4.19). To estimate the $H^\nu$-norm of $Z^K(T_\zeta F)$ we write, using the notations introduced in the proof of Proposition 4.4.1, that

$$
\| Z^K(T_\zeta F) \|_{H^\nu} \lesssim \sum_{n_1+n_2+n_3 \leq K} I(n_1, n_2, n_3) \quad \text{with} \quad I(n_1, n_2, n_3) := \| T^{(n_3)}(Z^{n_1} \zeta) Z^{n_2} F \|_{H^\nu}.
$$

We split the sum into two pieces, according to $n_1 \leq m$ or $n_1 > m$. We further split the first (resp. second) sum into two pieces, according to $n_1 = 0$ or $0 < n_1 \leq m$ (resp. $n_1 = K$ or $m < n_1 < K$). The same arguments used to prove (4.4.5) imply that

$$
\sum_{n_1+n_2+n_3 \leq K \atop 0 < n_1 \leq m} I(n_1, n_2, n_3) \lesssim \| \zeta \|_{m,0} |F|_{K-1,\nu+1},
$$

and

$$
\sum_{n_1+n_2+n_3 \leq K \atop m < n_1 < K} I(n_1, n_2, n_3) \lesssim \| F \|_{\nu+K-m+1,0} |\zeta|_{K-1,0}.
$$

Moreover, the paraproduct rules (A.1.12) and (A.1.20) imply that

$$
I(K, 0, 0) = \| T Z^K \zeta F \|_{H^\nu} \lesssim \| Z^K \zeta \|_{L^2} \| F \|_{C^{\nu+1}},
$$

$$
I(0, K, 0) = \| T_\zeta Z^K F \|_{H^\nu} \lesssim \| \zeta \|_{L^\infty} \| Z^K F \|_{H^\nu}.
$$

The first (resp. second) of the two previous inequalities is to be taken into account only for $K > m$ (resp. $m \geq 0$), we obtain the desired result (4.4.19); indeed for $K \leq m$ (resp. $m < 0$), the sum $\sum_{m<n_1<K} I(n_1, n_2, n_3)$ (resp. $\sum_{n_1 \leq m}$) vanishes.

The proof of (4.4.20) is similar.

To prove (4.4.21) we write $\zeta F = T_\zeta F + T_F \zeta + R_B(\zeta, F)$. The first (resp. third) term is estimated by means of (4.4.19) (resp. (4.4.20)). The second term is estimated by means of (4.4.19) applied with $(\zeta, F, m)$ replaced with $(F, \zeta, \nu + K - m + 1)$.

We shall also need the following estimates.

**Lemma 4.4.4.** Consider an integer $n$ in $\mathbb{N}^*$ and a positive real number $\mu$. Then, for any integer $m$ such that $m \geq 2$ and $2m > n + \mu + 2$, there exists a positive constant $c$ such that

$$
\| Z^n(T_a T_b - T_{ab}) f \|_{H^\mu} \leq c \| a \|_{C^2} \| b \|_{C^2} \| Z^n f \|_{H^{\mu-2}}
$$

$$
+ c |1_{\mathbb{R}^+}(n - m)\big(\| Z^n a \|_{L^2} \| b \|_{L^\infty} + \| a \|_{L^\infty} \| Z^n b \|_{L^2}\big) \| f \|_{C^{\nu+1}}
$$

$$
+ c \| a \|_{m,0} \| b \|_{m,0} \| f \|_{m-1,\mu-1}
$$

$$
+ c |1_{\mathbb{R}^+}(n - m)\big(\| a \|_{m,0} \| b \|_{n-1,0} + \| a \|_{n-1,0} \| b \|_{m,0}\big) \| f \|_{m,0}.
$$

(4.4.25)
Proof. Using the notations introduced in this section, $Z^n (T_a T_b - T_{ab}) f$ can be written as $Z^n (T_a T_b - T_{ab}) f = R_0 + R_1 + R_2 + R_3 + R_4$ where

\[ R_0 = (T_a T_b - T_{ab}) Z^n f, \]
\[ R_1 = (T Z_a T_b + T_a T Z_b - T (Z_a b) - T a (Z b)) Z^{n-1} f, \]
\[ R_2 = (T^{(1)} (a) T_b + T_a T^{(1)} (b) - T^{(1)} (ab)) Z^{n-1} f, \]

$R_3$ is a linear combination of terms of the form

\[ T^{(\ell_1)} (Z^{n_1} a) T^{(\ell_2)} (Z^{n_2} b) Z^{n_3} f, \quad \ell_1 + \ell_2 + n_1 + n_2 + n_3 \leq n, \quad n_3 \leq n - 2, \]

and $R_4$ is a linear combination of terms of the form

\[ T^{(\ell)} ((Z^{m_1} a) (Z^{m_2} b)) Z^{m_3} f, \quad \ell + m_1 + m_2 + m_3 \leq n, \quad m_3 \leq n - 2. \]

- The terms $R_0$ and $R_1$ are estimated by means of the symbolic calculus rule (A.1.14) which yields

\[
\| (T_a T_b - T_{ab}) Z^n f \|_{H^\mu} \lesssim \| a \|_{C^2} \| b \|_{C^2} \| Z^n f \|_{H^{\mu-2}},
\]
\[
\| (T Z_a T_b - T (Z_a b) - T a (Z b)) Z^{n-1} f \|_{H^\mu} \lesssim \| Z a \|_{C^1} \| b \|_{C^1} \| Z^{n-1} f \|_{H^{\mu-1}},
\]
\[
\| (T_a T Z_b - T_a (Z b)) Z^{n-1} f \|_{H^\mu} \lesssim \| a \|_{C^1} \| Z b \|_{C^1} \| Z^{n-1} f \|_{H^{\mu-1}}.
\]

So $\| R_0 \|_{H^\mu}$ is controlled by the first term in the right hand side of (4.4.25). Since $\| Z a \|_{C^1} \leq \| a \|_{m,0}$ and $\| Z b \|_{C^1} \leq \| b \|_{m,0}$ for $m \geq 2$, and since $\| Z^{n-1} f \|_{H^{\mu-1}} \leq \| f \|_{n-1, \mu-1}$, we verify that $R_1$ is controlled by the third term in the right hand side of (4.4.25).

- Let us estimate the $H^\mu$-norm of $R_2$. Since $T^{(1)} (a) = \text{Op}^B [a, (-2 \xi \cdot \nabla) \theta]$ with $(-2 \xi \cdot \nabla) \theta \in SR^0_{reg}$, as already seen, Proposition 3.4.4 implies that

\[
\| T^{(1)} (a) T_b Z^{n-1} f \|_{H^\mu} \lesssim \| a \|_{C^1} \| T_b Z^{n-1} f \|_{H^{\mu-1}} \lesssim \| a \|_{C^1} \| b \|_{L^\infty} \| Z^{n-1} f \|_{H^{\mu-1}}.
\]

By applying the same estimates for the two other terms which enter in the definition of $R_2$, we conclude that the $H^\mu$-norm of $R_2$ is controlled by the third term in the right hand side of (4.4.25).

- Let us estimate $R_3$. Set $A = T^{(\ell_1)} (Z^{n_1} a) T^{(\ell_2)} (Z^{n_2} b) Z^{n_3} f$. We shall split the analysis in several cases.

If $n_1 \leq m$ and $n_2 \leq m$, we write

\[
\| A \|_{H^\mu} \lesssim \| Z^{n_1} a \|_{L^\infty} \| Z^{n_2} b \|_{L^\infty} \| Z^{n_3} f \|_{H^\mu}
\]
\[
\lesssim \| a \|_{m,0} \| b \|_{m,0} \| f \|_{n-2, \mu}.
\]

since $n_3 \leq n - 2$. Since $\| f \|_{n-2, \mu} \leq \| f \|_{n-1, \mu-1}$, this proves that the $H^\mu$-norm of $A$ is controlled by the third term in the right hand side of (4.4.25).
If \( m < n_1 < n \), then we notice that the assumption \( 2m > n + \mu + 2 \) implies that
\[
m > 2m - n_1 \geq n + \mu + 2 - n_1 \geq n_2 + (n_3 + \mu + 1) + 1
\]
so \( n_2 \leq m - 1 \) and \( n_3 + \mu + 1 \leq m - 1 \). Consequently, the estimates (4.4.10)–(4.4.11) and (4.4.17) imply that
\[
\|A\|_{H^\mu} \lesssim \|Z^{n_1} a\|_{L^2} \|Z^{n_2} b\|_{L^\infty} \|Z^{n_3} f\|_{C^{\mu+1}}
\]
\[
\lesssim |a|_{n-1,0} \|b\|_{m,0} \|f\|_{m,0},
\]
so the \( H^\mu \)-norm of \( A \) is controlled by the fourth term in the right hand side of (4.4.25). The analysis of the case \( m < n_2 < n \) is similar.

Assume that \( n > m \) and \( n_1 = n \). Then \( \ell_1 = \ell_2 = n_2 = n_3 \) and hence the paraproduct rules (A.1.12) and (A.1.20) imply that
\[
\|A\|_{H^\mu} \lesssim \|Z^a a\|_{L^2} \|b\|_{L^\infty} \|f\|_{C^{\mu+1}},
\]
so the \( H^\mu \)-norm of \( A \) is controlled by the second term in the right hand side of (4.4.25).

This proves that the \( H^\mu \)-norm of \( R_3 \) is controlled by the right hand side of (4.4.25). The analysis of \( R_4 \) is similar.

\[\square\]

### 4.5 Estimate of the remainder terms

The goal to this section is to prove various estimates required when estimating the remainder terms.

To estimate the remainder terms, we shall need to exploit repeatedly the fact that the commutator \([G(\eta), \eta]\) is of order 0. Similarly, when studying the linearization estimates, we have seen that \( G(\eta) - |D_x| \) is of order 0 (while \( B(\eta) - |D_x| \) and \( V(\eta) - \partial_x \) are of order 1). We shall need to exploit this fact too.

We need to estimate \( Z^k[G(\eta), \eta] \) and \( Z^k(G(\eta) - |D_x|) \). The analysis of both \( Z^k[G(\eta), \eta] \) and \( Z^k(G(\eta) - |D_x|) \) will be by induction on \( k \), using the fact that one can compute explicitly \( Z[G(\eta), \eta] \) and \( Z(G(\eta) - |D_x|) \). In both formula we shall see that the commutator \([G(\eta), Z\eta]\) appears. More generally, to control \( Z[G(\eta), Z^p\eta] \) for some integer \( p \in \mathbb{N} \), one needs to control \([G(\eta), Z^{p+1}\eta]\). We thus begin by studying these operators. Below, for \( p \in \mathbb{N} \), we denote by \( J(\eta, Z^p\eta) \) the commutator defined by
\[
J(\eta, Z^p\eta)f := G(\eta)((Z^p\eta)f) - (Z^p\eta)G(\eta)f.
\]

In this section, we use various inequalities in some Hölder spaces \( C^\theta(\mathbb{R}) \). We shall freely use the fact that, for our purposes, one can assume that \( \theta \notin \frac{1}{2}\mathbb{N} \) up to replacing \( \theta \) with \( \theta + \delta \) for some \( \delta \ll 1 \).
Notation 4.5.1. The notation \( \| f \|_{r, \gamma} \) has been introduced for \( r \in \mathbb{N} \) and \( \gamma \in [0, +\infty[. \) For the purpose of the next results, it is convenient to extend it to the case when \( r \) is any real number. This is done as follows: \( (i) \) for \( r < 0 \) one sets \( \| f \|_{r, \gamma} = 0 \) for any \( f \) and any \( \gamma \), and \( (ii) \) for \( r \geq 0 \), one sets \( \| f \|_{r, \gamma} := \| f \|_{[r], \gamma} \) where \( [r] \) is the largest integer smaller or equal to \( r \). One defines similarly \( \| f \|_{r, \gamma} \) for any real number \( r \in \mathbb{N} \).

Proposition 4.5.2. There exists \( \varepsilon_0 > 0 \) small enough and there exist \( \gamma_0 \) with \( \gamma_0 \notin \frac{1}{2} \mathbb{N} \) and \( N_0 \) large enough such that, for any \((s, s_1, s_0) \in \mathbb{N}^3 \) satisfying

\[
s \geq s_1 \geq s_0 \geq \frac{1}{2}(s + 2\gamma_0),
\]

for any integer \( p \in [0, s_1] \), any integer \( K \in [0, s_1 - p] \) and any real number \( \mu \in [4, s - K - p - 1] \) there exists a nondecreasing function \( C \) such that, for any \( T > 0 \) and any smooth functions \((\eta, f)\) such that \( \sup_{t \in [0, T]} \| \eta(t) \|_{C^0} \leq \varepsilon_0 \),

\[
(4.5.1) \quad |J(\eta, Z^p \eta)f|_{K, \mu} \leq C \| \eta \|_{s_0, 0} |f|_{K, \mu} + C \| f \|_{\mu + K + p - s_0 + N_0, \gamma_0} \| \eta \|_{K + p, \mu + 1},
\]

where \( C = C(\| \eta \|_{s_0, 0}) \).

Remark. This estimate is not optimal with respect to the factors estimated in Hölder norms. The key point is that it is optimal with respect to the factors estimated in Sobolev norms.

Proof. For technical reasons, instead of proving (4.5.1), it is convenient to prove that, for \( N' \) large enough,

\[
(4.5.2) \quad |J(\eta, Z^p \eta)f|_{K, \mu} \leq C \| \eta \|_{s_0, 0} |f|_{K, \mu} + C \| f \|_{\mu + K + p - s_0 + N', \gamma_0} \| \eta \|_{K + p, \mu + 1},
\]

where \( p = \max(p, 1) \). It is clear that this estimate is equivalent to (4.5.1).

Hereafter, we freely use the following estimates

\[
(4.5.3) \quad \| Z^p u \|_{n, \sigma} \leq \| u \|_{n + p, \sigma}, \quad \| u_1 u_2 \|_{n, \sigma} \leq \| u_1 \|_{n, \sigma} \| u_2 \|_{n, \sigma},
\]

\[
\| u \|_{n, \sigma + m} \leq \| u \|_{n + m, \sigma}, \quad \| u \|_{n, \sigma + m} \leq \| u \|_{n + m, \sigma}.
\]

The proof is by induction on \( K \).

STEP 1: Initialization

We first prove (4.5.2) for \( K = 0 \). We prove that, with \( N' = 5 \) and \( \gamma_0 \) large enough, for any \( p \in [0, s_1] \) and any \( \mu \in [-1/2, s - p - 1] \), there holds

\[
(4.5.4) \quad |J(\eta, Z^p \eta)f|_{0, \mu} \leq C \| \eta \|_{s_0, 0} |f|_{0, \mu} + C \| f \|_{\mu + p - s_0 + N', \gamma_0} \| \eta \|_{p, \mu + 1},
\]

where \( C = C(\| \eta \|_{s_0, 0}) \).
To prove (4.5.4) it is sufficient to prove that $J(\eta, \tilde{\eta}) f := [G(\eta), \tilde{\eta}] f$ satisfies

\begin{equation}
J(\eta, \tilde{\eta}) f \leq C \eta \|C_{\mu} \| H_{\mu} + C \|f\|_{C_{\mu}^{\mu+4}} + C \|f\|_{C_{\mu}^{\mu+5}} \left(\|\tilde{\eta}\|_{H_{\mu+1}} + \|\eta\|_{H_{\mu+1}}\right),
\end{equation}

where $C = C\left(\|\eta\|_{C_{\mu}}, \|\tilde{\eta}\|_{C_{\mu}}\right)$ and where it is understood that $\|\tilde{\eta}\|_{C_{\mu}}$ if $\alpha < 0$.

It follows from Proposition 2.7.1 and the product estimate (A.1.21) that, for any $\mu \geq -1/2$,

$$
\|G(\eta)(\tilde{\eta}f\|_{H_{\mu}} \leq C\left(\|\eta\|_{C_{\mu+5}}\right) \|\tilde{\eta}\|_{H_{\mu+1}} \|\eta\|_{H_{\mu+1}} \|f\|_{C_{\mu+2}}.
$$

Similarly, by using (A.1.21), (2.0.4) and (A.2.4), we obtain that for any $\mu \geq -1/2$,

$$
\|\tilde{\eta}G(\eta) f\|_{H_{\mu}} \leq \|\tilde{\eta}\|_{H_{\mu}} \|G(\eta) f\|_{C_{\mu+4}} \leq C\left(\|\eta\|_{C_{\mu+5}}\right) \|\tilde{\eta}\|_{H_{\mu}} \|f\|_{C_{\mu+4}}.
$$

This implies that

$$
\|J(\eta, \tilde{\eta}) f\|_{H_{\mu}} \leq \|\tilde{\eta}\|_{H_{\mu+1}} \|f\|_{C_{\mu+4}},
$$

which in turn implies (4.5.5) provided that $s_0 - \tilde{\rho} \leq N'$ and $\gamma_0$ is large enough (indeed, we then have $\mu + 5 \leq s - \tilde{\rho} + 5 \leq s - s_0 + N' + 5 \leq s_0$ for $\gamma_0$ large enough).

It remains to prove (4.5.5) for $s_0 - \tilde{\rho} > N'$. We further split the analysis into two parts. Consider first the case where $\mu + \tilde{\rho} - s_0 + N' \geq 0$. Write

\begin{equation}
J(\eta, \tilde{\eta}) f = |Dx| (\tilde{\eta}f - \eta |Dx| f + (G(\eta) - |Dx|)(\tilde{\eta}f - \eta G(\eta) f - |Dx| f).
\end{equation}

The first term is estimated by means of (A.1.25) in Lemma A.1.12 which yields that

$$
\|\tilde{\eta}f - \eta |Dx| f\|_{H_{\mu}} \leq \|\tilde{\eta}\|_{C_{\mu}} \|f\|_{H_{\mu}} + \|f\|_{C_{\mu}^2} \|\tilde{\eta}\|_{H_{\mu+1}}.
$$

The second term in the right-hand side of (4.5.6) is estimated by means of the tame product rule (A.1.18) and the estimate (2.5.1) (applied with $(s, \gamma, \mu)$ replaced with $(\mu + 1, 3 + \epsilon, \mu + 1)$, recalling that $\mu \geq 4$ by assumption) for the operator norm of $G(\eta) - |Dx|$. It is found that

$$
\|G(\eta) - |Dx|)(\tilde{\eta}f\|_{H_{\mu}} \leq C\left(\|\eta\|_{C_{\mu}}\right) \|\tilde{\eta}\|_{H_{\mu+1}} + \|\eta\|_{C_{\mu}} \|\tilde{\eta}f\|_{H_{\mu}}
$$

so

$$
\|G(\eta) - |Dx|)(\tilde{\eta}f\|_{H_{\mu}} \leq C\left(\|\eta, \tilde{\eta}\|_{C_{\mu}}\right) \|\tilde{\eta}\|_{H_{\mu+1}} + \|\tilde{\eta}\|_{L_{\infty}} \|f\|_{H_{\mu}}
$$

+ \|\tilde{\eta}\|_{H_{\mu}} \|f\|_{L_{\infty}}.
$$

The third term in the right-hand side of (4.5.6) is estimated by means of the tame product rule (A.1.18) and the estimates (2.5.1) (applied with $(s, \gamma, \mu)$ replaced with $(\mu + 1, 3 + \epsilon, \mu + 1)$). It is found that

$$
\|\tilde{\eta}G(\eta) f - |Dx| f\|_{H_{\mu}}
\leq \|\tilde{\eta}\|_{L_{\infty}} \|G(\eta) f - |Dx| f\|_{H_{\mu}} + \|\tilde{\eta}\|_{H_{\mu}} \|G(\eta) f - |Dx| f\|_{L_{\infty}}
\leq C\left(\|\eta\|_{C_{\mu}}\right) \|\tilde{\eta}\|_{L_{\infty}} \left\{\|f\|_{C_{\mu}^4} \|\eta\|_{H_{\mu+1}} + \|\eta\|_{C_{\mu}} \|f\|_{H_{\mu}}\right\}
+ C\left(\|\eta\|_{C_{\mu}}\right) \|\tilde{\eta}\|_{H_{\mu}} \|f\|_{C_{\mu}^4},
$$
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where we estimated \(|G(\eta)f - |D_x|f||_{L^\infty} \) by means of the triangle inequality and (2.0.4) and (A.23).

Since \(s_0 - p > N'\) by assumption, for \(N' \geq 5\) we have \(s_0 - p > 4\) and hence \(||\eta||_{C^4} \leq ||\eta||_{C^{s_0-p}}.\)

Since \(s_0 \geq 5\) by assumption we have \(||\eta||_{C^4} \leq ||\eta||_{C^{s_0}}\). Eventually, for \(\mu + p - s_0 + N' \geq 0\), we have \(|f||_{C^4} \leq |f||_{C^{p-s_0+N'+\gamma}}\) and hence the desired result (4.5.5) follows from (4.5.6) and the previous estimates.

We now consider the last case where \(s_0 - p > N'\) and \(\mu + p - s_0 + N' < 0\). We use again the decomposition (4.5.6). However, we now estimate the first term in the right-hand side of (4.5.6) by means of (A.1.26). This yields

\[
||D_x||_H^1 \leq c||\eta||_{C^{s_0+1}} ||f||_{H^{1/2}}.
\]

We now estimate the second term in the right-hand side of (4.5.6) by means of the product rule (A.1.21) and the estimate (2.7.4) (applied with \(\gamma = \mu + 5\)) for the operator norm of \(G(\eta) - |D_x|\). It is found that

\[
||G(\eta) - |D_x|)(\eta f)||_{H^{1/2}} \leq C(||\eta||_{C^{\mu+5}} ||\eta||_{H^{1/2}}) \leq C(||\eta||_{C^{\mu+5}} ||f||_{H^{1/2}}).
\]

Similarly,

\[
||\eta(G(\eta)f - |D_x|f)||_{H^{1/2}} \leq C(||\eta||_{C^{\mu+5}} ||G(\eta)f - |D_x|f||_{H^{1/2}}) \leq C(||\eta||_{C^{\mu+5}} ||f||_{H^{1/2}}).
\]

For \(N' \geq 5\) and \(\mu + p - s_0 + N' < 0\) we have \(\mu + 5 \leq s_0 - p \leq s_0\) so that (4.5.5) follows from (4.5.6) and the previous estimates.

**Step 2: Hölder estimates**

We shall need to estimate \(|J(\eta, \eta) f||_{n,\sigma}\) and \(|J(\eta, Z\eta) f||_{n,\sigma}\). For our purpose, it is sufficient to have a non optimal estimate in Hölder spaces, that is an estimate which involves \(|f||_{n,\sigma+1}\) (which amounts to lose one derivative, while \(J(\eta, \eta)\) and \(J(\eta, Z\eta)\) are expected to be of order 0). We claim that for \(p = 0\) or \(p = 1\) and for any integer \(n\) in \([0, s_0 - p - 5]\) and any real number \(\sigma\) in \(]3, s_0 - p - n - 1\) \(~\{\frac{1}{2}\}N,\)

\[
(4.5.7) \quad |J(\eta, Z^p\eta) f||_{n,\sigma} \leq C(||\eta||_{n,\sigma+1}) ||f||_{n,\sigma+1}.
\]

Directly from the definition of \(J(\eta, Z^p\eta)\), it follows from the triangle inequality, the product rule (4.3.15) and the estimate (4.3.37) for \(|G(\eta)f||_{n,\sigma}\) that

\[
|J(\eta, Z^p\eta) f||_{n,\sigma} \leq |G(\eta)(Z^p\eta) f||_{n,\sigma} + |(Z^p\eta) G(\eta) f||_{n,\sigma}
\]

\[
\leq C(||\eta||_{n,\sigma+1}) ||(Z^p\eta) f||_{n,\sigma+1} + ||Z^p\eta||_{n,\sigma} C(||\eta||_{n,\sigma+1}) ||f||_{n,\sigma+1}
\]

\[
\leq C(||\eta||_{n,\sigma+1}) ||Z^p\eta||_{n,\sigma+1} ||f||_{n,\sigma+1}
\]
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which implies the desired result (4.5.7).

**STEP 3: Induction**

So far we have proved that (4.5.2) holds for \( K = 0 \). To prove (4.5.2) for \( K > 0 \) we proceed by induction on \( K \). Assuming that (4.5.2) holds at rank \( K \), we want to prove that,

\[
|J(\eta, Z^p \eta) f|_{K+1, \mu} \leq C \|\eta\|_{s_0, 0} |f|_{K+1, \mu} + C \|f\|_{\mu+K+1+\tilde{p}-s_0+N', \gamma_0} \|\eta\|_{K+p+1, \mu+1},
\]

where \( \tilde{p} = \max(p, 1) \). Notice that

\[
|J(\eta, Z^p \eta) f|_{K+1, \mu} \leq \|J(\eta, Z^p \eta) f\|_{H^\mu+K+1} + |Z J(\eta, Z^p \eta) f|_{K, \mu}.
\]

The first term in the right hand side of (4.5.9) is estimated by (4.5.4). To estimate the second term, again, the key point is that one can express \( Z J(\eta, Z^p \eta) f \) as a sum of terms which are estimated either by the induction hypothesis of by a previous estimate. By using the operators \( J(\eta, \eta) = [G(\eta), \eta] \) and \( J(\eta, Z \eta) = [G(\eta), Z \eta] \) and by using the identity \( G(\eta) B(\eta) \psi = -\partial_x V(\eta) \psi \) (see Remark A.3.3), notice that one can rewrite the identity (4.1.1) for \( Z G(\eta) \) under the form

\[
Z G(\eta) \psi = G(\eta) (Z \psi - 2 \psi) - J(\eta, Z \eta) B(\eta) \psi + 2 J(\eta, \eta) B(\eta) \psi - (\partial_x Z \eta) V(\eta) \psi + 2 (\partial_x^2 V(\eta) \psi.
\]

Then it is easily verified that

\[
Z J(\eta, Z^p \eta) f = \mathcal{J}^1 + \cdots + \mathcal{J}^{10}
\]

\[
= J(\eta, Z^p \eta) (Z f - 2 f) + J(\eta, Z^{p+1} \eta) f
\]

\[
- J(\eta, Z \eta) B(\eta) ((Z^p \eta) f) + (Z^p \eta) J(\eta, Z \eta) B(\eta) f + 2 J(\eta, \eta) B(\eta) ((Z^p \eta) f) - 2 (Z^p \eta) J(\eta, \eta) B(\eta) f
\]

\[
- (\partial_x Z \eta) V(\eta) ((Z^p \eta) f) + (Z^p \eta) (\partial_x Z \eta) V(\eta) f + 2 (\partial_x^2 \eta) V(\eta) ((Z^p \eta) f) - 2 (Z^p \eta) (\partial_x^2 \eta) V(\eta) f.
\]

We now consider an integer \( K \) in \([0, s_1 - 1]\) and assume that (4.5.2) holds for any integer \( p \) in \([0, s_1 - K]\) and any real number \( \mu \) in \([4, s - K - p - 1]\). Our goal is to prove that (4.5.8) holds for any \( p \) in \([0, s_1 - K - 1]\) and any real number \( \mu \) in \([4, s - K - p - 2]\). To do so, in view of (4.5.9), it is sufficient to prove that, for any \( i = 1, \ldots, 10 \),

\[
|\mathcal{J}^i|_{K, \mu} \leq C \|\eta\|_{s_0, 0} |f|_{K+1, \mu} + C \|f\|_{\mu+K+1+\tilde{p}-s_0+N', \gamma_0} \|\eta\|_{K+p+1, \mu+1},
\]

for any \( p \) in \([0, s_1 - K - 1]\) and any real number \( \mu \) in \([4, s - K - p - 2]\).

Given (4.5.2), it is clear that (4.5.12) holds for \( i = 1 \) or \( i = 2 \). To estimate the other terms, we need some further preliminary estimates.

**Preliminary estimates**
In order to estimate $\mathcal{J}^3$, $\mathcal{J}^5$, $\mathcal{J}^7$ and $\mathcal{J}^9$ (see (4.5.11)), we have to estimate $|A(\eta)((Z^p\eta)f)|_{K,\mu}$ for $A \in \{B, V\}$. We claim that

$$|A(\eta)((Z^p\eta)f)|_{K,\mu} \leq C \|\eta\|_{s_0,0} |f|_{K,\mu+1}$$  \hspace{1cm} (4.5.13)$$

$$+ C \|f\|_{\mu+K+s_0+3,0} |\eta|_{K+p,\mu+1}.$$  \hspace{1cm}

To prove (4.5.13), use (4.3.35) to obtain that

$$|A(\eta)((Z^p\eta)f)|_{K,\mu} \leq C |(Z^p\eta)f|_{K,\mu+1} + C \|Z^p\eta|_{K,\mu+1}.$$  \hspace{1cm} (4.5.14)$$

Firstly, notice that (4.4.18) applied with $m = s_0 - p$ implies that

$$|(Z^p\eta)f|_{K,\mu+1} \lesssim \|Z^p\eta\|_{s_0-p,0} |f|_{K,\mu+1} + \|f\|_{\mu+K+p-s_0+3,0} |Z^p\eta|_{K,\mu+1}$$

$$\lesssim \|\eta\|_{s_0,0} |f|_{K,\mu+1} + \|f\|_{\mu+K+p-s_0+3,0} |\eta|_{K+p,\mu+1},$$

and hence $|(Z^p\eta)f|_{K,\mu+1}$ is bounded by the right-hand side of (4.5.13). Secondly, observe that

$$\|(Z^p\eta)f\|_{\mu+K-s_0+4,\gamma_0} \lesssim \|Z^p\eta\|_{\mu+K-s_0+4,\gamma_0} \|f\|_{\mu+K-s_0+4,\gamma_0}$$

$$\lesssim \|\eta\|_{s_0,0} \|f\|_{\mu+K-s_0+N',\gamma_0}$$

since $\mu + K + p - s_0 + 4 + \gamma_0 \leq s - s_0 + 4 + \gamma_0 \leq s_0$ and since $4 \leq N'$ by assumptions. This completes the proof of (4.5.13).

We need also to estimate $\|A(\eta)((Z^p\eta)f)\|_{\mu+K+1-s_0+N',\gamma_0}$ for $A \in \{B, V\}$. To do so, write

$$\|A(\eta)((Z^p\eta)f)\|_{\mu+K+1-s_0+N',\gamma_0}$$

$$\leq C(\|\eta\|_{\mu+K+1-s_0+N',\gamma_0+1}) \|(Z^p\eta)f\|_{\mu+K+1-s_0+N',\gamma_0+1}$$

$$\leq C(\|\eta\|_{s_0,0}) \|f\|_{\mu+K+1-s_0+N',\gamma_0+1}$$

$$\leq C(\|\eta\|_{s_0,0}) \|f\|_{\mu+(K+1)+\tilde{p}-s_0+N',\gamma_0}$$

where we used (4.3.37), (4.5.3), $\tilde{p} \geq 1$ and $\mu + K + p - s_0 + N' + \gamma_0 + 2 \leq s_0$ for $s_0 \geq 1/2(s+2\gamma_0)$ with $\gamma_0$ large enough.

Similarly we have that

$$\|A(\eta)((Z^p\eta)f)\|_{\mu+K-s_0+4,0} \leq C(\|\eta\|_{s_0,0}) \|f\|_{\mu+K-s_0+N',0}$$

for $N' \geq 9$, where we used (4.3.37) and $\mu + K + p - s_0 + 9 \leq s_0$ (for $\gamma_0$ large enough).
Estimate of $J^3$ and $J^5$. By the induction hypothesis one can apply (4.5.2) with $p = 1$ and $f$ replaced with $B(\eta)(Z^p\eta)f$ to obtain that

\begin{align*}
(4.5.17) \quad |J(\eta, Z\eta)B(\eta)(Z^p\eta)f|_{K,\mu} &\leq C \|\eta\|_{s_0,0} |B(\eta)(Z^p\eta)f|_{K,\mu} + \\
&\quad C \|B(\eta)(Z^p\eta)f\|_{\mu + K + 1 - s_0 + N',\gamma_0} |\eta|_{K + 1,\mu + 1}. 
\end{align*}

The first (resp. second) term in the right-hand side of (4.5.17) is estimated by means of (4.5.13) (resp. (4.5.15)). This gives

\begin{align*}
(4.5.18) \quad |J(\eta, Z\eta)B(\eta)(Z^p\eta)f|_{K,\mu} &\leq C \|\eta\|_{s_0,0} |f|_{K+1,\mu} \\
&\quad + C \|f\|_{\mu + K + 1 + \tilde{p} - s_0 + N',\gamma_0} |\eta|_{K + p + 1,\mu + 1}. 
\end{align*}

Thus we verify that (4.5.12) holds for $i = 3$. The proof for $i = 5$ is similar.

Estimate of $J^4$ and $J^6$. The product rule (4.4.18) (applied with $m = s_0 - p$) implies that

\begin{align*}
(4.5.19) \quad |(Z^p\eta)J(\eta, Z\eta)B(\eta)f|_{K,\mu} &\leq C \|\eta\|_{s_0,0} |J(\eta, Z\eta)B(\eta)f|_{K,\mu} \\
&\quad + C \|J(\eta, Z\eta)B(\eta)f\|_{\mu + K + p - s_0 + 2,0} |\eta|_{K + p,\mu + 1}. 
\end{align*}

The first term in the right-hand side of (4.5.19) is estimated by means of (4.5.17) (with $Z^p\eta$ replaced with 1). With regards to the second term, using (4.5.7) and (4.3.37), we obtain for any $\epsilon \in ]0,1[$,

\begin{align*}
\|J(\eta, Z\eta)B(\eta)f\|_{\mu + K + p - s_0 + 2,0} &\leq \|J(\eta, Z\eta)B(\eta)f\|_{\mu + K + p - s_0 + 2,4 - \epsilon} \\
&\leq C \|B(\eta)f\|_{\mu + K + p - s_0 + 2,5 - \epsilon} \\
&\leq C \|f\|_{\mu + K + p - s_0 + 2,6} \\
&\leq C \|f\|_{\mu + K + \tilde{p} - s_0 + N',\gamma_0}. 
\end{align*}

This proves that (4.5.12) holds for $i = 4$. The proof for $i = 6$ is similar.

Estimate of $J^7$ and $J^9$. The product rule (4.4.18) implies that

\begin{align*}
|\partial_\eta V(\eta)((Z^p\eta)f)|_{K,\mu} &\leq \|\partial_\eta Z\eta\|_{s_0 - 2,0} |V(\eta)((Z^p\eta)f)|_{K,\mu} \\
&\quad + |V(\eta)((Z^p\eta)f)|_{\mu + K - s_0 + 4,0} |\partial_\eta Z\eta|_{K,\mu}. 
\end{align*}

Since $\|\partial_\eta Z\eta\|_{s_0 - 2,0} \leq \|\eta\|_{s_0,0}$ and $|\partial_\eta Z\eta|_{K,\mu} \leq |\eta|_{K + 1,\mu + 1}$, in view of (4.5.13) and (4.5.16) we verify that (4.5.12) holds for $i = 7$. The proof for $i = 9$ is similar.

The estimates for $i = 8$ and $i = 10$ are simpler. This completes the proof.

\begin{corollary} \textbf{4.5.3.} There exists $\epsilon_0 > 0$ small enough and there exist $\gamma_1$ with $\gamma_1 \notin \frac{1}{2}\mathbb{N}$ and $N_1$ large enough such that, for any $(s, s_1, s_0) \in \mathbb{N}^3$ satisfying

\[ s \geq s_1 \geq s_0 \geq \frac{1}{2}(s + 2\gamma_1), \]

\end{corollary}
for any integer $K$ in $[0, s_1]$ and any real number $\mu$ in $[4, s - K - 1]$ there exists a nondecreasing function $C$ such that, for any $T > 0$ and any smooth functions $(\eta, f)$ such that $\sup_{t \in [0, T]} \|\eta(t)\|_{C^{s_0}} \leq \varepsilon_0$,

$$
(4.5.20) \quad |G(\eta)f - |D_x| f|_{K, \mu} \leq C \|\eta\|_{s_0, 0} |f|_{K, \mu} + C \|f\|_{\mu + K - s_0 + N_1, \gamma_1} |\eta|_{K, \mu + 1},
$$

where $C = C(\|\eta\|_{s_0, 0}).$

**Proof.** Again, the proof proceeds by induction on $K$. It follows from Proposition 2.5.1 and Proposition 2.7.1 that $(4.5.20)$ is true for $K = 0$.

Since $[Z, |D_x|] = -2 |D_x|$, it follows from (4.5.10) that

$$
Z(G(\eta)f - |D_x| f) = (G(\eta) - |D_x|)(Zf - 2f) - J(\eta, Z\eta)B(\eta)f
+ 2J(\eta, \eta)B(\eta)f - (\partial_x Z\eta)V(\eta)f + 2(\partial_x \eta)V(\eta)f.
$$

So the desired result follows from the estimates already established in the last step of the proof of Proposition 4.5.2. \qed

We are now in position to estimate $ZF(\eta)\psi - ZF(\leq 2)(\eta)\psi$.

**Proposition 4.5.4.** There exists $\varepsilon_0 > 0$ small enough and there exist $\gamma'_2, \gamma_2$ with $\gamma_2 \notin \frac{1}{2} \mathbb{N}$, $\gamma_2 > \gamma'_2$ and $N_2$ large enough such that, for any $(s, s_1, s_0) \in \mathbb{N}^3$ satisfying

$$
(4.5.21) \quad s \geq s_1 \geq s_0 \geq \frac{1}{2} (s + 2 \gamma_2),
$$

for $k$ in $[0, s_1]$ and any real number $\mu$ in $[4, s - k]$ there exists a nondecreasing function $C$ such that, for any $T > 0$ and any smooth functions $(\eta, f)$ such that $\sup_{t \in [0, T]} \|\eta(t)\|_{C^{s_0}} \leq \varepsilon_0$,

$$
|F(\eta)\psi - F(\leq 2)(\eta)\psi|_{k, \mu}
\leq C_{\gamma_2} \|\eta\|^2_{C^{\gamma_2}} \||D_x|^\frac{1}{2} Z^k \psi\|_{H^{\mu-\frac{1}{2}}}
+ 1_{R_+}(\mu + k - s_0 + N_2) C_{\gamma_2} \|\eta\|_{C^{\gamma_2}} \||D_x|^\frac{1}{2} \psi\|_{C^{\gamma_2}} \|Z^k \eta\|_{H^\mu}
\leq C_{s_0} \|\eta\|^2_{s_0, 0} \||D_x|^\frac{1}{2} \psi\|_{k-1, \mu + \frac{1}{2}}
+ 1_{R_+}(\mu - \gamma'_2) C_{s_0} \|\eta\|^2_{s_0, 0} \||D_x|^\frac{1}{2} \psi\|_{k, \mu - \frac{3}{2}}
\leq C_{s_0} \|\eta\|_{s_0, 0} \||D_x|^\frac{1}{2} \psi\|_{\mu + k - s_0 + N_2, \gamma_2} \|\eta\|_{k-1, \mu + 1}
+ 1_{R_+}(\mu - \gamma'_2) C_{s_0} \|\eta\|_{s_0, 0} \||D_x|^\frac{1}{2} \psi\|_{k, \mu - \frac{5}{2}}
\leq C_{s_0} \|\eta\|^2_{s_0, 0} \||D_x|^\frac{1}{2} \psi\|_{\mu + k - s_0 + N_2, \gamma_2} \|\eta\|_{k-1, \mu + 1}.
$$

(4.5.22)

where $C_{\gamma_2} = C(\|\eta\|_{C^{\gamma_2}})$, $C_{s_0} = C(\|\eta\|_{s_0, 0})$, and $1_{R_+}$ is the indicator function of $\mathbb{R}_+$.  
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Proof. Let $\gamma$ be large enough, $(N_0, \gamma_0)$ and $(N_1, \gamma_1)$ be as given by the statements of Proposition 4.3.9, Proposition 4.5.2 and Corollary 4.5.3, respectively. Then $N_2, \gamma_2, \gamma'_2$ will be chosen so that

$$\gamma'_2 = \gamma_2 - 1, \quad N_2 \geq \max(N, N_0, N_1, 5), \quad \gamma_2 \geq \max(\gamma + 7/2, \gamma_0, \gamma_1, N_2 + 1)$$

(with $\gamma_2 \not\in \frac{1}{2}\mathbb{N}$).

The proof proceeds by induction. Notice first that (4.5.22) holds for $k = 0$: if $\mu - s_0 + N_2 \geq 0$, we apply (2.6.3) with $(\mu, s)$ replaced by $(\mu - 1, \mu - 1)$ and get that the left hand side is bounded by the first and second terms in the right hand side. If $\mu - s_0 + N_2 < 0$, we use Corollary 2.7.6 with $\gamma = \mu + 4$. If moreover, $\mu \leq \gamma_2 - 4$ we obtain a bound by the first term in the right hand side of (4.5.22). If $\mu > \gamma_2 - 4$, we use the fourth term in that right hand side to get that bound (taking $\gamma_2 > \gamma'_2 + 4$).

Hereafter we fix an integer $k$ in $[0, s_1 - 1]$ and we assume that for any real number $\mu$ in $[4, s - k]$ the estimate (4.5.22) holds. Our goal is to prove that (4.5.22) holds at rank $k + 1$. Since $|F(\eta)\psi - F(\leq 2)(\eta)\psi|_{k+1, \mu}$ is smaller than

$$\|F(\eta)\psi - F(\leq 2)(\eta)\psi\|_{H^{k+1} + 1} + |Z(F(\eta)\psi - F(\leq 2)(\eta)\psi)|_{k, \mu},$$

this reduces to proving that, for any $\mu \in [4, s - k - 1]$,

$$|Z(F(\eta)\psi - F(\leq 2)(\eta)\psi)|_{k, \mu}$$

$$\leq C_{\gamma_2} \|\eta\|_{C^{\gamma_2}}^2 \|D_x \psi\|_{H^{\mu+\frac{3}{2}}} + 1_{R_+}(\mu + k + 1 - s_0 + N_2)C_{\gamma_2} \|\eta\|_{C^{\gamma_2}} \|D_x \psi\|_{C^{\gamma_2}} \|Z^{k+1} \eta\|_{H^{\mu}}$$

$$+ C_{s_0} \|\eta\|_{s_0, \mu+\frac{3}{2}} \|D_x \psi\|_{s_0, \mu+\frac{3}{2}}$$

(4.5.23)

provided that $N_2, \gamma_2, \gamma'_2$ are large enough.

To prove (4.5.23), we express $Z(F(\eta) - F(\leq 2)(\eta))\psi$ as the sum of $(F(\eta) - F(\leq 2)(\eta))(Z - 2)\psi$, which we are going to estimate by the induction hypothesis, and other terms which are estimated either by the induction hypothesis or by means of the previous results.
Recall that, by Lemma 4.2.2

\[ ZF(\eta)\psi = F(\eta)(Z\psi - 2\psi) - F(\eta)(Z\eta)B(\eta)\psi \]
\[ - |D_x| T_{Z\eta}B(\eta)\psi - \partial_x(T_{Z\eta}V(\eta)\psi) \]
\[ + 2G(\eta)(\eta B(\eta)\psi) - 2\eta G(\eta)B(\eta)\psi + 2(V(\eta)\psi)\partial_x\eta \]
\[ - |D_x| R_B(B(\eta)\psi, Z\eta) - \partial_x R_B(Z\eta, V(\eta)\psi) \]
\[ + |D_x| T_{R_B(\eta)\psi}\eta + \partial_x(T_{R_B(\eta)\psi}\eta) \]
\[ + 2|D_x| S_B(B(\eta)\psi, \eta) + 2\partial_x S_B(V(\eta)\psi, \eta) \]

(4.5.24)

where \( S_B \) is given by (3.4.14); \( R_B \) and \( R_V \) are given by (4.2.3) and (4.2.4) and \( R_B(a,b) = ab - T_a b - T_b a \).

On the other hand, remembering that according to (2.6.1)

\[ F_{(\leq 2)}(\eta)\psi = - |D_x| (\eta |D_x| \psi) + |D_x| (T_{|D_x|\psi}\eta) - \partial_x(\eta \partial_x\psi) + \partial_x(T_{\partial_x\psi}\eta), \]

by using \([Z,|D_x|] = -2|D_x|, [Z,\partial_x] = -2\partial_x\) and (3.4.14) one gets that

\[ ZF_{(\leq 2)}(\eta)\psi = F_{(\leq 2)}(Z\eta)\psi + F_{(\leq 2)}(\eta Z\psi - 4F_{(\leq 2)}(\eta)\psi \]
\[ + 2|D_x| S_B(|D_x|\psi, \eta) + 2\partial_x S_B(\partial_x\psi, \eta), \]

which is better written under the form

\[ ZF\leq 2(\eta)\psi - F_{(\leq 2)}(\eta)(Z\psi - 2\psi) \]
\[ = F_{(\leq 2)}(Z\eta)\psi - 2F_{(\leq 2)}(\eta)\psi + 2|D_x| S_B(|D_x|\psi, \eta) + 2\partial_x S_B(\partial_x\psi, \eta). \]

We have already seen (see (2.6.30)) that one can either write \( F_{(\leq 2)}(\eta)\psi \) under the form (4.5.25) or under the form

\[ F_{(\leq 2)}(\eta)\psi = - |D_x| R_B(\eta, |D_x| \psi) - \partial_x R_B(\eta, \partial_x \psi). \]

In the right-hand side of (4.5.26) we use (4.5.27) to express \( F_{(\leq 2)}(Z\eta)\psi \) and (4.5.25) to express \(-2F_{(\leq 2)}(\eta)\psi \). It is found that

\[ ZF_{(\leq 2)}(\eta)\psi \]
\[ = F_{(\leq 2)}(\eta)(Z\psi - 2\psi) \]
\[ - |D_x| R_B(Z\eta, |D_x| \psi) - \partial_x R_B(Z\eta, \partial_x \psi) \]
\[ - 2\left(- |D_x| (\eta |D_x| \psi) + |D_x| (T_{|D_x|\psi}\eta) - \partial_x(\eta \partial_x\psi) + \partial_x(T_{\partial_x\psi}\eta) \right) \]
\[ + 2|D_x| S_B(|D_x|\psi, \eta) + 2\partial_x S_B(\partial_x\psi, \eta). \]

(4.5.28)

Now by combining (4.5.24) and (4.5.28), we conclude that

\[ Z(F(\eta)\psi - F_{(\leq 2)}(\eta)\psi) = \mathcal{F}^0 + \cdots + \mathcal{F}^6 \]
where

\[
\begin{align*}
F^0 &= (F(\eta) - F(\xi))(Z\psi - 2\psi), \\
F^1 &= -F(\eta)(Z\eta)B(\eta)\psi, \\
F^2 &= -|D_x|TZ_\eta B(\eta)\psi - \partial_x(TZ_\eta V(\eta)\psi), \\
F^3 &= 2G(\eta)(\eta B(\eta)\psi) - 2\eta G(\eta)B(\eta)\psi + 2(V(\eta)\psi)\partial_x\eta \\
&\quad - 2|D_x|(|\eta|D_x|\psi) - 2\partial_x(\eta\partial_x\psi), \\
F^4 &= -|D_x|R_B(B(\eta)\psi, Z\eta) - \partial_x R_B(Z\eta, V(\eta)\psi) \\
&\quad + |D_x|R_B(Z\eta, |D_x|\psi) + \partial_x R_B(Z\eta, \partial_x\psi), \\
F^5 &= 2|D_x|S_B(B(\eta)\psi - |D_x|\psi, \eta) + 2\partial_x S_B(V(\eta)\psi - \partial_x\psi, \eta), \\
F^6 &= |D_x|T_{R_B(\eta)\psi} + \partial_x(T_{R_V(\eta)\psi}\eta) + 2|D_x|(T_{D_x|\psi}\eta) + 2\partial_x(T_{\partial_x\psi}\eta).
\end{align*}
\]

To prove (4.5.23), we have to prove that, for any $\mu \in [4, s - k - 1]$ and any $0 \leq i \leq 6$,

\[
|F^i|_{k, \mu} \leq C_{\gamma_2} \|\eta\|_{C^{\gamma_2}}^2 \|D_x|^{\frac{1}{2}} Z^{k+1}\psi\|_{H^\mu + \frac{3}{4}} \\
+ 1_{\mathbb{R}_+}(\mu + k + 1 - s_0 - N_2)C_{\gamma_2} \|\eta\|_{C^{\gamma_2}} \|D_x|^{\frac{1}{2}} \psi\|_{k, \mu + \frac{3}{4}} \\
+ C_{s_0} \|\eta\|_{s_0, 0}^2 \|D_x|^{\frac{1}{2}} \psi\|_{k, \mu + \frac{3}{4}} \\
+ 1_{\mathbb{R}_+}(\mu - \gamma_2)C_{s_0} \|\eta\|_{s_0, 0}^2 \|D_x|^{\frac{1}{2}} \psi\|_{\mu + k + 1 - s_0 + N_2, \gamma_2} \\
+ C_{s_0} \|\eta\|_{s_0, 0} \|D_x|^{\frac{1}{2}} \psi\|_{\mu + k + 1 - s_0 + N_2, \gamma_2} \|\eta\|_{k, \mu + 1} \\
+ 1_{\mathbb{R}_+}(\mu - \gamma_2)C_{s_0} \|\eta\|_{s_0, 0} \|D_x|^{\frac{1}{2}} \psi\|_{\mu + k + 1 - s_0 + N_2, \gamma_2} \|\eta\|_{k + 1, \mu - 1}.
\]

The estimate (4.5.29) for $i = 0$ follows from the induction hypothesis, by applying (4.5.22) with $\psi$ replaced with $Z\psi - 2\psi$. We shall estimate the other terms separately.

**Step 0: Preliminary**

We shall need to estimate $\|G(\eta)f - |D_x|f\|_{n, \sigma}$, $\|B(\eta)f - |D_x|f\|_{n, \sigma}$ and $\|V(\eta)f - \partial_x f\|_{n, \sigma}$. We claim that, for any integer $n$ in $[0, s_0 - 5]$ and any $\sigma$ in $[3, s_0 - 1 - k]$ with $\sigma \not\in \frac{1}{2}\mathbb{N}$,

\[
\|G(\eta)f - |D_x|f\|_{n, \sigma} + \|B(\eta)f - |D_x|f\|_{n, \sigma} + \|V(\eta)f - \partial_x f\|_{n, \sigma} \\
\leq C(\|\eta\|_{n, \sigma + 2}) \|\eta\|_{n, \sigma + 2} \|D_x|^{\frac{1}{2}} f\|_{n, \sigma + \frac{3}{2}}.
\]

(The key point is that the right-hand side is at least quadratic; there is a loss of one derivative since we estimate the $\|\cdot\|_{n, \sigma}$-norm of $A(\eta)f - A(0)f$ by means of the $\|\cdot\|_{n, \sigma + 2}$-norm of $f$ while $A(\eta) - A(0)$ is of order 1, but this loss is harmless for our purposes.)
To fix matters, we prove (4.5.30) for \( G(\eta)f - |D_x| f \) only. Write
\[
\|G(\eta)f - |D_x| f\|_{n,\sigma} = \sum_{k=0}^{n} \|Z^k (G(\eta)f - |D_x| f)\|_{C^{\sigma+n-k}}.
\]

Now \( Z^k |D_x| = |D_x|(Z - 2)^k \) so
\[
Z^k (G(\eta)f - |D_x| f) = \left( Z^k G(\eta)f - G(\eta)(Z - 2)^k \right) + (G(\eta) - |D_x|)(Z - 2)^k f.
\]

It follows from (4.3.36) that
\[
\|Z^k G(\eta)\psi - G(\eta)(Z - 2)^k \psi\|_{C^{\sigma}} \leq C(\|\eta\|_{k,\sigma+1}) \|\eta\|_{k,\sigma+1} \|D_x\|^\frac{1}{2} \|\psi\|_{k-1,\sigma+\frac{3}{2}}.
\]

On the other hand (2.6.12) implies that, for any \( \sigma > 3 \) with \( \sigma \not\in \frac{1}{2} \mathbb{N}, \)
\[
\|G(\eta) - |D_x|\|_{C^{\sigma+n-k}} \|D_x\|^\frac{1}{2} (Z - 2)^k f \|_{C^{\sigma+n-k+4}}.
\]

Since
\[
\|\eta\|_{C^{\sigma+n-k+2}} \leq \|\eta\|_{n,\sigma+2},
\]
\[
\|D_x\|^\frac{1}{2} (Z - 2)^k f \|_{C^{\sigma+n-k+4}} \leq \|D_x\|^\frac{1}{2} f \|_{n,\sigma+\frac{4}{2}},
\]
this completes the proof of (4.5.30).

We shall also use the following corollary of (4.3.32): let \( A(\eta) \) be one of the operators \( G(\eta), B(\eta), V(\eta), \) then
\[
|A(\eta) - A(0)|\psi|_{k,\mu} \leq C_{s_0} \|\eta\|_{s_0,0} \|D_x\|^\frac{1}{2} \|\psi\|_{k,\mu+\frac{1}{2}} + C_{s_0} \|D_x\|^\frac{1}{2} \|\psi\|_{\mu+k+1-s_0+N_2,\gamma_2} |\eta|_{k,\mu+1}.
\]

STEP 1: Estimate \( J_1 \).

To estimate \( J_1 \) we first claim that (4.5.22) implies that,
\[
|F(\eta)\tilde{\psi}|_{k,\mu} \leq C_{\gamma_2} \|\eta\|_{C^{\gamma_2}} \|Z^k \tilde{\psi}\|_{H^{\mu}}
\]
\[
+ C_{s_0} \|\eta\|_{s_0,0} \|\tilde{\psi}\|_{k-1,\mu+1}
\]
\[
+ 1_{\mathbb{R}^+} (\mu - \gamma_2^2) C_{s_0} \|\eta\|_{s_0,0} \|\tilde{\psi}\|_{k,\mu-1}
\]
\[
+ C_{s_0} \|\tilde{\psi}\|_{\mu+k-s_0+N_2,\gamma_2+\frac{1}{2}} |\eta|_{k,\mu}.
\]

To prove this estimate, using (4.5.22) and the triangle inequality, it is sufficient to prove that \( |F(\eta)\psi|_{k,\mu} \) is bounded by the right-hand side of the above inequality. This in turn follows from (4.5.27) and (4.4.20) applied with \( (m, a, \nu) = (s_0 - 2, 2, \mu - 1) \).
To estimate $|F^i|_{K,\mu}$ we now apply the previous estimate with $\tilde{\psi}$ replaced with $(Z\eta)B(\eta)\psi$. This yields

\[
\begin{aligned}
|F(\eta)((Z\eta)B(\eta)\psi)|_{k,\mu} &\leq C_{\gamma_2} \|\eta\|_{C^{\gamma_2}} \|Z^k((Z\eta)B(\eta)\psi)\|_{H^\mu} \\
&\quad + C_{s_0} \|\eta\|_{s_0,0} \|(Z\eta)B(\eta)\psi|_{k-1,\mu+1} \\
&\quad + 1_{\mathbb{R}_+}(\mu - \gamma_2^2)C_{s_0} \|\eta\|_{s_0,0} \|(Z\eta)B(\eta)\psi|_{k,\mu-1} \\
&\quad + C_{s_0} \|(Z\eta)B(\eta)\psi\|_{\mu+k-s_0+N_2,\gamma_2+\frac{3}{2}} \|\eta\|_{k,\mu}.
\end{aligned}
\]

(4.5.32)

To estimate the first term in the right-hand side of the above inequality we use the product rule (4.4.23) with $m = s_0 - 1$, $b = \gamma_2$, $\zeta = Z\eta$ and $F = B(\eta)\psi$, we find that

\[
\|(Z\eta)B(\eta)\psi\|_{s_0,0} \leq \|\eta\|_{s_0,0} |B(\eta)\psi|_{s_0,0} \\
+ 1_{\mathbb{R}_+}(\mu + k - s_0 + 3) \|B(\eta)\psi\|_{C^{\gamma_2}} \|Z^{k+1}\eta\|_{H^\mu} \\
+ \|B(\eta)\psi\|_{\mu+k-s_0+3,0} \|\eta\|_{k,\mu+1} \\
+ 1_{\mathbb{R}_+}(\mu + 1 - \gamma_2) \|B(\eta)\psi\|_{\mu+k-s_0+3,0} \|\eta\|_{k+1,\mu-1}.
\]

Now $|B(\eta)\psi|_{s_0,0}$ is estimated by means of Proposition 4.3.9. On the other hand,

\[
\|(Z\eta)B(\eta)\psi\|_{\mu+k-s_0+N_2,\gamma_2+\frac{3}{2}} \leq \|Z\eta\|_{\mu+k-s_0+N_2,\gamma_2+\frac{3}{2}} \|B(\eta)\psi\|_{\mu+k-s_0+N_2,\gamma_2+\frac{3}{2}}.
\]

If $\gamma_2 \geq N_2 + 1$ then

(4.5.33) \[\mu + k + 1 - s_0 + N_2 + \gamma_2 \leq s - s_0 + N_2 + \gamma_2 \leq s_0 + N_2 + \gamma_2 \leq s_0 - 1.\]

Therefore $\|Z\eta\|_{\mu+k-s_0+N_2,\gamma_2+\frac{3}{2}} \leq \|\eta\|_{s_0,0}$. Moreover (4.5.33) implies that we can apply Proposition 4.3.11 to bound $\|B(\eta)\psi\|_{\mu+k-s_0+N_2,\gamma_2+\frac{3}{2}}$ (and hence $\|B(\eta)\psi\|_{\mu+k-s_0+3,0}$). This completes the estimate of the first and last term in the right hand side of (4.5.32).

It remains to estimate the second and third terms in the right hand side of (4.5.32). Both terms are estimated similarly and we consider the third one only. To estimate this term we use the product rule (4.4.18) (instead of the product rule (4.4.23) used above) applied with $m = s_0 - 1$. This yields

\[
\|(Z\eta)B(\eta)\psi|_{k,\mu-1} \leq \|Z\eta\|_{s_0-1,0} |B(\eta)\psi|_{k,\mu-1} + \|B(\eta)\psi\|_{\mu+k-s_0+1,0} |Z\eta|_{k,\mu-1} \\
\leq \|\eta\|_{s_0,0} |B(\eta)\psi|_{k,\mu-1} + \|B(\eta)\psi\|_{\mu+k-s_0+1,0} \|\eta\|_{k+1,\mu-1}.
\]

Then we use (4.3.35) (resp. (4.3.37)) to estimate the $|.|_{k,\mu-1}$-norm (resp. $\|.|_{\mu+k-s_0+1,0}$-norm) of $B(\eta)\psi$.

We conclude that (4.5.29) holds for $i = 1$.

**STEP 2: Estimate of $F^2$.**
Write

$$-\mathcal{F}_a^2 = |D_x| T_{Z\eta} B(\eta) \psi + \partial_x (T_{Z\eta} V(\eta) \psi)$$

$$= |D_x|, T_{Z\eta} B + T_{\partial_x Z\eta} V + T_{Z\eta} |D_x| B + T_{Z\eta} \partial_x V$$

$$= [D_x, T_{Z\eta}] |D_x| \psi + T_{\partial_x Z\eta} \partial_x \psi + \tilde{\mathcal{F}}^2,$$

with

$$\tilde{\mathcal{F}}^2 = T_{Z\eta} (|D_x| B(\eta) \psi + \partial_x V(\eta) \psi)$$

$$+ [D_x, T_{Z\eta}] (B(\eta) \psi - |D_x| \psi) + T_{\partial_x Z\eta} (V(\eta) \psi - \partial_x \psi).$$

Since $|D_x|^2 = -\partial_x^2$, it follows from identity (A.1.22) that

$$[D_x, T_{Z\eta}] |D_x| \psi + T_{\partial_x Z\eta} \partial_x \psi = |D_x| T_{Z\eta} |D_x| \psi + \partial_x (T_{Z\eta} \partial_x \psi) = 0.$$

It remains to estimate $\tilde{\mathcal{F}}^2$ (which is equal to $-\mathcal{F}^2$ in view of the above cancellation). The estimates for $B(\eta) \psi$ and $V(\eta) \psi$ would be insufficient to control $|D_x| B(\eta) \psi + \partial_x V(\eta) \psi$. We remedy this by using the identity $\partial_x V(\eta) \psi = -G(\eta) B(\eta) \psi$ (see (4.1.7)) and hence

$$|D_x| B(\eta) \psi + \partial_x V(\eta) \psi = |D_x| B(\eta) \psi - G(\eta) B(\eta) \psi.$$

Therefore, we conclude that

$$-\mathcal{F}^2 = \mathcal{F}_a^2 + \mathcal{F}_b^2 + \mathcal{F}_c^2$$

$$= -T_{Z\eta} (G(\eta) - |D_x|) B(\eta) \psi + [D_x, T_{Z\eta}] (B(\eta) - |D_x|) \psi$$

$$+ T_{\partial_x Z\eta} (V(\eta) - \partial_x \psi).$$

These three terms are estimated by similar arguments.

Let us estimate $\mathcal{F}_a^2 = -T_{Z\eta} (G(\eta) - |D_x|) B(\eta) \psi$. Set $A(\eta) \psi = (G(\eta) - |D_x|) B(\eta) \psi$. We shall use a corollary of the estimate (4.4.24) whose statement is recalled here

$$|T_{\xi} F|_{K,\nu} \lesssim \|\xi\|_{m,0} \|F\|_{K-1,\nu+1} + 1_{\mathbb{R}^+} (m) \|\xi\|_{L^\infty} \|Z^K F\|_{H^\nu}$$

$$+ \|F\|_{\nu+K-m+1,0} \|\xi\|_{K-1,0}$$

$$+ 1_{\mathbb{R}^+} (\nu + K - m + 1) \|F\|_{C^b} \|Z^K \xi\|_{L^2}$$

$$+ 1_{\mathbb{R}^+} (\nu + 1 - b) \|F\|_{C^{\nu+K-m+1}} \|Z^K \xi\|_{L^2}.$$

By using the obvious inequalities

$$1_{\mathbb{R}^+} (m) \|\xi\|_{L^\infty} \|Z^K F\|_{H^\nu} \leq \|\xi\|_{m,0} \|F\|_{K,\nu}, \quad |F|_{K-1,\nu+1} \leq |F|_{K,\nu},$$

this yields

$$|T_{\xi} F|_{K,\nu} \lesssim \|\xi\|_{m,0} |F|_{K,\nu}$$

$$+ \|F\|_{\nu+K-m+1,0} \|\xi\|_{K-1,0}$$

$$+ 1_{\mathbb{R}^+} (\nu + K - m + 1) \|F\|_{C^b} \|Z^K \xi\|_{L^2}$$

$$+ 1_{\mathbb{R}^+} (\nu + 1 - b) \|F\|_{C^{\nu+K-m+1}} \|Z^K \xi\|_{L^2}.$$
By applying this estimate with \((K, \nu, m, b)\) replaced by \((k, \mu, s_0 - 1, \gamma_2)\), we then obtain that

\[
|F_a^2|_{k, \mu} \lesssim \|Z\eta\|_{s_0 - 1, 0} |A(\eta)\psi|_{k, \mu} \\
+ 1_{R_+} (\mu + k - s_0 + 2) \|A(\eta)\psi\|_{C_{\gamma_2}} \|\bar{Z}^{k+1}\eta\|_{H^\mu} \\
+ \|A(\eta)\psi\|_{\mu + k - s_0 + 2, 0} |Z\eta|_{k - 1, 0} \\
+ 1_{R_+} (\mu - \gamma_2 + 1) \|A(\eta)\psi\|_{\mu + k - s_0 + 2, 0} |\eta|_{k + 1, \mu - 1}.
\]

(4.5.34)

Now it follows from (4.5.20) that

\[
|A(\eta)\psi|_{k, \mu} \leq C \|\eta\|_{s_0, 0} |B(\eta)\psi|_{k, \mu} + C \|B(\eta)\psi\|_{\mu + k - s_0 + N_1, \gamma_1} |\eta|_{k, \mu + 1},
\]

and (4.3.37) and (4.3.35) imply that

\[
\|B(\eta)\psi\|_{\mu + k - s_0 + N_1, \gamma_1} \leq C(\|\eta\|_{\mu + k - s_0 + N_1, \gamma_1 + 1}) \|D_x^{\frac{1}{2}} \psi\|_{\mu + k - s_0 + N_1, \gamma_1 + 1},
\]

\[
|B(\eta)\psi|_{k, \mu} \leq C \|D_x^{\frac{1}{2}} \psi|_{k, \mu + \frac{1}{2}} + C \|D_x^{\frac{1}{2}} \psi\|_{\mu - s_0 + 4 + k, \gamma} |\eta|_{k, \mu + 1}.
\]

Therefore

\[
|A(\eta)\psi|_{k, \mu} \leq C \|\eta\|_{s_0, 0} \|D_x^{\frac{1}{2}} \psi|_{k, \mu + \frac{1}{2}} + C \|D_x^{\frac{1}{2}} \psi\|_{\mu + k - s_0 + N_2, \gamma_2} |\eta|_{k, \mu + 1}.
\]

(4.5.35)

On the other hand, it follows from (4.5.30) that

\[
\|A(\eta)\psi\|_{\mu + k - s_0 + 2, 0} \\
\leq \|A(\eta)\psi\|_{\mu + k - s_0 + 2, \sigma_0} \\
\leq C(\|\eta\|_{\mu + k - s_0 + 2, \sigma_0 + 2}) \|\eta\|_{\mu + k - s_0 + 2, \sigma_0 + 2} \|D_x^{\frac{1}{2}} \psi\|_{\mu + k - s_0 + 2, \sigma_0 + \frac{1}{2}}.
\]

(4.5.36)

where the index \(\sigma_0\) appears in the first inequality because (4.5.30) is proved only for \(\sigma\) larger than some number \(\sigma_0\) large enough. Now, by assumption on \(\mu\) we have \(\mu \leq s - k - 1\) and by assumption on \((s, s_0)\) we have \(s \leq 2s_0 - 2\gamma_2\). Thus, if \(\gamma_2\) is large enough (namely for \(2\gamma_2 \geq \sigma_0 + 4\)) we have \(\mu + k \leq s \leq 2s_0 - 2\gamma_2 \leq 2s_0 - \sigma_0 - 4\) and hence

\[
\|\eta\|_{\mu + k - s_0 + 2, \sigma_0 + 2} \leq \|\eta\|_{s_0, 0}.
\]

Thus (4.5.36) implies that

\[
|A(\eta)\psi|_{\mu + k - s_0 + 2, 0} \leq C \|\eta\|_{s_0, 0} \|D_x^{\frac{1}{2}} \psi\|_{\mu + k + 1 - s_0 + N_2, \gamma_2}.
\]

(4.5.37)

Setting (4.5.35) and (4.5.37) into (4.5.34), we obtain that \(|F_a^2|_{k, \mu}\) is estimated by the right-hand side of (4.5.29).

**STEP 3: Analysis of \(\mathcal{F}^3\).**
Write

\[ G(\eta)(\eta B) - \eta G(\eta)B = G(\eta)(\eta |D_x| \psi) - \eta G(\eta) |D_x| \psi + J(\eta, \eta)(B(\eta)\psi - |D_x| \psi), \]

where recall that by definition \( J(\eta, \eta)f = G(\eta)(\eta f) - \eta G(\eta)f \). Then

\[
G(\eta)(\eta B(\eta)\psi) - \eta G(\eta)B(\eta)\psi
= |D_x| (\eta |D_x| \psi) + \eta \partial_2^2 \psi + (G(\eta) - |D_x|)(\eta |D_x| \psi) - \eta (G(\eta) - |D_x|) |D_x| \psi
+ J(\eta, \eta)(B(\eta) - |D_x|) \psi,
\]

where we used \(|D_x|^2 = -\partial_2^2\). By replacing \(V(\eta)\psi\) by \(V(\eta)\psi - \partial_\xi \psi + \partial_\xi \psi\), we conclude that \( \mathcal{F}^3 \) satisfies

\[
\mathcal{F}^3 = 2(G(\eta) - |D_x|)(\eta |D_x| \psi) - 2\eta (G(\eta) - |D_x|) |D_x| \psi + 2(\partial_\xi \eta)(V(\eta) - \partial_\xi \psi)
+ 2J(\eta, \eta)(B(\eta) - |D_x|) \psi,
\]

The first three terms in the right-hand side above are estimated as \( \mathcal{F}_{a}^2 \) (except that we use Proposition 4.3.9 for estimating products instead of using (4.4.19) for estimating paraproducts).

To estimate \(|J(\eta, \eta)(B(\eta) - |D_x|)\psi|_{k,\mu}\), we first use (4.5.1) to obtain that

\[
|J(\eta, \eta)(B(\eta) - |D_x|)\psi|_{k,\mu}
\leq C \| \eta \|_{s_0,0} |(B(\eta) - |D_x|)\psi|_{k,\mu}
+ C \| (B(\eta) - |D_x|)\psi \|_{\mu+k-s_0+N_0,\gamma_0} \| \eta \|_{k,\mu+1},
\]

The term \(|(B(\eta) - |D_x|)\psi|_{k,\mu}\) is estimated by means of (4.5.31). Now notice that \(\gamma_0 > 3\) and \(\mu + k - s_0 + N_0 \leq s - 1 - s_0 + N_0 \leq s_0 - 3\) (also, up to replacing \(\gamma_0\) by \(\gamma_0 + \delta\), \(\delta \ll 1\), one can assume without loss of generality that \(\gamma_0 \notin \mathbb{N}\)). So, we can apply (4.5.30) to estimate

\[
||(B(\eta) - |D_x|)\psi||_{\mu+k-s_0+N_0,\gamma_0}.
\]

**STEP 4:** Analysis of \( \mathcal{F}^i \) for \( 4 \leq i \leq 6 \).

By definition

\[
\mathcal{F}^4 = -|D_x| R_B(B(\eta)\psi - |D_x| \psi, Z\eta) - \partial_\xi \partial_\xi R_B(\partial_\xi V(\eta)\psi - \partial_\xi \psi).
\]

So (4.5.29) for \( i = 4 \) follows from the estimate (4.4.7) and the estimates (4.5.30) and (4.5.31). Similarly, (4.5.29) for \( i = 5 \) follows from the estimate (4.4.8) and the estimates (4.5.30) and (4.5.31).

Finally, it remains to estimate \( \mathcal{F}^6 \). We estimate \(|D_x| T_{R_B(\eta)\psi+2|D_x|\psi,\eta} \) and \(\partial_\xi (T_{R_\psi(\eta)\psi+2\partial_\xi \psi,\eta})\) separately. To fix matters we consider the first term only (the second term is estimated.
similarly). One has to take care of the fact that \( R_B(\eta)\psi \) involves one \( Z \)-derivative acting on \( \eta \). We thus use the sharp product estimate (4.4.19) with \( m = \mu + k - s_0 + 2 \) to obtain that

\[
\| D_x | T_{R_B(\eta)\psi + 2|D_x|\psi} \|_k,\mu \leq \| T_{R_B(\eta)\psi + 2|D_x|\psi} \|_{k,\mu+1} \lesssim \| R_B(\eta)\psi + 2|D_x|\psi \|_{\mu+k-s_0+2,0} |\eta|_{k-1,\mu+2} \\
+ \| \eta \|_{s_0,0} | R_B(\eta)\psi + 2|D_x|\psi |_{k-1,0} \| Z^k\eta \|_{H^\mu} \\
+ 1_{\mathbb{R}^+}(s_0 - \mu - 2) \| \eta \|_{C^{\mu+1}} \| Z^k(R_B(\eta)\psi + 2|D_x|\psi) \|_{L^2}.
\]

It follows from the definition (4.2.3) of \( R_B(\eta)\psi \) and the definition (4.1.1) of \( R_G(\eta)\psi \) that

\[
R_B(\eta)\psi + 2|D_x|\psi = I + II + III \\
I = -2(G(\eta) - |D_x|)\psi \\
II = \frac{2}{1 + (\eta^2)} \left( [G(\eta), \eta] B(\eta)\psi - \eta'(V(\eta)\psi) \right) \\
III = -\frac{1}{1 + \eta^2} (\partial_x (V(\eta)\psi) - \eta' \partial_x (B(\eta)\psi)) Z\eta.
\]

All the terms in the right hand side are quadratic and can be estimated as above; let us mention that we do not need to use the fact that \( [G(\eta), \eta] B(\eta)\psi \) is a commutator (it is sufficient to estimate \( G(\eta)(\eta B(\eta)\psi) \) and \( \eta G(\eta)B(\eta)\psi \) separately) and that

\[
\| I \|_{\mu+k-s_0+2,0} \text{ is estimated by (4.5.30)} \\
\| II \|_{\mu+k-s_0+2,0} , \| III \|_{\mu+k-s_0+2,0} \text{ are estimated by (4.3.37) and (4.3.15)} \\
\| I \|_{k-1,0} \text{ is estimated by (4.5.31)} \\
\| II \|_{k-1,0} , \| III \|_{k-1,0} , \| Z^k II \|_{L^2} \text{ are estimated by (4.3.35), (4.4.18), (4.3.37)} \\
\| I \|_{L^\infty} \text{ is estimated by (2.6.12)} \\
\| II \|_{L^\infty} , \| III \|_{L^\infty} \text{ is estimated by (2.0.4)} \\
\| Z^k I \|_{L^2} \text{ is estimated by (4.3.32)} \\
\| Z^k III \|_{L^2} \text{ is estimated by (4.4.23) with } \zeta = Z\eta, (4.3.35), (4.3.37).
\]

Then (4.5.29) for \( i = 6 \) follows from arguments similar to the observations made above (4.4.23). This completes the proof. \( \square \)
Chapter 5

Energy estimates for the Z-field system

Combining the results obtained so far, we prove in this chapter the Sobolev estimates for the action of the Z-vector field on the solution we are looking for.

5.1 Notations

We start by recalling or fixing some notations.

We fix real numbers $a$ and $\gamma$ with

$$\gamma \notin \frac{1}{2}\mathbb{N}, \quad a \gg \gamma \gg 1.$$  

(In particular, we assume that $\gamma$ is large relatively to the fixed positive constants $\gamma'_2, N_2$ given by Proposition 4.5.4). Given these two numbers, we fix three integers $s, s_0, s_1$ in $\mathbb{N}$ such that

$$s - a \geq s_1 \geq s_0 \geq \frac{s}{2} + \gamma.$$  

We also fix an integer $\rho$ larger than $s_0$. Our goal is to estimate the norm

$$(5.1.1) \quad M^{(s_1)}_s(t) = \sum_{p=0}^{s_1} (\|Z^p\eta(t)\|_{H^{s-p}} + \|D_x|^{\frac{1}{2}}\omega(t)\|_{H^{s-p}}),$$

assuming some control of the H"older norms

$$\|D_x|^{\frac{1}{2}}\psi(t)\|_{C^\gamma} + \|\eta(t)\|_{C^\gamma}$$

and

$$N^{(s_0)}_\rho(t) = \sum_{p=0}^{s_0} \left(\|Z^p\eta(t)\|_{C^{s-p}} + \|D_x|^{\frac{1}{2}}\omega(t)\|_{C^{s-p}}\right).$$
We want to prove the following theorem.

**Theorem 5.1.1.** There is a constant \( B_2 > 0 \) and for any constants \( B_{\infty} > 0, B_{\infty}' > 0 \), there is \( \varepsilon_0 \) such that the following holds: Let \( T > T_0 \) be a number such that equation (1.2.1) with Cauchy data satisfying (1.2.9) has a solution satisfying the regularity properties of Proposition 1.2.1 on \([T_0, T] \times \mathbb{R}\) and such that

i) For any \( t \in [T_0, T] \), and any \( \varepsilon \in ]0, \varepsilon_0[ \),

\[
\| |D_x|^\frac{1}{2} \psi(t)\|_{C^\gamma} + \| \eta(t)\|_{C^\gamma} \leq B_\infty \varepsilon t^{-\frac{1}{2}}.
\]

ii) For any \( t \in [T_0, T] \), any \( \varepsilon \in ]0, \varepsilon_0[ \)

\[
N_p^{(s)}(t) \leq B_\infty \varepsilon t^{-\frac{1}{2}+B_{\infty}' \varepsilon^2}.
\]

Then, there is an increasing sequence \((\delta_k)_{0 \leq k \leq s_1}\) depending only on \( B_{\infty}' \) and \( \varepsilon \) with \( \delta_{s_1} < 1/32 \) such that for any \( t \) in \([T_0, T]\), any \( \varepsilon \) in \([0, \varepsilon_0]\), any \( k \leq s_1 \),

\[
M_s^{(k)}(t) \leq \frac{1}{2} B_2 \varepsilon t^{\delta_k}.
\]

**Remark.** This is Theorem 1.2.2 except that we replaced (1.2.10) by (5.1.2), which we can freely do replacing \( \gamma \) by \( \gamma + \frac{1}{2} \).

**Proof of Theorem 5.1.1.** We fix an integer \( \beta \) such that

\[
\gamma_2 - 1 \geq \beta \geq 4,
\]

where \( \gamma_2 \) is a fixed large enough positive number given by Proposition 4.5.4. Since we assumed that \( \gamma \) is large relatively to \( \gamma_2 \), we can assume that \( \gamma - 4 \geq \beta \). Moreover, since \( s - s_1 \geq a \geq \gamma \), this yields that \( \beta \leq s - s_1 \). Introduce the set

\[
\mathcal{P} = \{ (\alpha, n) \in \mathbb{N} \times \mathbb{N}; 0 \leq n \leq s_1, 0 \leq \alpha \leq s - n - \beta \}.
\]

For any \((\alpha, n)\) in \(\mathcal{P}\) we set

\[
Y_{(\alpha, n)} := \| \partial_x^n Z^n \eta \|_{H^\beta} + \| |D_x|^\frac{1}{2} \partial_x^n Z^n \omega \|_{H^\beta} + \| |D_x|^\frac{1}{2} \partial_x^n Z^n \psi \|_{H^\beta - \frac{1}{2}}.
\]

Since

\[
\sum_{0 \leq n \leq k, 0 \leq \alpha \leq s - n - \beta}^k Y_{(\alpha, n)} = \sum_{n=0}^k \left\{ \| Z^n \eta \|_{H^{s-n}} + \| |D_x|^\frac{1}{2} Z^n \omega \|_{H^{s-n}} + \| |D_x|^\frac{1}{2} Z^n \psi \|_{H^{s-n} - \frac{1}{2}} \right\}
\]

we have

\[
M_s^{(k)} \leq \sum_{0 \leq n \leq k, 0 \leq \alpha \leq s - n - \beta} Y_{(\alpha, n)}.
\]
We shall proceed by induction. This requires to introduce a bijective map, denoted by $\Lambda$, from $\mathcal{P}$ to $\{0, 1, \ldots, \#\mathcal{P} - 1\}$. For $(\alpha, n) \in \mathcal{P}$, we set

$$\Lambda(\alpha, n) = \sum_{p=0}^{n-1} (s + 1 - \beta - p) + \alpha,$$

with the convention that $\sum_{p=0}^{-1} (s + 1 - \beta - p) = 0$ so that $\Lambda(\alpha, 0) = \alpha$. Then we define the following order on $\mathcal{P}$:

$$(\alpha', n') < (\alpha, n) \Leftrightarrow \Lambda(\alpha', n') < \Lambda(\alpha, n).$$

So, there holds $(\alpha', n') < (\alpha, n)$ if and only if either $n' < n$ or $n' = n$ and $\alpha' < \alpha$.

Given an integer $K$ in $\{0, \ldots, \#\mathcal{P} - 1\}$ we set

$$\mathcal{P}_K = \{(\alpha, n) \in \mathbb{N} \times \mathbb{N} ; \Lambda(\alpha, n) \leq K\}.$$

We also set $\mathcal{P}_{-1} = \emptyset$ and we introduce, for $K$ in $\{0, \ldots, \#\mathcal{P}\}$,

$$\mathcal{M}_K := \sum_{(\alpha', n') \in \mathcal{P}_{K-1}} Y(\alpha', n'),$$

where, by convention, $\mathcal{M}_0 = 0$.

We use the forthcoming Corollary 5.2.2 that will be established in the next section. Since assumption (5.1.3) shows that $N_{p}^{(s_0)}(t)$ stays uniformly bounded by 1 is $\varepsilon$ is small enough, inequality (5.2.8) shows that

$$\mathcal{M}_{K+1}(t) \leq C_K \left[ M_{s}^{(s_1)}(T_0) + (1 + \mathcal{N}_K(t)) \mathcal{M}_K(t) \right.$$

$$\left. + \int_{T_0}^{t} \| u(t', \cdot) \|^2_{C^\gamma} \mathcal{M}_{K+1}(t') \, dt' \right. \left. + \int_{T_0}^{t} \mathcal{N}_K(t')^2 \mathcal{M}_K(t') \, dt' \right]$$

for some constant $C_K$. In the definition (5.2.5) of $\mathcal{N}_K$, we shall relate $\nu$ to the size $\varepsilon$ of the Cauchy data by $\nu = \sqrt{\varepsilon}$. We shall construct inductively an increasing sequence of constants $(B_{2,K})_K$ and of small exponents $(\tilde{\delta}_K)_K$ such that for any $t$ in $[T_0, T]$

$$\mathcal{M}_K(t) \leq \varepsilon B_{2,K} t^{\tilde{\delta}_K}.$$ 

Since $\mathcal{M}_0 \equiv 0$ by assumption, we may take $B_{2,0} = 0$, $\tilde{\delta}_0 = 0$. Assume that the estimate has been obtained at rank $K$. This induction assumption, together with (5.1.3) implies that

$$\mathcal{N}_K(t) \leq \varepsilon \left[ B_{\infty} + \frac{1}{\nu} B_K(\nu) \right] t^{-\frac{1}{2} + \gamma_K(\varepsilon, \nu)}$$
where, if \( \varepsilon \) is small enough so that \( B'_{\infty} \varepsilon^2 < \frac{1}{2} \), we may take

\[
\tilde{B}_K(\nu) = B^{1-\nu}_\infty B'_\nu_{2,K}.
\]

(5.1.13) \[ \gamma_K(\varepsilon, \nu) = \frac{\nu}{2} + (1 - \nu)B'_{\infty} \varepsilon^2 + \nu \tilde{\delta}_K. \]

Our choice \( \nu = \sqrt{\varepsilon} \) implies in particular that, by (5.1.12), \( N_K(t) \) is uniformly bounded so that (5.1.10) may be rewritten, up to a modification of \( C_K \), and making use of (5.1.2),

\[
\mathcal{M}_{K+1}(t) \leq C_K \left[ M^{(s_1)}(T_0) + \mathcal{M}_K(t) \right.
+ \varepsilon^2 \int_{T_0}^{t} M_{K+1}(t') \frac{dt'}{\nu'}
+ \left. \int_{T_0}^{t} N_K(t')^2 M_K(t') \, dt' \right].
\]

Using Gronwall inequality for a non decreasing function \( \alpha(\cdot) \) under the form

\[
y(t) \leq \alpha(t) + \int_{T_0}^{t} \beta(\tau)y(\tau) \, d\tau \Rightarrow y(t) \leq \alpha(t) \exp \left( \int_{T_0}^{t} \beta(\tau) \, d\tau \right)
\]

we get

\[
\mathcal{M}_{K+1}(t) \leq C_K \left[ M^{(s_1)}(T_0) + \sup_{T_0 \leq t' \leq t} \mathcal{M}_K(t') \right.
+ \left. \int_{T_0}^{t} N_K(t')^2 M_K(t') \, dt' \right] t^{2C_K}.
\]

(5.1.14) \[ \mathcal{M}_{K+1}(t) \leq \varepsilon C_K t^{2C_K} \left[ A + B_{2,K} t^{\tilde{\delta}_K} \right.
+ \left. B_{2,K} \varepsilon^2 \frac{B_{\infty} + \frac{1}{\nu} \tilde{B}_K(\nu)^2}{2 \gamma_K(\varepsilon, \nu) + \tilde{\delta}_K} \right].
\]

(5.1.15) \[ \mathcal{M}_{K+1}(t) \leq \varepsilon B_{2,K+1} t^{\tilde{\delta}_{K+1}} \]

Our choice \( \nu = \sqrt{\varepsilon} \) implies that \( \gamma_K(\varepsilon, \nu) \) given by (5.1.13) is bounded from below by \( \frac{1}{2} \sqrt{\varepsilon} \), so that the last coefficient in the above inequality is uniformly bounded.

We may take a large enough constant \( A \) so that \( M^{(s_1)}(T_0) \leq A \varepsilon \) since the Cauchy data are \( O(\varepsilon) \). Using the induction assumption (5.1.11), we deduce from (5.1.14) and (5.1.12)

We find a new constant \( B_{2,K+1} \geq B_{2,K} \) such that

\[
\mathcal{M}_{K+1}(t) \leq \varepsilon B_{2,K+1} t^{\tilde{\delta}_{K+1}}
\]

if we define

\[
\tilde{\delta}_{K+1} = 2 \gamma_K(\varepsilon, \nu) + \tilde{\delta}_K + \varepsilon^2 C_K.
\]
The expression (5.1.13) of $\gamma_K$ shows that $\hat{\delta}_{K+1} = O(\sqrt{\varepsilon})$. We have obtained the bound (5.1.11) at rank $K + 1$.

To finish the proof of Theorem 5.1.1, we are left with deducing from the above estimates inequality (5.1.4). For $k \leq s_1$, we define $K = \Lambda(s - k - \beta, k)$, $\delta_k = \hat{\delta}_{K+1}$. Then by (5.1.8) and (5.1.9), $M_s^{(k)}(t) \leq M_{K+1}(t)$. Estimate (5.1.4) thus follows from (5.1.16) if we take $B_2$ larger than $2B_{2,K+1}$ for any $K \leq \#P - 1$. Notice that this constant is independent of $B_\infty$, $B'_\infty$ if $\varepsilon$ is small enough: actually the only dependence of $B_{2,K+1}$ on $B_\infty$ could come only from the coefficient of $\mu^{2\gamma_K(\varepsilon, \nu) + \hat{\delta}_K}$ in the right hand side of (5.1.15). But taking $\varepsilon$ small enough in function of $B_\infty$, we may assume that this coefficient is smaller than a power of $B_{2,K+1}$. This concludes the proof of the theorem, assuming that Corollary 5.2.2 holds. The rest of this chapter will be devoted to the proof of that corollary (actually of the proposition that will imply it) using a normal forms method. \qed

5.2 Normal form for the Z-systems

From now on, we fix $K$ in $\{0, \ldots, \#P - 1\}$ and denote by $(\alpha, n)$ is the unique couple in $P$ such that $\Lambda(\alpha, n) = K$. Then by the definition (5.1.9)

\begin{equation}
(5.2.1) \quad M_{K+1} = Y_{(\alpha, n)} + M_K.
\end{equation}

We keep the notations introduced in section 3.2. In particular,

\[ u = \begin{pmatrix} u^1 \\ u^2 \end{pmatrix} = \begin{pmatrix} \eta \\ |D_x|^1 \psi \end{pmatrix}, \quad U = \begin{pmatrix} U^1 \\ U^2 \end{pmatrix} = \begin{pmatrix} \eta + T_{\sqrt{\varepsilon} - 1} \eta \\ |D_x|^1 \omega \end{pmatrix}, \]

where $a$ is the Taylor coefficient given by (3.1.5).

As already mentioned in the remark made after the statement of Assumption 3.1.1, it follows from the assumptions of Theorem 5.1.1 that, if $\varepsilon$ is small enough, then the condition (1.1.17) is satisfied uniformly in time. The other smallness conditions which appear in the previous chapters are trivially satisfied under the only assumption (5.1.2): namely, the smallness condition in Assumption 3.1.5 which insures that the Taylor coefficient is bounded from below by $1/2$ and the smallness condition that $\|\eta'\|_{L\infty}$ is small enough which was used to justify the identity (4.1.1) as well as its corollaries. Thus we may apply the previous results.

**Proposition 5.2.1.** There exists a function $\Phi$ of the form

\begin{equation}
(5.2.2) \quad \Phi := \partial_x^n Z^n U + \sum_{0 \leq n_1 + n_2 \leq n, 0 \leq n_1 + \alpha_2 \leq \alpha} E_{n_1 n_2 \alpha_1 \alpha_2}(\partial_x^{n_1} Z^{n_2} u) \partial_x^{n_2} Z^{n_2} U
\end{equation}

where $E_{n_1 n_2 \alpha_1 \alpha_2}$ are bilinear operators, explicitly defined in the proof, such that the following properties hold.
i) \( \Phi \) satisfies an equation of the form

\[
(5.2.3) \quad \partial_t \Phi + D\Phi + L(u)\Phi + C(u)\Phi = \Gamma,
\]

where \( L(u) \) and \( \Gamma \) satisfy the following properties:

- \((v,f) \mapsto L(v)f\) is a bilinear mapping well defined for any \((v,f)\) in \(C^2(\mathbb{R}) \times H^\beta(\mathbb{R})\) with values in \(H^{\beta-1}(\mathbb{R})\). Moreover, for any \(v\) in \(C^2(\mathbb{R})\), \(L(v)\) satisfies \(\text{Re}\langle L(v)f, f \rangle_{H^\beta \times H^\beta} = 0\) for any \(f \in H^{\beta+1}(\mathbb{R})\).

- \(\Gamma\) is a cubic term satisfying the following property: there exists a non-decreasing function \(C_K\) such that, for any \(\nu \in ]0,1]\),

\[
(5.2.4) \quad \|\Gamma\|_{H^\beta} \leq C_0(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}^2 Y_{(\alpha,n)} + C_K(N_K)N^2_K M_K,
\]

where

\[
(5.2.5) \quad N_K = N^{(s_0)}_\rho + \frac{1}{\nu} (N^{(s_0)}_\rho)^{1-\nu} (M_K)^\nu.
\]

ii) There exists \(\kappa_0 > 0\) and a non-decreasing function \(C_K(\cdot)\) such that, if \(\|u\|_{C^\gamma} \leq \kappa_0\) then

\[
(5.2.6) \quad Y_{(\alpha,n)} \leq 5 \|\Phi\|_{H^\beta} + C_K(N^{(s_0)}_\rho) (1 + N_K) M_K,
\]

\[
\|\Phi\|_{H^\beta} \leq 2 Y_{(\alpha,n)} + C_K(N^{(s_0)}_\rho) N_K M_K.
\]

There exist \(\kappa_0 > 0\) and \(K_0 > 0\) such that if \(N^{(s_0)}_\rho(T_0) \leq \kappa_0\) then

\[
(5.2.7) \quad \|\Phi\|_{H^\beta}(T_0) \leq K_0 M^{(s_1)}_\delta(T_0).
\]

Let us deduce from the above estimates the inequality that has been used in the previous section to prove Theorem 5.1.1.

**Corollary 5.2.2.** Under the assumptions of the proposition, for any \(K = 0, \ldots, \#\mathcal{P} - 1\) there is a non-decreasing function \(C_K(\cdot)\) such that for any \(\nu \in ]0,1]\), any \(t\) in \([T_0, T]\),

\[
\mathcal{M}_{K+1}(t) \leq 5 K_0 M^{(s_1)}_\delta(T_0) + C_K(N^{(s_0)}_\rho(t)) (1 + N_K(t)) M_K(t)
\]

\[
+ \int_{T_0}^t C_K(N^{(s_0)}_\rho(t')) \|u(t',\cdot)\|_{C^\gamma}^2 \mathcal{M}_{K+1}(t') \, dt'
\]

\[
+ \int_{T_0}^t C_K(N^{(s_0)}_\rho(t')) N_K(t')^2 \mathcal{M}_K(t') \, dt'
\]

(setting \(N_0 \equiv 0\), \(\mathcal{M}_0 \equiv 0\) when \(K = 0\)).

**Proof.** By assumption \(\text{Re}\langle D\Phi + L(u)\Phi, \Phi \rangle_{H^\beta \times H^\beta} = 0\). Moreover, by Lemma A.4.6 in Appendix A.4,

\[
\text{Re}\langle C(u)\Phi, \Phi \rangle_{H^\beta \times H^\beta} \leq C_0 \|u\|_{C^\gamma} \|u\|_{C^\gamma}^2 \|\Phi\|_{H^\beta}^2.
\]
We deduce from this inequality
\[ \| \Phi(t, \cdot) \|_{H^\beta}^2 \leq \| \Phi(T_0, \cdot) \|_{H^\beta}^2 + \int_{T_0}^t C_0 \left( \| u(t', \cdot) \|_{C^\gamma} \right) \| u(t', \cdot) \|_{C^\gamma} \| \Phi(t', \cdot) \|_{H^\beta} dt' \]
\[ + \int_{T_0}^t \| \Gamma(t', \cdot) \|_{H^\beta} \| \Phi(t', \cdot) \|_{H^\beta} dt'. \]

We deduce from this inequality
\[ \| \Phi(t, \cdot) \|_{H^\beta} \leq \| \Phi(T_0, \cdot) \|_{H^\beta} + \int_{T_0}^t C_0 \left( \| u(t', \cdot) \|_{C^\gamma} \right) \| u(t', \cdot) \|_{C^\gamma} \| \Phi(t', \cdot) \|_{H^\beta} dt' \]
\[ + \int_{T_0}^t \| \Gamma(t', \cdot) \|_{H^\beta} dt'. \]
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By (5.2.4) and the bound \( Y_{(\alpha, n)} \leq M_{K+1} \) provided by (5.2.1), we get
\[ \| \Gamma(t', \cdot) \|_{H^\beta} \leq C_0 \left( \| u(t', \cdot) \|_{C^\gamma} \right) \| u(t', \cdot) \|_{C^\gamma} M_{K+1}(t') \]
\[ + C_K (N_K(t')) N_K(t') M_K(t'). \]

If follows from the inequalities (5.2.6) and from (5.2.1) that
\[ M_{K+1}(t) \leq 5 \| \Phi(t, \cdot) \|_{H^\beta} + C_K \left( N_{\rho}^{(so)}(t) \right) (1 + N_K(t)) M_K(t), \]
\[ \| \Phi(t', \cdot) \|_{H^\beta} \leq 2 M_{K+1}(t') + C_K \left( N_{\rho}^{(so)}(t') \right) N_K(t') M_K(t') \]
for new values of \( C_K(\cdot) \). We bound in the first inequality above \( \| \Phi(t, \cdot) \|_{H^\beta} \) from (5.2.9), where we control in the right hand side \( \| \Phi(t', \cdot) \|_{H^\beta} \) and \( \| \Gamma(t', \cdot) \|_{H^\beta} \) using the estimates just obtained. We get
\[ M_{K+1}(t) \leq 5 \| \Phi(T_0, \cdot) \|_{H^\beta} + C_K \left( N_{\rho}^{(so)}(t) \right) (1 + N_K(t)) M_K(t) \]
\[ + \int_{T_0}^t C_K \left( \| u(t', \cdot) \|_{C^\gamma} \right) \| u(t', \cdot) \|_{C^\gamma} M_{K+1}(t') dt' \]
\[ + \int_{T_0}^t C_K \left( N_{\rho}^{(so)}(t') \right) N_K(t') M_K(t') dt'. \]
(using that \( \| u \|_{C^\gamma} \) may be estimated from \( N_K \), and changing again the value of the constants).
Combining this and (5.2.7), we get (5.2.8).

We now have to prove Proposition 5.2.1. Let us describe the strategy of the proof. The proof is divided into four steps. We first write the equation for \( \partial_x^n Z^n U \) under the form
\[ (\partial_t + D + Q(u) + S(u) + C(u)) \partial_x^n Z^n U = \mathcal{G} + \mathcal{F}, \]
(5.2.10)
where $G$ is a cubic term, $F$ is a quadratic term and where $Q(u)$, $S(u)$ and $C(u)$ are as defined in Section 3.2. As a preparation for the next step, we rewrite this equation under the form

$$\tag{5.2.11} (\partial_t + D + Q(u) + S^2(u) + 2S^6(u) + C(u))\partial_x^2 Z^n U = G' + F'',$$

where, again, $G'$ is a cubic term, $F''$ is a quadratic term and where $S^2(u)$ and $S^6(u)$ are as defined in (3.5.9), so that $S(u) = S^2(u) + S^6(u)$. The main difference between the quadratic terms $F$ (which appears in (5.2.10)) and $F''$ (which appears in (5.2.11)) is that we shall show in the second step that one can eliminate $F''$ by a bilinear normal form which produces cubic terms satisfying (5.2.4)—whereas eliminating $F$ would produce a cubic term whose $L^2$-norm is estimated by

$$\mathcal{C}((\|u\|_{C^2})^2 \mathcal{C}((\|u\|_{C^2} + \|Hu\|_{C^2})^2 \mathcal{C}(\partial_x^2 Z^n U)_{L^2} + C(\mathcal{N}_K)\mathcal{N}_K^2 \mathcal{M}_K).$$

In the third step we follow the strategy already explained in §3.3. We shall prove that one can add a quadratic term in the equation which compensates for the most singular quadratic term. Eventually, in the fourth step we estimate various terms.

**Proof.** The proof is divided into four steps. Let us mention that, for this proof, we write simply $C(\cdot)$ instead of $C_K(\cdot)$.

**STEP 1:** Equation for $\partial_x^2 Z^n U$

Using the notations of §3.2 for the operators $Q(u)$, $S(u)$ and $C(u)$, we have

$$\partial_t U + DU + Q(u)U + S(u)U + C(u)U = G,$$

where $G = (G^1, G^2)$ is given by (see (3.2.9))

$$G^1 = (Id + T_{\alpha})F(\eta)\psi - F_{(\leq 2)}(\eta)\psi + T_{\partial_x V + 2\partial_x^2 \psi} \eta$$

$$+ \left\{ -T_{\alpha}T_{\partial_x V} + T_{\nu T_{2\alpha}} + [T_{\nu}, T_{\alpha}] - \frac{1}{2} T_{|D_x|^2 u^2} T_{\alpha}\right\} \eta,$$

$$+ |D_x| R_B(|D_x| \psi, T_{\alpha} \eta) + \partial_x R_B(\partial_x \psi, T_{\alpha} \eta),$$

and

$$G^2 = |D_x|^2 \left( \frac{1}{2} R_B(B, B) - \frac{1}{2} R_B(|D_x| \psi, |D_x| \omega) \right)$$

$$- |D_x|^2 \left( \frac{1}{2} R_B(V, V) - \frac{1}{2} R_B(\partial_x \psi, \partial_x \omega) \right)$$

$$+ |D_x|^2 (T_{\nu T_{\partial_x \eta} - T_{V \partial_x \eta}} B + (T_{V \partial_x B} - T_{V \partial_x B}) \eta)$$

$$+ |D_x|^2 \left( T_{\nu} R_B(B, \partial_x \eta) - |D_x|^2 R_B(B, V \partial_x \eta) \right)$$

$$+ |D_x|^2 (T_{\alpha} T_{\alpha} - T_{\alpha^2}) \eta,$$

182
where we still denote by $\alpha$ the coefficient $\sqrt{a} - 1$ where $a$ is the Taylor coefficient.

To compute the equations satisfied by $Z^n U$ we use two calculus results. Firstly,

\begin{equation}
(5.2.14)
Z \partial_t = \partial_t Z - \partial_t, \quad Z D = D Z - D,
\end{equation}

and secondly, given $A(v) = \text{Op}^{R_1}[v, A_1] + \text{Op}^{R_2}[v, A_2]$ for some matrix-valued symbol $A_1, A_2$ in some class $\mathcal{S}_v^{m, \gamma}$ we have (see (3.4.13))

\begin{equation}
ZA(v) f = A(v) Z f + A(Zv)f + A'(v)f
\end{equation}

where $A'(v)f = \text{Op}^{R_1}[v, A_1']f + \text{Op}^{R_2}[v, A_2']$ with $A_1'^r = -2\xi \cdot \nabla_x A^r_r$ for $r = 1, 2$. Notice that $A_1', A_2'$ belong to $\mathcal{S}_v^{m, \gamma}$ if $A_1, A_2$ belong to $\mathcal{S}_v^{m, \gamma}$.

In particular it follows from (3.6.3) that

\begin{equation}
Z Q(u) = Q(Zu) + Q(u) Z + Q'(u) \quad \text{where } Q'(u) = \text{Op}^{R_1}[u, Q'], \quad Q' \in \mathcal{S}_v^{1, \gamma}.
\end{equation}

Similarly, $Z S(u) = S(Zu) + S(u) Z + S'(u)$ where $S'(u) = \text{Op}^{R_1}[u, R']$ with $R' = -2\xi \cdot \nabla_x R$ where $R$ (resp. $R'$) is given by (5.2.35) below with $\ell = 0$ (resp. $\ell = 1$).

Consequently, by induction on $n \in \mathbb{N}$, we have

\begin{equation}
(5.2.15) \quad \partial_t Z^n U + D Z^n U + Q(u) Z^n U + S(u) Z^n U + C(u) Z^n U = G(n) + F(n),
\end{equation}

where $F(n)$ (resp. $G(n)$) is a quadratic (resp. cubic) term defined by induction:

\begin{align}
G(n) & := Z G(n-1) + G(n-1) + C(u) Z^n U - ZC(u) Z^{n-1} U - C(u) Z^{n-1} U, \\
F(n) & := Z F(n-1) + F(n-1) - Q(Zu) Z^{n-1} U \\
& \quad - Q(u) Z^{n-1} U - Q'(u) Z^{n-1} U \\
& \quad - S(Zu) Z^{n-1} U - S(u) Z^{n-1} U - S'(u) Z^{n-1} U,
\end{align}

with, by definition, $G(0) = G$ and $F(0) = 0$.

Observe that one can write $F(n)$ under the form

\begin{equation}
F(n) = \sum_{i \in I(n)} m(i) Q^{(n_3)}(Z^{n_1} u) Z^{n_2} U + \sum_{i \in I(n)} m(i) S^{(n_3)}(Z^{n_1} u) Z^{n_2} U
\end{equation}

where $m(i) \in \mathbb{N}$ and where we used the following notations :

\[ I(n) = \left\{ i = (n_1, n_2, n_3) \in \mathbb{N}^3 ; n_1 + n_2 + n_3 \leq n \text{ and } n_2 < n \right\}, \]

and $Q^{(n_3)}$ and $S^{(n_3)}$ are defined by

\begin{align}
Q^{(n_3)}(v) & = \text{Op}^{R_1}[v, Q^{(n_3), 1}] + \text{Op}^{R_2}[v, Q^{(n_3), 2}], \\
S^{(n_3)}(v) & = \text{Op}^{R_1}[v, R^{(n_3), 1}] + \text{Op}^{R_2}[v, R^{(n_3), 2}],
\end{align}
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where for $A = Q$ or $A = R$, and for $k = 1, 2$, $A^{(n_3),k}$ is defined by induction:

$$A^{(0),k} = A^k, \quad A^{(a+1),k} = -2 \xi \cdot \nabla_A^{(a),k}.$$

Applying $\partial_x^a$ to (5.2.15) we conclude that

$$\partial_t + D + Q(u) + S(u) + C(u) \partial_x^a Z^n U = \mathcal{G} + \mathcal{F},$$

where $\mathcal{F}$ (resp. $\mathcal{G}$) is a quadratic (resp. cubic) term defined by

$$\mathcal{G} := \partial_x^a G(n) + C(u) \partial_x^a Z^n U - \partial_x^a C(u) Z^n U,$$

$$\mathcal{F} := \partial_x^a F(n) + Q(u) \partial_x^a Z^n U - \partial_x^a Q(u) Z^n U + S(u) \partial_x^a Z^n U - \partial_x^a S(u) Z^n U.$$

Observe that one can write $\mathcal{F}$ under the form

$$\mathcal{F} = \sum_{j \in J} m(j) Q^{(n_3)}(\partial_x^{a_1} Z^{n_1} u) \partial_x^{a_2} Z^{n_2} U$$

$$+ \sum_{j \in J} m(j) S^{(n_3)}(\partial_x^{a_1} Z^{n_1} u) \partial_x^{a_2} Z^{n_2} U$$

where $m(j) \in \mathbb{N}$ and $J$ is the set of those $(\alpha_1, \alpha_2, n_1, n_2, n_3) \in \mathbb{N}^5$ such that

$$\alpha_1 + \alpha_2 = \alpha, \ n_1 + n_2 + n_3 \leq n, \ \alpha_2 + n_2 < \alpha + n.$$
where \( m(j) \in \mathbb{N} \) and

\[
J' = \{ (\alpha_1, \alpha_2, n_1, n_2, n_3) \in J ; \alpha_1 + n_1 < \alpha + n \}.
\]

Eventually, we split \( S(u) \) as \( S(u) = S^\sharp(u) + S^\flat(u) \) where these operators are defined by (3.5.9). Since \( S^\flat(v)f = S^\flat(f)v \), we have

\[
S(u)\partial_x^\alpha Z^n U + S(\partial_x^\alpha Z^n u)U = S^\sharp(u)\partial_x^\alpha Z^n U + S^\sharp(\partial_x^\alpha Z^n u)U
\]

\[
+ S^\flat(u)\partial_x^\alpha Z^n U + S^\flat(U)\partial_x^\alpha Z^n u.
\]

Now we write the second and last terms in the right hand side above as

\[
S^\sharp(\partial_x^\alpha Z^n u)U = S^\sharp(\partial_x^\alpha Z^n U)u + \left( S^\sharp(\partial_x^\alpha Z^n u)U - S^\sharp(\partial_x^\alpha Z^n U)u \right),
\]

\[
S^\flat(U)\partial_x^\alpha Z^n u = S^\flat(u)\partial_x^\alpha Z^n U + \left( S^\flat(U)\partial_x^\alpha Z^n u - S^\flat(u)\partial_x^\alpha Z^n U \right),
\]

to obtain that

\[
(\partial_t + D + Q(u) + S^\sharp(u) + 2S^\flat(u) + C(u))\partial_x^\alpha Z^n U = G' + F''
\]

where

\[
G' = G - \left( S^\sharp(\partial_x^\alpha Z^n U)U - S^\sharp(\partial_x^\alpha Z^n U)u \right)
\]

\[
- \left( S^\flat(U)\partial_x^\alpha Z^n u - S^\flat(u)\partial_x^\alpha Z^n U \right),
\]

\[
F'' = F' - S^\sharp(\partial_x^\alpha Z^n U)u.
\]

Hereafter, we use the notation

\[
N(u) = Q(u) + S^\sharp(u) + 2S^\flat(u) + C(u).
\]

Then (5.2.23) reads

\[
(\partial_t + D + N(u))\partial_x^\alpha Z^n U = G' + F''.
\]

For further references, let us prove that, for any \( \mu \in \mathbb{R} \),

\[
\|N(u)\|_{L^{(H^{\mu+1}, H^{\mu})}} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}.
\]

Indeed, directly from the definition (3.2.7) (resp. (3.2.6)) for \( Q(u) \) (resp. \( C(u) \)), and using the rule (A.1.5), the estimates (3.1.4) for \( \|V\|_{C^0} \) and (3.1.20) for \( \|\alpha\|_{C^0} \), we check that

\[
\|(Q(u) + C(u))w\|_{H^{\mu}} \leq K \|u\|_{C^\gamma} \|w\|_{H^{\mu+1}},
\]

provided that \( \gamma \) is large enough. On the other hand, directly from the definition (3.5.9) of \( S^\sharp(u) \) and \( S^\flat(u) \), it follows from (A.1.17) that, for any \( \rho \neq \frac{1}{2} \mathbb{N} \) and any \( \mu \in \mathbb{R} \) such that \( \mu + \rho > 1 \),

\[
\|(S^\sharp(u) + 2S^\flat(u))w\|_{H^{\mu+\rho}} \leq K \|u\|_{C^\rho} \|w\|_{H^{\mu+\frac{\rho}{2}}},
\]
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This proves (5.2.27). Similarly, for any positive real number $\rho$ with $\rho \notin \frac{1}{2}\mathbb{N}$, we have

\begin{equation}
\|N(u)\|_{L^1(C^{\rho+1},C^{\rho})} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}.
\end{equation}

**STEP 2: First normal form**

We next seek a nonlinear change of unknown which removes the quadratic term $F''$ in the right-hand side of (5.2.26). To do so, we shall prove that for any $\ell \in \mathbb{N}$ there exist bilinear transforms $(v,f) \mapsto P_\ell(v)f$ and $(v,f) \mapsto R_\ell(v)f$ such that

\begin{align*}
DP_\ell(v)f &= P_\ell(Dv)f + P_\ell(v)Df + Q^{(\ell)}(v)f, \\
DR_\ell(v)f &= R_\ell(Dv)f + R_\ell(v)Df + S^{(\ell)}(v)f.
\end{align*}

We begin by studying the operators $Q^{(\ell)}(v)f$ and $S^{(\ell)}(v)f$. For further references, we state the following lemma.

**Lemma 5.2.3.** Let $\ell \in \mathbb{N}$. For all $\mu \in \mathbb{R}$ and all $\rho \in [4, +\infty[$ there exists a constant $K$ such that

\begin{align}
\label{5.2.30}
\|Q^{(\ell)}(v)f\|_{H^{\mu-1}} &\leq K \|v\|_{C^2} \|f\|_{H^\mu}, \\
\label{5.2.31}
\|Q^{(\ell)}(v)f\|_{H^{\mu-2}} &\leq K \|v\|_{L^2} \|f\|_{C^\rho}, \\
\label{5.2.32}
\|S^{(\ell)}(v)f\|_{H^{\mu+2}} &\leq K \|v\|_{C^4} \|f\|_{H^\mu}, \\
\label{5.2.33}
\|S^{(\ell)}(v)f\|_{H^{\mu-2}} &\leq K \|v\|_{L^2} \|f\|_{C^\rho},
\end{align}

whenever these terms are well-defined.

**Proof.** For $\ell = 0$ we have $Q^{(0)}(v)f = Q(v)f$ and the estimates (5.2.30)–(5.2.31) follow from the definition of $Q(v)f$ (see (3.2.7)), the usual estimates for paraproducts (see (A.1.12) and (A.1.20)) and the Hölder estimates (A.2.3) and (A.2.4) proved in Appendix A.2.

For $\ell > 0$, introduce $\theta^{(\ell)} = \left(1 + \frac{2}{3}\xi \cdot \nabla \xi\right) \theta$ where $\theta$ is given by Definition A.1.2. We claim that $Q^{(\ell)}(v) = \text{Op}^B\left[v^1, Q^{(\ell),1}\right] + \text{Op}^B\left[v^2, Q^{(\ell),2}\right]$ with

\begin{align}
\label{5.2.34}
Q^{(\ell),1} &= (-3)^\ell \frac{1}{2} |\xi_1| \theta^{(\ell)}(\xi_1, \xi_2) \begin{pmatrix} 0 & \frac{1}{2} |\xi_2|^\frac{3}{2} \\ -|\xi_1 + \xi_2|^\frac{1}{2} & 0 \end{pmatrix}, \\
Q^{(\ell),2} &= (-3)^\ell |\xi_1|^{\frac{1}{2}} \theta^{(\ell)}(\xi_1, \xi_2) \begin{pmatrix} -\xi_2 - \frac{1}{2} \xi_1 & 0 \\ 0 & -|\xi_1 + \xi_2|^\frac{1}{2} |\xi_2|^\frac{3}{2} \end{pmatrix}.
\end{align}

For $\ell = 0$ this is true by definition of the symbols $Q^1$ and $Q^2$ as defined in (3.6.3). For $\ell > 0$ this is proved by induction, since $Q^{(\ell+1),k} = -2\xi \cdot \nabla \xi Q^{(\ell),k}$ for $k = 1, 2$. It follows from (5.2.34) that $Q^{(\ell)}(v)$ is a paradifferential operator of exactly the same form as $Q(v)$, except that the
cut-off function \( \theta \) is replaced with \( \theta^{(\ell)} \). Since \( \theta^{(\ell)} \) is an admissible cut-off function (satisfying similar assumptions to those imposed on \( \theta \), see Remark A.1.4), then \( Q^{(\ell)}(v)f \) satisfies the same estimates as \( Q(v)f \) does. This proves (5.2.30)–(5.2.31).

The estimates (5.2.32)–(5.2.33) are proved by using similar arguments. Indeed, it follows from (3.5.18), (3.5.9), and (3.5.30) that

\[
S^{(\ell)}(v) = \text{Op}^B \left[ v^2, \begin{pmatrix} (m_{11}^{(\ell),2} & 0 \\ 0 & m_{22}^{(\ell),2} \end{pmatrix} \right]
\]

where

\[
m_{11}^{(\ell),2} = -(3)^{\ell} \zeta^{(\ell)}(\xi_1, \xi_2) |\xi_1|^{-\frac{1}{2}} (|\xi_1 + \xi_2| |\xi_1| - (\xi_1 + \xi_2)|\xi_1|)
\]

\[
m_{22}^{(\ell),2} = -(3)^{\ell} \zeta^{(\ell)}(\xi_1, \xi_2) \left( -\frac{1}{2} |\xi_1 + \xi_2| \left( |\xi_1| |\xi_2| + |\xi_1 + \xi_2| |\xi_1|^{-\frac{1}{2}} |\xi_2|^{-\frac{1}{2}} \right) \right),
\]

with \( \zeta^{(\ell)} = \left( 1 + \frac{2}{3} \xi \cdot \nabla \xi \right)^{\ell} \zeta \) where \( \zeta(\xi_1, \xi_2) = 1 - \theta(\xi_1, \xi_2) - \theta(\xi_2, \xi_1) \). Notice that \( \zeta^{(\ell)}(\xi_1, \xi_2) = 1 - \theta^{(\ell)}(\xi_1, \xi_2) - \theta^{(\ell)}(\xi_2, \xi_1) \). Since \( \theta^{(\ell)} \) is an admissible cut-off function, we are in position to apply the usual estimates for the remainders (see (A.1.17)).

Next we notice that, for any \( \ell \in \mathbb{N} \), it follows from Proposition 3.5.1 and the structure of \( Q^{(\ell)} \) given in (5.2.34) that there exists a pair of matrix-valued symbols \( P_\ell \in S^{1,0} \times S^{1,0} \) such that, for all \( v = (v^1, v^2) \in C^\rho \cap L^2(\mathbb{R}) \) (with \( \rho \) large enough)

\[
P_\ell(v) = \text{Op}^B[v^1, P_\ell^1] + \text{Op}^B[v^2, P_\ell^2]
\]

satisfies

\[
D P_\ell(v) = P_\ell(Dv) + P_\ell(v)D + Q^{(\ell)}(v).
\]

We gather the properties satisfied by \( P_\ell(v) \) in the next lemma.

**Lemma 5.2.4.** Let \( \ell \in \mathbb{N} \).

i) Let \( \mu \) be a given real number. There exists \( K > 0 \) such that, for any scalar function \( w \in C^2(\mathbb{R}) \), any \( v = (v^1, v^2) \in C^5 \cap L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \in H^\mu(\mathbb{R}) \), any \( \nu \in [0, 1] \),

\[
\| [T_w I_2, P_\ell(v)] f \|_{H^\mu} \leq K \| w \|_{C^3} \left\{ \| v \|_{C^5} + \frac{1}{\nu} \| v \|_{C^4} \nu \| v \|_{L^2} \right\} \| f \|_{H^\mu},
\]

where \( I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \).

ii) Let \( \mu \) be a given real number. There exists \( K > 0 \) such that, for any \( v = (v^1, v^2) \) in \( C^4 \cap L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \) in \( H^\mu(\mathbb{R}) \), any \( \nu \in [0, 1] \),

\[
\| P_\ell(v)f \|_{H^{\mu-1}} \leq K \left\{ \| v \|_{C^4} + \frac{1}{\nu} \| v \|_{C^4}^{\nu} \| v \|_{L^2} \right\} \| f \|_{H^\mu}.
\]
iii) Let \( \rho \in [3/2, +\infty[ \). There exists \( K > 0 \) such that, for any \( v = (v^1, v^2) \) in \( L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \) in \( C^\rho(\mathbb{R}) \),

\[
(5.2.40) \quad \| \mathcal{P}_\ell(v) f \|_{H^{\rho/2}_{- \frac{3}{2}}} \leq K \| f \|_{C^\rho} \| v \|_{L^2}.
\]

Proof. We recall that \( \mathcal{P}_\ell(v) \) is given by \( (5.2.36) \) where \( P^1_\ell \) and \( P^2_\ell \) belong to \( S^{1,0}_\ell \). It follows from Lemma 3.4.6 that \( \mathcal{P}_\ell(v) \) is a paradifferential operator of order 1, modulo a smoothing operator, whose symbol has semi-norms estimated by means of statement i) in Lemma 3.4.5. The assertions in statements i) and ii) thus follow from Theorem A.1.7. We shall give another proof of these results which will also prove statement iii).

Let us introduce a class of symbols. Given \((j_1, j_2, j_3) \in \mathbb{R}^3\), one denotes by \( S_\ell(j_1, j_2, j_3) \) the class of scalar symbols \( m(\xi_1, \xi_2), C^\infty \) for \((\xi_1, \xi_2) \in (\mathbb{R} \setminus \{0\}) \times \mathbb{R} \) which are linear combinations of symbols of the form

\[
p_1(\xi_1)p_2(\xi_2)p_3(\xi_1 + \xi_2)\theta^{(\ell)}(\xi_1, \xi_2)
\]

with \( \theta^{(\ell)} = (1 + \frac{2}{3} \xi \cdot \nabla \xi)^\ell \theta \) where \( \theta \) is given by Definition A.1.2, and \( p_r(\lambda \xi) = \lambda^{\xi_r}p_r(\xi) \) for all \( r \in \{1, 2, 3\} \), all \( \lambda > 0 \) and all \( \xi \neq 0 \).

Given two functions \( a = a(x) \) and \( b = b(x) \), one denotes by \( T_\ell^{(\ell)} b \) the paraproduct given by replacing the cut-off function \( \theta \) by \( \theta^{(\ell)} \) in the definition \( (A.1.3) \) of \( T_\ell b \). If \( m \in S_\ell(j_1, j_2, j_3) \) then

\[
\frac{1}{(2\pi)^2} \int e^{ix(\xi_1 + \xi_2)} \widehat{m}(\xi_1, \xi_2) \widehat{b}(\xi_2) d\xi_1 d\xi_2 = p_3(D_x)T_{p_1(D_x)}^{(\ell)}m T_{p_2(D_x)}^{(\ell)}b.
\]

By virtue of the support properties of \( \theta^{(\ell)} \), we have

\[
p_3(D_x)T_{p_1(D_x)}^{(\ell)}m T_{p_2(D_x)}^{(\ell)}b = \tilde{p}_3(D_x)T_{p_1(D_x)}^{(\ell)}\tilde{m} T_{p_2(D_x)}^{(\ell)}b,
\]

where \( \tilde{p}_2(\xi) \) and \( \tilde{m}(\xi) \) vanish on a neighborhood of \( \xi = 0 \) and are equal to \( p_2(\xi) \) and \( p_3(\xi) \), respectively, for \( |\xi| \) large enough. Consequently, it follows from \( (A.1.20) \) that, to prove statement iii) of the lemma, it is sufficient to prove that the matrices \( P^1_\ell = (a^{\ell,1}_{ij})_{1 \leq i,j \leq 2} \) and \( P^2_\ell = (a^{\ell,2}_{ij})_{1 \leq i,j \leq 2} \) are such that, for all \((i, j, k) \in \{1, 2\}^3\), the coefficient \( a^{\ell,k}_{ij} \) belongs to some class \( S_\ell(j_1, j_2, j_3) \) with \( j_1 \geq 0 \) and \( j_2 + j_3 \leq 1 \) (the values of \( j_1, j_2, j_3 \) might depend on \((i, j, k)\)).

Consider the symbols \( Q^{(\ell),1} \) and \( Q^{(\ell),2} \) as defined in \( (5.2.34) \). They are of the form

\[
(5.2.41) \quad m^{\ell,k}_{ij} \in S_\ell(j_1, j_2, j_3) \quad \text{with} \quad j_1 \geq \frac{1}{2}, \quad j_2 \geq 0, \quad j_3 \geq 0, \quad j_1 + j_2 + j_3 = \frac{3}{2}.
\]
Below we write simply $m_{ij}^k$ (resp. $a_{ij}^k$) instead of $m_{ij}^{\ell,k}$ (resp. $a_{ij}^{\ell,k}$). The symbols $a_{ij}^k$ are determined explicitly in the proof of Proposition 3.5.1: We have $a_{11}^2 = a_{12}^2 = a_{21}^1 = a_{22}^2 = 0$ and

\begin{align*}
a_{21}^2 &= \frac{\delta}{D} (|\xi_1 + \xi_2|^{\frac{3}{2}} m_{11}^2 - |\xi_1|^{\frac{3}{2}} m_{21}^2 + |\xi_2|^{\frac{3}{2}} m_{22}^2) \\
&\quad + \frac{2}{D} |\xi_1|^{\frac{3}{2}} |\xi_2|^{\frac{1}{2}} \left(|\xi_1 + \xi_2|^{\frac{3}{2}} m_{12}^1 + |\xi_1|^{\frac{3}{2}} m_{22}^2 - |\xi_2|^{\frac{3}{2}} m_{21}^1\right), \\
&\quad + \frac{2}{D} |\xi_1|^{\frac{3}{2}} |\xi_2|^{\frac{1}{2}} \left(|\xi_1 + \xi_2|^{\frac{3}{2}} m_{11}^1 + |\xi_1|^{\frac{3}{2}} m_{21}^2 + |\xi_2|^{\frac{3}{2}} m_{22}^1\right), \\
&\quad + \frac{2}{D} |\xi_1|^{\frac{3}{2}} |\xi_2|^{\frac{1}{2}} \left(|\xi_1 + \xi_2|^{\frac{3}{2}} m_{12}^1 + |\xi_2|^{\frac{3}{2}} a_{21}^2 + m_{22}^1\right), \\
&\quad + \frac{2}{D} |\xi_1|^{\frac{3}{2}} |\xi_2|^{\frac{1}{2}} \left(|\xi_1 + \xi_2|^{\frac{3}{2}} m_{12}^1 + |\xi_2|^{\frac{3}{2}} a_{21}^2 - m_{22}^1\right).
\end{align*}

(5.2.42)

Recall also that

\begin{align*}
\xi_1 \xi_2 > 0 &\quad \Rightarrow \quad \delta = 0 \quad \text{and} \quad D = -4 |\xi_1| |\xi_2|, \\
\xi_1 \xi_2 < 0 &\quad \Rightarrow \quad \delta = -2 |\xi_1| \quad \text{and} \quad D = -4 |\xi_1| |\xi_1 + \xi_2|.
\end{align*}

Denote by $1_A$ the indicator function of the set $A$. Then

\begin{align*}
\frac{\delta}{D} \theta^{(\ell)} &= 1_{\{\xi_1 \xi_2 < 0\}} \frac{1}{2 |\xi_1 + \xi_2|} \theta^{(\ell)}, \\
2 |\xi_1|^{\frac{3}{2}} |\xi_2|^{\frac{1}{2}} \theta^{(\ell)} &= -\frac{1}{2} \frac{1}{|\xi_1|^{\frac{3}{2}}} \left(1_{\{\xi_1 \xi_2 > 0\}} \frac{1}{|\xi_2|^{\frac{3}{2}}} + 1_{\{\xi_1 \xi_2 < 0\}} \frac{|\xi_2|^{\frac{3}{2}}}{|\xi_1 + \xi_2|}\right) \theta^{(\ell)}.
\end{align*}

Since

\begin{align*}
1_{\{\xi_1 \xi_2 > 0\}} &= \frac{1}{2} + \frac{1}{2} \text{sign}(\xi_1) \text{sign}(\xi_2), \\
1_{\{\xi_1 \xi_2 < 0\}} &= \frac{1}{2} - \frac{1}{2} \text{sign}(\xi_1) \text{sign}(\xi_2),
\end{align*}

and since \text{sign} is homogeneous of order 0, it follows that

\begin{align*}
\frac{\delta}{D} \theta^{(\ell)} &\in S_{\ell}(0,0,-1), \\
\frac{|\xi_1|^{\frac{3}{2}} |\xi_2|^{\frac{1}{2}}}{D} \theta^{(\ell)} &\in S_{\ell}(-1/2,-1/2,0) + S_{\ell}(-1/2,1/2,-1).
\end{align*}

Consequently, it follows from (5.2.41) and (5.2.42) that $a_{ij}^k$ is a sum of terms which belong to classes $S_{\ell}(j_1,j_2,j_3)$ with $j_1 + j_2 + j_3 = 3/2 - 1/2 = 1$ and $j_1 \geq 0$. This concludes the proof. \hfill \Box

**Lemma 5.2.5.** For any $\ell \in \mathbb{N}$ there exist two matrix-valued symbols $R_{\ell}^1, R_{\ell}^2$ in $SR_{0,0}^{3/2}$ such that, for all $v \in C^4 \cap L^2(\mathbb{R})$

\[ R_{\ell}(v) = \text{Op}^B[v^1, R_{\ell}^1] + \text{Op}^B[v^2, R_{\ell}^2] \]
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satisfies
\begin{equation}
(5.2.43) \quad DR_\ell(v) = R_\ell(Dv) + \mathcal{R}_\ell(v)D + S^{(\ell)}(v),
\end{equation}
and such that the following estimates hold.

i) For all \((\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+\) such that \(\mu + \rho > 1\) and \(\rho \not\in \frac{1}{2}\mathbb{N}\), there exists a positive constant \(K\) such that, for any \(v = (v^1, v^2) \in C^\rho \cap L^2(\mathbb{R})\) and any \(f = (f^1, f^2) \in H^\mu(\mathbb{R})\),
\begin{equation}
(5.2.44) \quad \|\mathcal{R}_\ell(v)f\|_{H^{\mu+\rho-1}} \leq K(\|v\|_{C^\rho} + \|\mathcal{H}v\|_{C^\rho}) \|f\|_{H^\mu}.
\end{equation}

ii) For all \((\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+\) such that \(\mu + \rho > 1\) and \(\rho \not\in \frac{1}{2}\mathbb{N}\), there exists a positive constant \(K\) such that, for any \(v = (v^1, v^2) \in H^\mu(\mathbb{R})\) and any \(f = (f^1, f^2) \in C^\rho(\mathbb{R}) \cap L^2(\mathbb{R})\),
\begin{equation}
(5.2.45) \quad \|\mathcal{R}_\ell(v)f\|_{H^{\mu+\rho-1}} \leq K(\|f\|_{C^\rho} + \|\mathcal{H}f\|_{C^\rho}) \|v\|_{H^\mu}.
\end{equation}

**Remark.** We shall use later that (see (A.2.6)) for any \(\rho \not\in \mathbb{N}\), there exists \(K > 0\) and for any \(\nu > 0\), any \(v \in C^\rho \cap L^2\),
\begin{equation}
(5.2.46) \quad \|\mathcal{H}v\|_{C^\rho} \leq K\left[\|v\|_{C^\rho} + \frac{1}{\nu} \|v\|_{C^\rho} \|v\|_{L^2}\right].
\end{equation}

**Proof.** For \(\ell = 0\) we have \(S^{(0)}(v)f = S(v)f\) and hence \(R_0(v)f = E^\ell(v)f + E^0(v)f\) with the operators given by Proposition 3.5.2. The asserted estimates thus follow from Proposition 3.5.2.

For \(\ell > 0\), we have seen in (5.2.35) that the symbols of \(S^{(\ell)}(v)\) are obtained from the symbols of \(S(v)\) by replacing \(\theta\) with \(\theta^{(\ell)}\) (and multiplying by \((-3)^\ell\)). Therefore, \(R_\ell^1\) and \(R_\ell^2\) are deduced from \(R^1_0 := R^\ell v - R^3 v\) and \(R^2_0 := R^\ell v + R^3 v\) (which are given by (3.5.19) and (3.5.31)) by the same modifications. Since \(\theta^{(\ell)}\) is an admissible cut-off function (see Remark A.1.4), this shows that \(\mathcal{R}_\ell(v)f\) satisfies the same estimates as \(\mathcal{R}_0(v)f\) does. \(\square\)

We shall use also the operator \(E^\ell(v)\) introduced in Proposition 3.5.2. satisfying
\begin{equation}
(5.2.47) \quad E^\ell(Dv) + E^\ell(v)D - DE^\ell(v) = S^\ell(v)
\end{equation}
and
\begin{equation}
(5.2.48) \quad \|E^\ell(v)f\|_{H^{\mu+\rho-1}} \leq K \|f\|_{C^\rho} \|v\|_{H^\mu}.
\end{equation}
for any \((\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+\) such that \(\mu + \rho > 1\) and \(\rho \not\in \frac{1}{2}\mathbb{N}\).

Then (5.2.37), (5.2.43), and (5.2.47) imply that
\[
(\partial_t + D) \left( \sum_J m(j)\mathcal{P}_{n_3} (\partial_x^{n_1} u)\partial_x^{n_2} Z^{n_2} U \right) \\
+ (\partial_t + D) \left( \sum_{j'} m(j')\mathcal{R}_{n_3} (\partial_x^{n_1} u)\partial_x^{n_2} Z^{n_2} U \right) \\
+ (\partial_t + D) \left( E^\ell(\partial_x^n u) U \right) = F'' + \mathcal{R}
\]
where $F''$ is as given by (5.2.24) and
\begin{align*}
\mathcal{R} := & \sum_J m(j)\mathcal{P}_n ((\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u)\partial_x^{\alpha_2} Z^{n_2} U \\
& + \sum_J m(j)\mathcal{P}_n (\partial_x^{\alpha_1} Z^{n_1} u)((\partial_t + D)\partial_x^{\alpha_2} Z^{n_2} U) \\
& + \sum_J m(j)\mathcal{R}_n (\partial_x^{\alpha_1} Z^{n_1} u)((\partial_t + D)\partial_x^{\alpha_2} Z^{n_2} U) \\
& + E^z ((\partial_t + D)\partial_x^\alpha Z^n u)U + E^z (\partial_x^\alpha Z^n u)(\partial_t U + DU).
\end{align*}
(5.2.49)

This implies that
\begin{align*}
\tilde{\Phi} := & \partial_x^\alpha Z^n U - \sum_J m(j)\mathcal{P}_n (\partial_x^{\alpha_1} Z^{n_1} u)\partial_x^{\alpha_2} Z^{n_2} U \\
& - \sum_J m(j)\mathcal{R}_n (\partial_x^{\alpha_1} Z^{n_1} u)\partial_x^{\alpha_2} Z^{n_2} U \\
& - E^z (\partial_x^\alpha Z^n u)U
\end{align*}
(5.2.50)

satisfies
\[ \partial_t \tilde{\Phi} + D\tilde{\Phi} = \partial_t \partial_x^\alpha Z^n U + D\partial_x^\alpha Z^n U - F'' - \mathcal{R}. \]

Therefore, (5.2.26) implies that
\[ (\partial_t + D + N(u))\tilde{\Phi} = \bar{\Gamma}, \]
(5.2.51)

where $N(u)$ is given by (5.2.25) and
\[ \bar{\Gamma} = \mathcal{G}' - \mathcal{R} + N(u)(\tilde{\Phi} - \partial_x^\alpha Z^n U). \]
(5.2.52)

We shall estimate $\bar{\Gamma}$ in the last step of the proof. This is the most technical part of the proof.

**Step 3: Second normal form**

We start with the following result, which is analogous to Lemma 3.6.2.

**Lemma 5.2.6.** There exist $A_1^0, A_0^2$ in $S_1^{0.1/2}$ such that, for all $v \in C^3 \cap L^2(\mathbb{R})$ the operator $E_{A_0}(v) = \text{Op}^B[v^1, A_0^1] + \text{Op}^B[v^2, A_0^2]$ satisfies
\[ DE_{A_0}(v) = E_{A_0}(Dv) + E_{A_0}(v)D + B(v), \]
(5.2.53)

where the operator $B(v)$ satisfies $B(v) = B(v)^*$ and
\[ \text{Re}(Q(v)f - B(v)f, f)_{H^\beta \times H^\beta} = 0 \]
(5.2.54)
for any \( f \in H^{\beta+1}(\mathbb{R})^2 \), and such that the following properties hold.

i) Let \( \mu \) be a given real number. There exists \( K > 0 \) such that, for any scalar function \( w \in C^2(\mathbb{R}) \), any \( v = (v^1, v^2) \in C^3 \cap L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \in H^\mu(\mathbb{R}) \),

\[
\| [T_w I_2, E_{A_0}(v)] f \|_{H^{\mu+1}} \leq K \| w \|_{C^1} \| v \|_{C^3} \| f \|_{H^\mu},
\]

where \( I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \).

ii) Let \( \mu \) be a given real number. There exists \( K > 0 \) such that, for any \( v = (v^1, v^2) \in C^3 \cap L^2(\mathbb{R}) \) and any \( f = (f^1, f^2) \in H^\mu(\mathbb{R}) \),

\[
\| E_{A_0}(v) f \|_{H^\mu} \leq K \| v \|_{C^3} \| f \|_{H^\mu}.
\]

Proof. This is Lemma 3.6.2 applied with \( s \) replaced by \( \beta \).

Consider now the operator \( E^\beta_v(v) \) and \( E^\beta_r(v) \) as given by Proposition 3.5.3. It follows from this proposition that

\[
\begin{align*}
E^\beta_v(Dv) + E^\beta_r(v) D - DE^\beta_v(v) &= \mathcal{S}^v(v), \\
E^\beta_r(Dv) + E^\beta_r(v) D - DE^\beta_r(v) &= \mathcal{S}^r(v),
\end{align*}
\]

where \( \mathcal{S}^v \) and \( \mathcal{S}^r \) are such that

\[
\begin{align*}
\text{Re}(S^\beta(v)f - \mathcal{S}^v(v)f, f)_{H^\beta \times H^\beta} &= 0, \\
\text{Re}(S^\beta(v)f - \mathcal{S}^r(v)f, f)_{H^\beta \times H^\beta} &= 0,
\end{align*}
\]

for any \( f \in H^\beta(\mathbb{R})^2 \), and satisfies

\[
\begin{align*}
\| \mathcal{S}^v(v) \|_{\mathcal{L}(H^\rho, H^{\rho+1})} &\leq K \| v \|_{C^\rho}, \\
\| \mathcal{S}^r(v) \|_{\mathcal{L}(H^\rho, H^{\rho+1})} &\leq K \| v \|_{C^\rho}.
\end{align*}
\]

Moreover, for all \((\mu, \rho) \in \mathbb{R} \times \mathbb{R}_+ \) such that \( \mu + \rho > 1 \) and \( \rho \notin \frac{1}{2} \mathbb{N} \), there exists a positive constant \( K \) such that

\[
\begin{align*}
\| E^\beta_v(v)f \|_{H^{\mu+\rho+1}} &\leq K \| v \|_{C^\rho} \| f \|_{H^\mu}, \\
\| E^\beta_r(v)f \|_{H^{\mu+\rho+1}} &\leq K \| v \|_{C^\rho} \| f \|_{H^\mu}.
\end{align*}
\]

Set

\[
E(v) = E_{A_0}(v) - E^\beta_v(v) - 2E^\beta_r(v).
\]

Then (5.2.53) and (5.2.57) imply that

\[
DE(v) - E(Dv) - E(v)D = B(v) + \mathcal{S}^v(v) + 2\mathcal{S}^r(v).
\]
Moreover (5.2.56) and (5.2.61) imply that
\[(5.2.63) \quad \|E(v)\|_{L^2(H^p,H^q)} \leq K \|v\|_{C^3}.
\]

Now set
\[(5.2.64) \quad \Phi = \tilde{\Phi} + E(u) \partial^a_x Z^n U.
\]

It follows from (5.2.62) that
\[(5.2.65) \quad (\partial_t + D)\Phi = (\partial_t + D)\tilde{\Phi}
+ E(\partial_t u + Du) \partial^a_x Z^n U + E(u)(\partial_t + D) \partial^a_x Z^n U
+ (B(u) + \mathcal{S}^a(u) + 2\mathcal{S}^b(u)) \partial^a_x Z^n U.
\]

Recall that \(\tilde{\Phi}\) satisfies
\[(\partial_t + D)\tilde{\Phi} = -N(u)\tilde{\Phi} + \bar{\Gamma}.
\]

Now write \(\tilde{\Phi} = \Phi - E(u) \partial^a_x Z^n U\) in the right hand side of the above identity and set the result into (5.2.65), to obtain that
\[(5.2.66) \quad (\partial_t + D)\Phi = -N(u)\Phi + \bar{\Gamma}
+ N(u)E(u) \partial^a_x Z^n U
+ E(\partial_t u + Du) \partial^a_x Z^n U + E(u)(\partial_t + D) \partial^a_x Z^n U
+ (B(u) + \mathcal{S}^a(u) + 2\mathcal{S}^b(u)) \partial^a_x Z^n U.
\]

Eventually we use (5.2.26) to substitute \((\partial_t + D) \partial^a_x Z^n U\), which appears in the fifth term of the right hand side of (5.2.66), by
\[(\partial_t + D) \partial^a_x Z^n U = -N(u) \partial^a_x Z^n U + G' + \mathcal{F}'',
\]
and we write \(\partial^a_x Z^n U = \Phi + (\partial^a_x Z^n U - \Phi)\) in the last term of the right hand side of (5.2.66). By so doing it is found that
\[(5.2.67) \quad \partial_t \Phi + D\Phi + L(u)\Phi + C(u)\Phi = \Gamma,
\]
where
\[(5.2.68) \quad L(u) := Q(u) + \mathcal{S}^a(u) + 2\mathcal{S}^b(u) - (B(u) + \mathcal{S}^a(u) + 2\mathcal{S}^b(u)),
\]
and where
\[(5.2.69) \quad \Gamma = \bar{\Gamma} + (1) + (2) + (3) + (4)
\]
with

\[(1) = N(u)E(u)\partial_x^\alpha Z^nU - E(u)N(u)\partial_x^\alpha Z^nU,\]
\[(2) = E(\partial_t u + Du)\partial_x^\alpha Z^nU,\]
\[(3) = E(u)G' + E(u)F'',\]
\[(4) = (B(u) + \mathcal{S}^\delta(u) + 2\mathcal{S}^\delta(u))(\partial_x^\alpha Z^nU - \Phi).\]

It follows from (5.2.54), (5.2.58), and (5.2.59) that the operator \(L(v)\) defined by (5.2.68) satisfies \(\text{Re}(L(v)f,f)_{H^\beta\times H^\beta} = 0\) for any \(f\) in \(H^{\beta+1}(\mathbb{R})\). Consequently, to complete the proof of the proposition, it remains only to prove the estimates (5.2.4) and (5.2.6)–(5.2.7).

**Step 4: Proof of the estimates (5.2.4) and (5.2.6)–(5.2.7)**

We begin by estimating the term (1) which appears in (5.2.69).

**Lemma 5.2.7.** There holds

\[\|(1)\|_{H^\beta} \leq C(\|u\|_{C^\gamma}) \|u\|^2_{C^\gamma} \|\partial_x^\alpha Z^nU\|_{H^\beta}.\]

**Remark.** We shall later estimate \(\|\partial_x^\alpha Z^nU\|_{H^\beta}\) in terms of \(Y_{(\alpha,n)}\) and \(\mathcal{M}_K\).

**Proof.** This is proved by means of the arguments used in the proof of Proposition 3.6.4. For the sake of clarity we recall the proof.

Recall from (5.2.63) that \(\|E(u)\|_{L(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}\). Also, directly from the definition (3.5.9) of \(S^\gamma(u)\) and \(S^\delta(u)\) we have

\[\|S^\gamma(u)\|_{L(H^\beta,H^\beta)} + \|S^\delta(u)\|_{L(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}.\]

Therefore

\[\|(S^\gamma(u) + 2S^\delta(u))E(u)\|_{L(H^\beta,H^\beta)} \leq C \|u\|^2_{C^\gamma},\]

and similarly

\[\|E(u)(S^\gamma(u) + 2S^\delta(u))\|_{L(H^\beta,H^\beta)} \leq C \|u\|^2_{C^\gamma}.\]

It remains to estimate the operator norm of the commutator \([A(u),E(u)]\) where we recall that \(A(u) = Q(u) + C(u)\) where \(Q(u)\) (resp. \(C(u)\)) is given by (3.2.7) (resp. (3.2.6)). We claim that

\[(5.2.70) \quad \|[A(u),E(u)]\|_{L(H^\beta,H^\beta)} \leq C \|u\|^2_{C^\gamma}.\]

By definition \(E(u) = E_{A0}(u) + E_R(u)\) with \(E_R(u) = -E^{\gamma}_{\beta}(v) - 2E^{\delta}_{\beta}(v)\). To prove (5.2.70), we first observe that,

\[\|A(u)\|_{L(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}, \quad \|E_R(u)\|_{L(H^\beta,H^\beta+1)} \lesssim \|u\|_{C^\gamma},\]
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where $C$ depends only on $\|u\|_{C^\gamma}$. This implies that $\|E_R(u)A(u)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2$. Similarly, one has $\|A(u)E_R(u)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2$. This obviously implies (5.2.70). Thus it remains only to prove that

$$(5.2.71)\quad \|[A(u),E_{A_0}(u)]\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2.$$

This we now prove by using the commutator estimate (5.2.55) together with the following remark. Introduce

$$\tilde{A}(u) = A(u) - T_V \partial_x - T_\alpha D.$$

Directly from the definition of $A(u)$ (recalling again that $A(u) = Q(u) + C(u)$ where $Q(u)$ (resp. $C(u)$) is given by (3.2.7) (resp. (3.2.6))), one can check that $\tilde{A}(u)$ is of order 0 and satisfies

$$(5.2.72)\quad \|\tilde{A}(u)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma},$$

for some constant $C$ depending only on $\|u\|_{C^\gamma}$. By combining this estimate with (5.2.56) we get

$$\|E_{A_0}(u)\tilde{A}(u)\|_{\mathcal{L}(H^\beta,H^\beta)} + \|\tilde{A}(u)E_{A_0}(u)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2,$$

which obviously implies that $\|\|[A(u),E_{A_0}(u)]\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2$. So to prove (5.2.71) it remains only to estimate the commutators of $E_{A_0}(u)$ with $T_V \partial_x$ and $T_\alpha D$. Since $T_V \partial_x = T_V(\xi \xi)$ is a paradifferential operator with a scalar symbol and since the $C^1$-norm of $V$ is estimated by $C \|u\|_{C^\gamma}$ for some constant $C$ depending only on $\|u\|_{C^\gamma}$ (see (3.1.4)), it follows from statement $i$) in Lemma 5.2.6 that

$$\|[T_V \partial_x,E_{A_0}(u)]\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2,$$

for some constant $C$ depending only on $\|u\|_{C^\gamma}$. To estimate $[T_\alpha D,E_{A_0}(u)]$, use instead the equation (3.6.6) satisfied by $E_{A_0}$ to obtain:

$$T_\alpha DE_{A_0}(u)U = T_\alpha \left( E_{A_0}(u)DU + E_{A_0}(Du)U + B(u)U \right).$$

Notice that

$$(5.2.73)\quad \|B(u)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}.$$

Indeed, $B(u) = \text{Op}^B[u^1,B^1] + \text{Op}^B[u^2,B^2]$ where $B^1$ and $B^2$ are given by (3.6.4) and (3.6.5) with $s$ replaced by $\beta$; so assertion $(ii)$ in Lemma 3.4.5, Lemma 3.4.6 and (A.1.5) imply the wanted estimate. Also, (5.2.56) implies that $\|E_{A_0}(Du)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}$. Consequently, since $\|\alpha\|_{C^1} \leq C \|u\|_{C^\gamma}$ (see (3.1.20)) we have $\|T_\alpha\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}$ and hence

$$\|T_\alpha E_{A_0}(Du)\|_{\mathcal{L}(H^\beta,H^\beta)} + \|T_\alpha B(u)\|_{\mathcal{L}(H^\beta,H^\beta)} \leq C \|u\|_{C^\gamma}^2,$$
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for some constant $C$ depending only on $\|u\|_{C^\gamma}$. Moreover, since $\alpha$ is a scalar function, it follows from the above mentioned estimate $\|\alpha\|_{C^1} \leq C \|u\|_{C^\gamma}$ and statement $i)$ in Lemma 5.2.6 that

$$\|\{T_{\alpha}, E_{A_0}(u)\} D\|_{L(H^\beta, H^\beta)} \leq C \|u\|_{C^\gamma}^2,$$

for some constant $C$ depending only on $\|u\|_{C^\gamma}$. This proves (5.2.71) and hence completes the proof of the lemma.

**Lemma 5.2.8.** There holds

$$\| (2) \|_{H^\beta} \leq C (\|u\|_{C^\gamma}) \|u\|_{C^\gamma}^2 \| \partial_x^n U \|_{H^\beta},$$

$$\| (3) \|_{H^\beta} \leq C (\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \left\{ \| G' \|_{H^\beta} + \| F'' \|_{H^\beta} \right\}.$$

**Proof.** This follows from the estimates (5.2.63) and (3.6.14).

**Lemma 5.2.9.**

$i)$ For any $(\alpha', n')$ such that $\alpha' + n' \leq s_0$, there holds

$$\| \partial_x^{\alpha'} Z^{n'} (\sqrt{a} - 1) \|_{C^1} \leq C (N^{(s_0)}_\rho) N^{(s_0)}_\rho.$$

$ii)$ If $(\alpha', n') \prec (\alpha, n)$ then

$$\| \partial_x^{\alpha'} Z^{n'} (\sqrt{a} - 1) \|_{L^2} \leq C (N^{(s_0)}_\rho) M_K.$$

$iii)$ There holds

$$\| \partial_x^n (\sqrt{a} - 1) \|_{L^2} \leq C (\|u\|_{C^\gamma}) Y_{(\alpha, n)} + C (N^{(s_0)}_\rho) M_K.$$

**Remark.** Here we use the assumption $\beta > 2$.

**Proof.** Recall that the Taylor coefficient $a$ can be written under the form (see (A.3.9) in Appendix A.3):

$$a = \frac{1}{1 + (\partial_x \eta)^2} \left( 1 + V \partial_x B - B \partial_x V - \frac{1}{2} G(\eta) B^2 - \frac{1}{2} G(\eta) B^2 - G(\eta) \right),$$

where we used the abbreviated notations $B = B(\eta) \psi$ and $V = V(\eta) \psi$. The assertion in statement $i)$, which is equivalent to saying that $\| \sqrt{a} - 1 \|_{s_0, 1}$ is estimated by $C (N^{(s_0)}_\rho) N^{(s_0)}_\rho$, then immediately follows from the estimates (4.3.15), (4.3.16) and from Proposition 4.3.11. The assertions in statements $ii)$ and $iii)$ follow from the product rule (4.4.21), Proposition 4.3.11 and Proposition 4.3.9.

Below we freely use the following lemma.
Lemma 5.2.10. Recall that we fixed \((\alpha, n)\) and \(K\) such that \(\Lambda(\alpha, n) = K\) and recall that \(\mathcal{M}_K\) is defined by (5.1.9). There holds

\[
\|\partial_x^n u\|_{H^{\beta - \frac{1}{2}}} \lesssim Y_{(\alpha, n)} + \mathcal{M}_K, \tag{5.2.74}
\]

\[
\|\partial_x Z^n U\|_{H^\beta} \leq C(\|u\|_{C^\gamma}) Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}) \mathcal{M}_K. \tag{5.2.75}
\]

If \((\alpha', n') \prec (\alpha, n)\) then

\[
\|\partial_x^{n'} u\|_{H^{\beta - \frac{1}{2}}} \lesssim \mathcal{M}_K, \tag{5.2.76}
\]

\[
\|\partial_x^{n'} U\|_{H^\beta} \leq C(N_{\rho}^{(s_0)}) \mathcal{M}_K. \tag{5.2.77}
\]

For any \((\alpha', n')\) such that \(\alpha' + n' \leq s_0\), there holds

\[
\|\partial_x^{n'} U\|_{C^{\beta + 3}} \leq C(N_{\rho}^{(s_0)}) N_{\rho}^{(s_0)}. \tag{5.2.78}
\]

Proof. The estimates (5.2.74) and (5.2.76) follow directly from the definitions of \(Y_{(\alpha, n)}\) and \(\mathcal{M}_K\), and the fact that \(\|Z_{\rho}^{(s_0)}\| = -|D_x|^\frac{1}{2}\).

For further references, we shall prove (5.2.77) and the following estimate

\[
\left\| \partial_x^n U - \partial_x^n Z^n \left( \frac{\eta}{|D_x|^\frac{1}{2}} \omega \right) \right\|_{H^\beta} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}) N_{\rho}^{(s_0)} \mathcal{M}_K, \tag{5.2.79}
\]

which immediately implies (5.2.75). We shall see that the estimates (5.2.79) and (5.2.77) follow from the definition of \(U\). Indeed,

\[
U = \left( \frac{\eta}{|D_x|^\frac{1}{2}} \omega \right) + \left( \frac{T_{\sqrt{\alpha - 1}\eta}}{0} \right).
\]

So, to prove (5.2.79) it is sufficient to estimate the \(H^\beta\)-norm of \(\partial_x^n Z^n(T_{\sqrt{\alpha - 1}\eta})\). To do so, we write \(\|\partial_x^n Z^n(T_{\sqrt{\alpha - 1}\eta})\|_{H^\beta} \leq \|T_{\sqrt{\alpha - 1}\eta}\|_{n,\alpha + \beta}\) and use the estimate (4.4.24) applied with \((K, \nu, m, b)\) replaced by \((n, \alpha + \beta, s_0, \gamma)\), which gives (bounding all the indicator functions by 1)

\[
\|T_{\sqrt{\alpha - 1}\eta}\|_{n,\alpha + \beta} \lesssim \|\sqrt{\alpha} - 1\|_{s_0, 0} \|\eta\|_{n-1,\alpha+\beta+1} + \|\sqrt{\alpha} - 1\|_{L^\infty} \|Z^n \eta\|_{H^{\alpha + \beta}} + \|\eta\|_{n+\alpha+\beta-s_0+1,0} \|\sqrt{\alpha} - 1\|_{n-1,0} + \|\eta\|_{C^\gamma} \|Z^n(\sqrt{\alpha} - 1)\|_{L^2} + \|\eta\|_{C^{\alpha+\beta-s_0+1}} \|Z^n(\sqrt{\alpha} - 1)\|_{L^2}.
\]

Since \(\alpha + \beta + n \leq s \leq 2s_0 - 1\), we can use the inequality

\[
\|\eta\|_{C^{\alpha+\beta+n-s_0+1}} \leq \|\eta\|_{n+\alpha+\beta-s_0+1,0} \leq \|\eta\|_{s_0, 0}
\]
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in the third and last terms of the right hand side. On the other hand, since \((\alpha + 1, n - 1) \prec (\alpha, n)\) for \(n \geq 1\) and since \(|\eta|_{n-1, \alpha+\beta+1} = 0\) by convention for \(n = 0\), we have

\[|\eta|_{n-1, \alpha+\beta+1} \leq \mathcal{M}_K.\]

Also, one has \(\|Z^n \eta\|_{H^{n+\beta}} \leq Y_{(\alpha, n)} + \mathcal{M}_K\). The wanted estimate (5.2.79) thus follows from statements \(i\), \(ii\), and \(iii\) in Lemma 5.2.9. The proof of (5.2.77) is similar: we estimate \(\partial_x' Z^n(T \sqrt{\pi - 1} \eta)\) by means of the estimate (4.4.5) and statements \(i\) and \(ii\) in Lemma 5.2.9.

Let us prove (5.2.78). We shall prove a stronger result. Namely, we prove that

\[(5.2.80) \quad \|U - u\|_{s_0, \beta+3} \leq C(N_{\rho}^{(s_0)}(N_{\rho}^{(s_0)})^2).
\]

We shall use the estimate (4.4.16) whose statement is recalled here

\[(5.2.81) \quad \|T_\xi F\|_{n, \sigma} \lesssim \|\xi\|_{n, 1} \|F\|_{n, \sigma}.
\]

We decompose \(U\) as

\[(5.2.82) \quad U = u + \left(\frac{T \sqrt{\pi - 1} \eta}{|D|^{\frac{1}{2}} T_B \eta}\right).
\]

So, to prove (5.2.80), it is sufficient to prove that

\[(5.2.83) \quad \forall \xi \in \{\sqrt{\alpha} - 1, B\}, \quad \|T_\xi \eta\|_{s_0, \beta+3+\frac{1}{4}} \leq C(N_{\rho}^{(s_0)}(N_{\rho}^{(s_0)})^2).
\]

This in turn follows from (5.2.81) and the estimate for \(B\) (resp. \(\sqrt{\alpha} - 1\)) given by Proposition 4.3.11 (resp. Lemma 5.2.9 \(i\)).

**Remark.** We also have the following estimate, analogous to (5.2.79)

\[(5.2.84) \quad \left\|\partial_x^\alpha Z^n u - \partial_x^\alpha Z^n \left(\frac{\eta}{|D|^{\frac{1}{2}} \omega}\right)\right\|_{H^{\beta-\frac{1}{2}}} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}(N_{\rho}^{(s_0)}) \mathcal{M}_K,
\]

The proof is similar to the proof of (5.2.79), using that \(u = \left(\frac{\eta}{|D|^{\frac{1}{2}} \omega}\right) + \left(\frac{0}{|D|^{\frac{1}{2}} T_B \eta}\right).

We next estimate the source terms \(F'\) and \(G'\) given by (5.2.24).

**Lemma 5.2.11.** There holds

\[\|F'\|_{H^\beta} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}(N_{\rho}^{(s_0)}) \mathcal{M}_K.\]
Proof. By definition, one can write $\mathcal{F}'$ under the form

$$
\mathcal{F}' = \sum_{j \in J'} m(j)Q^{(n_3)}(\partial_x^{\alpha_1}Z^{n_1}u)\partial_x^{\alpha_2}Z^{n_2}U
+ \sum_{j \in J'} m(j)S^{(n_3)}(\partial_x^{\alpha_1}Z^{n_1}u)\partial_x^{\alpha_2}Z^{n_2}U
- Q(\partial_x^{\alpha}Z^{n}u) - S^{2}(\partial_x^{\alpha}Z^{n}u)U,
$$

where $m(j) \in \mathbb{N}$ and

$$
J' = \{(\alpha_1, \alpha_2, n_1, n_2, n_3) \in J : \alpha_1 + n_1 < \alpha + n\}.
$$

Below we freely use the fact that, by definition of $J$ (see (5.2.20)), if $(\alpha_1, \alpha_2, n_1, n_2, n_3)$ is in $J$ then $\alpha_2 + n_2 < \alpha + n$.

Let us split $J'$ into two parts: set $J' = J'_1 \cup J'_2$ where

$$
J'_1 = \left\{ j = (\alpha_1, \alpha_2, n_1, n_2, n_3) \in J' : \alpha_1 + n_1 \leq \frac{1}{2}(\alpha + n) \right\}, \tag{5.2.85}
$$

$$
J'_2 = \left\{ j = (\alpha_1, \alpha_2, n_1, n_2, n_3) \in J' : \alpha_1 + n_1 > \frac{1}{2}(\alpha + n) \right\}.
$$

We begin by estimating

$$
\sum_{j \in J'_1} m(j)Q^{(n_3)}(\partial_x^{\alpha_1}Z^{n_1}u)\partial_x^{\alpha_2}Z^{n_2}U + \sum_{j \in J'_2} m(j)S^{(n_3)}(\partial_x^{\alpha_1}Z^{n_1}u)\partial_x^{\alpha_2}Z^{n_2}U.
$$

If $j$ belongs to $J'_1$ and $A$ denotes $Q^{(n_3)}$ (resp. $S^{(n_3)}$) then we use (5.2.30) (resp. (5.2.32)) to obtain

$$
\|A(\partial_x^{\alpha_1}Z^{n_1}u)\partial_x^{\alpha_2}Z^{n_2}U\|_{H^\beta} \leq K \|\partial_x^{\alpha_1}Z^{n_1}u\|_{C^4} \|\partial_x^{\alpha_2}Z^{n_2}U\|_{H^{\beta+1}}.
$$

If $j \in J'_1$ and $(\alpha_2, n_2) \neq (\alpha - 1, n)$ then one uses (5.2.77) to find that

$$
\|\partial_x^{\alpha_2}Z^{n_2}U\|_{H^{\beta+1}} \leq \|\partial_x^{\alpha_2}Z^{n_2}U\|_{H^\beta} + \|\partial_x^{\alpha_2+1}Z^{n_2}U\|_{H^\beta} \leq C(N^{(s_0)}) M_K,
$$

where we used the fact that if $j \in J'_1 \subset J$ then $(\alpha_2, n_2) < (\alpha, n)$ and $\alpha_2 \leq \alpha$, so that the assumption that $(\alpha_2, n_2) \neq (\alpha - 1, n)$ implies that $(\alpha_2 + 1, n) < (\alpha, n)$. On the other hand

$$
\|\partial_x^{\alpha_1}Z^{n_1}u\|_{C^4} \leq N^{(s_0)},
$$

since $\alpha_1 + n_1 + 4 \leq \frac{1}{2}(\alpha + n) + 4 \leq \frac{3}{2} + 4 \leq s_0$ by assumption on $s_0$.

If $j \in J'_1$ and $(\alpha_2, n_2) = (\alpha - 1, n)$ then $(\alpha_1, n_1) = (1, 0)$ so $\|\partial_x^{\alpha_1}Z^{n_1}u\|_{C^2} \leq \|u\|_{C^\gamma}$. On the other hand, (5.2.75) and (5.2.77) imply that

$$
\|\partial_x^{\alpha_2}Z^{n_2}U\|_{H^{\beta+1}} \leq \|\partial_x^{\alpha}Z^{n}U\|_{H^\beta} + \|\partial_x^{\alpha-1}Z^{n}U\|_{H^\beta}
\leq C(\|u\|_{C^\gamma}) Y_{(\alpha,n)} + C(N^{(s_0)}) M_K.
$$
We now estimate
\[ \sum_{j \in J'} m(j)Q^{(n_3)}(\partial_x^{\alpha_1} Z^{n_1} u) \partial_x^{\alpha_2} Z^{n_2} + \sum_{j \in J''} m(j)S^{(n_3)}(\partial_x^{\alpha_1} Z^{n_1} u) \partial_x^{\alpha_2} Z^{n_2} U. \]

If \( j \) belongs to \( J' \) and \( A \) denotes either \( Q^{(n_3)} \) or \( S^{(n_3)} \) then we use (5.2.31) or (5.2.33) to obtain
\[ \| A(\partial_x^{\alpha_1} Z^{n_1} u) \partial_x^{\alpha_2} Z^{n_2} U \|_{H^\beta} \leq K \| \partial_x^{\alpha_1} Z^{n_1} u \|_{L^2} \| \partial_x^{\alpha_2} Z^{n_2} U \|_{C^{\beta+3}}. \]

For any \( j \in J' \subset J' \) we have \( \alpha_1 + n_1 < \alpha + n \) and \( \alpha_1 \leq \alpha, n_1 \leq n \) so that \( (\alpha_1, n_1) < (\alpha, n) \). Since \( \beta \geq 1/2 \), (5.2.76) implies that
\[ \| \partial_x^{\alpha_1} Z^{n_1} u \|_{L^2} \leq \| \partial_x^{\alpha_1} Z^{n_1} u \|_{H^{\beta - \frac{1}{2}}} \leq \mathcal{M}_K. \]

Since \( \alpha_2 + n_2 \leq \frac{1}{2}(\alpha + n) \leq s_0 \) for \( j \in J' \), (5.2.78) implies that
\[ (5.2.86) \quad \| \partial_x^{\alpha_2} Z^{n_2} U \|_{C^{\beta+3}} \leq C(N_{\rho(s_0)}^{(s_0)}). \]

It remains to estimate \( Q(\partial_x^{\alpha} Z^n u) U \) and \( S^2(\partial_x^{\alpha} Z^n u) U \). Using (5.2.31), we find that
\[ \| Q(\partial_x^{\alpha} Z^n u) U \|_{H^\beta} \lesssim \| \partial_x^{\alpha} Z^n u \|_{L^2} \| U \|_{C^{\beta+3}}. \]

It follows from (5.2.74) and the assumption \( \beta \geq 1/2 \) that \( \| \partial_x^{\alpha} Z^n u \|_{L^2} \lesssim Y(\alpha, n) + \mathcal{M}_K. \) On the other hand, we claim that
\[ (5.2.87) \quad \| U \|_{C^{\beta+1}} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma}. \]

For further references, we shall prove a stronger estimate:
\[ (5.2.88) \quad \| U - u \|_{C^{\beta+3}} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma}^2. \]

To prove this claim, recall that
\[ (5.2.89) \quad U = u + \left( \frac{T_{\sqrt{\sigma - 1} \eta}}{|D_x|^{\frac{1}{2}} T_B \eta} \right). \]

So to prove (5.2.87) it is enough to prove that
\[ (5.2.90) \quad \| T_{\sqrt{\sigma - 1} \eta} \|_{C^{\beta+3}} + \| |D_x|^{\frac{1}{2}} T_B \eta \|_{C^{\beta+3}} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma}^2. \]

It follows from (A.1.13) that \( \| T_{\sqrt{\sigma - 1} \eta} \|_{C^{\beta+3}} \lesssim \| \sqrt{\sigma - 1} - 1 \|_{L^\infty} \| \eta \|_{C^{\beta+3}}. \) Similarly, for any \( r > 1/2 \), it follows from (A.2.4) and (A.1.13) that
\[ \| |D_x|^{\frac{1}{2}} T_B \eta \|_{C^{\beta+3}} \lesssim \| T_B \eta \|_{C^{\beta+3+r}} \lesssim \| B \|_{L^\infty} \| \eta \|_{C^{\beta+3+r}}. \]

So (5.2.90) follows from the assumption \( \gamma > \beta + 4 \) and the estimate (see (3.1.20) and (3.1.4))
\[ \| \sqrt{\sigma - 1} - 1 \|_{L^\infty} + \| B \|_{L^\infty} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma}. \]

This completes the proof of (5.2.87).

The estimate for \( S^2(\partial_x^{\alpha} Z^n u) U \) is similar. \( \square \)
Lemma 5.2.12. There holds

\[ \|G'\|_{H^\rho} \leq C(\|u\|_{C^1}) \left\{ \|u\|^2_{C^1} Y(\alpha,n) + N_k^2 \mathcal{M}_K \right\}. \]  

Proof. It follows from (5.2.24) that

\[ G' = G - (S^\rho(\partial_x^2 Z^n u)(U - u) + S^\rho(\partial_x^\alpha Z^n u - U))u \]

\[ - (S^\rho(U - u)\partial_x^2 Z^n u + S^\rho(u)\partial_x^\alpha Z^n(u - U)). \]

To estimate the last two terms in the right hand side of (5.2.92), we use the estimates (for \( \rho \notin \frac{1}{2}\mathbb{N} \))

\[ \|S^\rho(v)w\|_{H^{\rho+\frac{1}{2}}} \leq K \|v\|_{C^{\rho}} \|w\|_{H^{\rho+\frac{1}{2}}}, \]

\[ \|S^\rho(v)w\|_{H^{\rho+\frac{1}{2}}} \leq K \|v\|_{C^{\rho}} \|w\|_{H^{\rho+\frac{1}{2}}}, \]

which readily follow from the definition (3.5.9), and the estimates (5.2.79) and (5.2.88) for \( u - U \).

Let us show that the estimate for \( G \) follows from the results proved in §4. The key point is to estimate the \( |\cdot|_{n,\alpha+\beta} \)-norm of \( G^1 \) and \( G^2 \) given by (5.2.12) and (5.2.13).

Rewrite \( G^1 \) (as given by (5.2.12)) as

\[ G^1 = F(\eta)\psi - F_{\leq 2}(\eta)\psi + T_{\partial_x \sqrt{\alpha} - \partial_x V + \frac{1}{2} \partial_x^2 \psi} \eta \]

\[ + T_{\sqrt{\alpha} - 1} F(\eta) \psi \]

\[ + \left\{ -T_{\sqrt{\alpha} - 1} T_{\partial_x V} + T_{\sqrt{\alpha} - 1} \right\} \eta, \]

\[ + |D_x| R_{\mathcal{B}}(D_x \psi, T_{\sqrt{\alpha} - 1}) \]

\[ + \partial_x R_{\mathcal{B}}(\partial_x \psi, T_{\sqrt{\alpha} - 1}) \]

\[ \cdot \] The \( |\cdot|_{n,\alpha+\beta} \)-norm of \( F(\eta)\psi - F_{\leq 2}(\eta)\psi \) is estimated by means of Proposition 4.5.4 applied with \( (k, \mu) = (n, \alpha + \beta) \) which yields

\[ |F(\eta)\psi - F_{\leq 2}(\eta)\psi|_{n,\alpha+\beta} \]

\[ \leq C_{\gamma_2} |\eta|^2_{C_{\gamma_2}} \|D_x^{\frac{1}{2}} \psi\|_{H^{\alpha+\beta+\frac{1}{2}}} \]

\[ + C_s_0 |\eta|^2_{s_0,0} \|D_x^{\frac{1}{2}} \psi\|_{n-1,\alpha+\beta+\frac{1}{2}} \]

\[ + C_s_0 |\eta|^2_{s_0,0} \||D_x^{\frac{1}{2}} \psi\|_{\alpha+\beta+n-s_0+N_2,\gamma_2} \|\eta\|_{n-1,\alpha+\beta+1} \]

\[ + C_s_0 |\eta|^2_{s_0,0} \||D_x^{\frac{1}{2}} \psi\|_{\alpha+\beta+n-s_0+N_2,\gamma_2} \|\eta\|_{n,\alpha+\beta-1}, \]
where $C_{\gamma_2} = C(\|\eta\|_{C^{\gamma_2}})$, $C_{\alpha_0} = C(\|\eta\|_{C^{\alpha_0}})$, and $1_{\mathbb{R}_+}$ is the indicator function of $\mathbb{R}_+$. The first four terms in the right hand side of (5.2.94) are clearly controlled by the right hand side of (5.2.91). To estimate the last but one term in the right hand side of (5.2.94), notice that, since $\gamma$ has been chosen large relatively to $\gamma_2$ and $N_2$, since $\alpha + \beta + n \leq s$ and since $s \leq 2s_0 - \gamma$, we have $\alpha + \beta + n - s_0 + N_2 \leq s_0$ and hence $\|D_x^{|\frac{3}{2}} \psi\|_{\alpha + \beta + n - s_0 + N_2, \gamma_2} \leq N_\rho^{(s_0)}$ for any $\rho \geq \gamma$. It remains to estimate the last term in the right hand side of (5.2.94). Notice that, because of the indicator function, it is non zero only for $\alpha + \beta \geq \gamma_2'$. Since $\beta \leq \gamma_2' - 1$ by assumption (5.1.5) on $\beta$, this means that the last term is non zero only for $\alpha > 0$. Now for $\alpha > 0$ we have $|\eta_{\alpha + \beta - 1} \leq \mathcal{M}_K$ and hence the last term in the right hand side of (5.2.94) is also controlled by the right hand side of (5.2.91).

• We now estimate the $|\cdot|_{\alpha + \beta}$-norm of $T_{\partial_x \sqrt{a} - \partial_x V + \frac{1}{2} \partial^2_x \psi \eta}$. To do so, we first check that one has the following estimates

$$
\|\partial_t a - \partial^2_x \psi\|_{s_0, 1} \leq C(\mathcal{N}_\rho^{(s_0)}) \left(\mathcal{N}_\rho^{(s_0)}\right)^2, \\
(5.2.95)$$

$$
\|\partial^\alpha_x Z^\alpha (\partial_t a - \partial^2_x \psi)\|_{L^2} \leq C(\mathcal{N}_\rho^{(s_0)} \mathcal{N}_\rho^{(s_0)}) \mathcal{M}_K \quad \text{for } (\alpha', n') \prec (\alpha, n), \\
\|\partial^\alpha_x Z^n (\partial_t a - \partial^2_x \psi)\|_{L^2} \leq C\|u\|_{C^\gamma} \|u\|_{C^\gamma} Y_{(\alpha, n)} + C(\mathcal{N}_\rho^{(s_0)} \mathcal{N}_\rho^{(s_0)}) \mathcal{M}_K.
$$

To prove these estimates, we use the arguments used in the proof of (3.1.9): we differentiate in time the identity (A.3.9) for $a$ (by using the rule (3.1.6)) and then we use Lemma A.3.1. This gives that $\partial_t a - \partial^2_x \psi$ is an explicit sum of quadratic terms which are estimated as in Lemma 5.2.9. Next, (5.2.95) readily implies that $T_{\partial_x \sqrt{a} - \frac{1}{2} \partial^2_x \psi}$ satisfies

$$
\|\partial_t \sqrt{a} - \frac{1}{2} \partial^2_x \psi\|_{s_0, 1} \leq C(\mathcal{N}_\rho^{(s_0)}) \left(\mathcal{N}_\rho^{(s_0)}\right)^2, \\
(5.2.96)$$

$$
\|\partial^\alpha_x Z^{\alpha'} (\partial_t \sqrt{a} - \frac{1}{2} \partial^2_x \psi)\|_{L^2} \leq C(\mathcal{N}_\rho^{(s_0)} \mathcal{N}_\rho^{(s_0)}) \mathcal{M}_K \quad \text{for } (\alpha', n') \prec (\alpha, n), \\
\|\partial^\alpha_x Z^n (\partial_t \sqrt{a} - \frac{1}{2} \partial^2_x \psi)\|_{L^2} \leq C\|u\|_{C^\gamma} \|u\|_{C^\gamma} Y_{(\alpha, n)} + C(\mathcal{N}_\rho^{(s_0)} \mathcal{N}_\rho^{(s_0)}) \mathcal{M}_K.
$$

On the other hand, the estimates (4.5.30) and (4.3.34) imply that $\partial_x V - \partial^2_x \psi$ satisfies

$$
\|\partial_x V - \partial^2_x \psi\|_{s_0, 1} \leq C(\mathcal{N}_\rho^{(s_0)}) \left(\mathcal{N}_\rho^{(s_0)}\right)^2, \\
(5.2.97)$$

$$
\|\partial^\alpha_x Z^{\alpha'} (\partial_x V - \partial^2_x \psi)\|_{L^2} \leq C(\mathcal{N}_\rho^{(s_0)} \mathcal{N}_\rho^{(s_0)}) \mathcal{M}_K \quad \text{for } (\alpha', n') \prec (\alpha, n), \\
\|\partial^\alpha_x Z^n (\partial_x V - \partial^2_x \psi)\|_{L^2} \leq C\|u\|_{C^\gamma} \|u\|_{C^\gamma} Y_{(\alpha, n)} + C(\mathcal{N}_\rho^{(s_0)} \mathcal{N}_\rho^{(s_0)}) \mathcal{M}_K.
$$

Set

$$
\zeta := \partial_t \sqrt{a} - \partial_x V + \frac{1}{2} \partial^2_x \psi.
$$
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Then, by using the triangle inequality, (5.2.96) and (5.2.97) imply that
\[
\|\zeta\|_{s_0,1} \leq C\left(N^{(s_0)}_\rho\right)\left(N^{(s_0)}_\rho\right)^2,
\]
(5.2.98)
\[
\|\partial_x' Z' \zeta\|_{L^2} \leq C\left(N^{(s_0)}_\rho\right) N^{(s_0)}_\rho M_K \quad \text{for } (\alpha', n') \prec (\alpha, n),
\]
\[
\|\partial_x Z^n \zeta\|_{L^2} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} Y(\alpha, n) + C\left(N^{(s_0)}_\rho\right) N^{(s_0)}_\rho M_K.
\]
Now, to estimate the $|\cdot|_{n,\alpha+\beta}$-norm of $T_\zeta \eta$, we apply the estimate (4.4.24) with $m = s_0$, $\nu = \alpha + \beta$ and $b = \gamma$. This yields
\[
|T_\zeta \eta|_{n,\alpha+\beta} \lesssim \|\zeta\|_{s_0,0} \|\eta\|_{n-1,\alpha+\beta+1} + \|\zeta\|_{L^\infty} \|Z^n \eta\|_{H^{\alpha+\beta}}
\]
\[
\quad + \|\eta\|_{\alpha+\beta+n-s_0+1,0} \|\zeta\|_{n-1,0}
\]
\[
\quad + \|\eta\|_{C^\gamma} \|Z^n \zeta\|_{L^2}
\]
\[
\quad + 1_{\mathbb{R}_+}(\alpha + \beta + 1 - \gamma) \|\eta\|_{C^{\alpha+\beta+n-s_0+1}} \|Z^n \zeta\|_{L^2}.
\]
In view of (5.2.98), the first four terms in the right hand side are clearly controlled by the right hand side of (5.2.91). Again, to bound the last term, we notice that is non zero only for $\alpha > 0$ since $\beta + 1 - \gamma < 0$ by assumption. Now, for $\alpha > 0$, we have $(0, n) \prec (\alpha, n)$ and hence $\|Z^n \zeta\|_{L^2}$ is estimated by the second inequality in (5.2.98). On the other hand, again, we $\|\eta\|_{C^{\alpha+\beta+n-s_0+1}} \leq N^{(s_0)}_\rho$ by assumptions on $\alpha, \beta, n, s, s_0, \rho$.

- Now we estimate the $|\cdot|_{n,\alpha+\beta}$-norm of $T_{\sqrt{\tau}} F(\eta) \psi$. We apply the estimate (4.4.24) with $(K, \nu, m, b)$ replaced by $(n, \alpha + \beta, s_0, \beta + 2)$. This gives
\[
|T_{\sqrt{\tau}} F(\eta) \psi|_{n,\alpha+\beta} \lesssim \|\sqrt{\tau} - 1\|_{s_0,0} |F(\eta) \psi|_{n-1,\alpha+\beta+1} + \|\sqrt{\tau} - 1\|_{L^\infty} \|Z^n F(\eta) \psi\|_{H^{\alpha+\beta}}
\]
\[
\quad + \|F(\eta) \psi\|_{\alpha+\beta+n-s_0+1,0} \|\zeta\|_{n-1,0}
\]
\[
\quad + \|F(\eta) \psi\|_{C^{\beta+2}} \|Z^n (\sqrt{\tau} - 1)\|_{L^2}
\]
\[
\quad + 1_{\mathbb{R}_+}(\alpha - 1) \|F(\eta) \psi\|_{C^{\alpha+\beta+n-s_0+1}} \|Z^n (\sqrt{\tau} - 1)\|_{L^2}.
\]
The first and second term in the right hand side are estimated by means of the previous estimates for $\sqrt{\tau} - 1$ (see Lemma 5.2.9) and $F(\eta) \psi$ (see (4.5.23), which easily implies an estimate for $|F(\eta) \psi|_{k,\mu}$, using the triangle inequality and the fact that one can estimate $|F(\leq 2)(\eta) \psi|_{k,\mu}$ directly from (4.5.27) and (4.4.20)). Again, notice that the last term is non zero only for $\alpha > 0$. Then $(0, n) \prec (\alpha, n)$ and $\|Z^n (\sqrt{\tau} - 1)\|_{L^2}$ is controlled by Lemma 5.2.9 ii). On the other hand, by assumptions on $\alpha, \beta, s, n, s_0$ we have $\alpha + \beta + n - s_0 + 1 \leq s_0$. Therefore, it remains only to bound $\|F(\eta) \psi\|_{s_0,0}$ and $\|F(\eta) \psi\|_{C^{\beta+2}}$. Both estimates are easily obtained writing
\[
F(\eta) \psi = \left(G(\eta) \psi - |D_x| \psi\right) - \left(|D_x| T_{B(\eta) \psi} \eta + \partial_x T_{V(\eta) \psi} \eta\right).
\]
The $\|\cdot\|_{s_0,0}$-norm (resp. $\|\cdot\|_{C^{\beta+2}}$) norm of the first term is estimated by (4.5.30) (resp. (2.6.12)). The $\|\cdot\|_{s_0,0}$-norm (resp. $\|\cdot\|_{C^{\beta+2}}$) norm of the second term is estimated by (5.2.81) and (4.3.37) (resp. (A.1.13) and (2.0.4)).
The last terms in the third and fourth lines of the right hand side of (5.2.93) are estimated by means of (4.4.19), (4.4.20), (4.4.25), and Lemma 5.2.9.

We now estimate \(G^2\) which is given by (5.2.13). To estimate the first and second terms in the right hand side of (5.2.13), we use the estimates (4.5.30) and (4.3.34) for the \(\|v\|_{n,\sigma}\) and \(|\cdot|_{K,\nu}\) norms of \(B(\eta) - |D_x|\) and \(V(\eta) - \partial_x\). Then the desired estimates follow from (4.4.20) and (5.2.84).

The third and fifth terms in the right hand side of (5.2.13) are estimated by means of (4.4.19), Proposition 4.3.11, Proposition 4.3.9 and Lemma 5.2.9. The fourth term is estimated by means of (4.4.19), (4.4.20), Proposition 4.3.11, and Proposition 4.3.9.

To complete the study of \(G\) we have to study the terms involving the operator \(C(u)\) in (5.2.16) and (5.2.18). We obtain the wanted estimates by using the estimates (4.5.30) and (4.3.34) for the estimates of the \(\|v\|_{n,\sigma}\) and \(|\cdot|_{K,\nu}\) norms of \(V(\eta) - \partial_x\), statement iv) in Lemma 5.2.9 (which implies similar estimates for \((\sqrt{\alpha} - 1) + \frac{1}{2} |D_x| \eta\) and the rules (4.4.10), (4.4.11).

It follows from Lemma 5.2.8, Lemma 5.2.11, and Lemma 5.2.12 that the \(H^3\)-norm of the terms (2) and (3) in (5.2.69) are controlled by the right hand side of (5.2.4). Since we have already estimated the term (1) in Lemma 5.2.7, to complete the proof, it remains only to prove the estimate (5.2.6)–(5.2.7) and to estimate the \(H^3\)-norms of the term (4) and \(\tilde{\Gamma}\) which appear in (5.2.69).

**Lemma 5.2.13.** i) There holds
\[
\|(\partial_t + D)\partial_x^n Z^n u\|_{L^2} \leq C\|u\|_{C^\gamma} Y_{\alpha,n} + C (N_{\rho}^{(s_0)}) N_{\rho}^{(s_0)} M_K.
\]
\[
\|(\partial_t + D)\partial_x^n Z^n U\|_{L^2} \leq C\|u\|_{C^\gamma} Y_{\alpha,n} + C (N_{\rho}^{(s_0)}) N_{\rho}^{(s_0)} M_K.
\]

ii) If \((\alpha', n') < (\alpha, n)\) then
\[
\|(\partial_t + D)\partial_x^{n'} Z^n u\|_{L^2} \leq C (N_{\rho}^{(s_0)}) N_{\rho}^{(s_0)} M_K.
\]
\[
\|(\partial_t + D)\partial_x^{n'} Z^n U\|_{L^2} \leq C (N_{\rho}^{(s_0)}) N_{\rho}^{(s_0)} M_K.
\]

iii) If \(\alpha' + n' \leq s_0\) then
\[
\|(\partial_t + D)\partial_x^{n'} Z^n u\|_{C^4} \leq C (N_{\rho}^{(s_0)}) \left(N_{\rho}^{(s_0)}\right)^2.
\]
\[
\|(\partial_t + D)\partial_x^{n'} Z^n U\|_{C^4} \leq C (N_{\rho}^{(s_0)}) \left(N_{\rho}^{(s_0)}\right)^2.
\]

**Proof.** Notice that the third (resp. the fourth) estimate is an obvious consequence of the first (resp. the second) estimate since \(\|u\|_{C^\gamma} \leq N_{\rho}^{(s_0)}\) and since \(Y_{\alpha', n'} \leq M_K\) for \((\alpha', n') < (\alpha, n)\).

To prove the first estimate, recall that
\[
(5.2.99) \quad \partial_t u + Du = \left( |D_x|^{\frac{1}{2}} \left(-\frac{1}{2}(\partial_x \psi)^2 + \frac{1}{2}(1 + (\partial_x \eta)^2)(B(\eta) \psi)^2\right)\right).
\]
Therefore, using (5.2.14) to commute $\partial_x^2 Z^n$ with $\partial_t + D$, the first estimate follows from Corollary 4.3.8, Proposition 4.3.9, Proposition 4.3.11, and the product rule (4.4.23).

To prove the second estimate, we notice that for any $(\alpha, n) \in \mathcal{P}$,

\[(5.2.100) \quad (\partial_t + D)\partial_x^2 Z^n U = -N(u)\partial_x^a Z^n U + \mathcal{G}'_{(\alpha, n)} + \mathcal{F}''_{(\alpha, n)},\]

where $\mathcal{G}'_{(\alpha, n)}$ and $\mathcal{F}''_{(\alpha, n)}$ are given by (5.2.24). According to (5.2.27) applied with $\mu = 0$, the first term in the right hand side clearly satisfies the wanted estimate. Thus the second estimate in the lemma follows from Lemma 5.2.11 and Lemma 5.2.12.

Let us prove the estimates in statement iii). Using again (5.2.14) to commute $\partial_x^a Z^n$ with $\partial_t + D$, notice that it is enough to prove that

\[(5.2.101) \quad \|\partial_t + D\|_{s_0,4} \leq C\left(N_{\rho}^{(s_0)}\right)^2,\]
\[(5.2.102) \quad \|\partial_t + D\|_{s_0,4} \leq C\left(N_{\rho}^{(s_0)}\right)^2.\]

The estimate (5.2.101) follows from (5.2.99), Proposition 4.3.11 and the product rule (4.3.15). To prove (5.2.102), we use the estimate (5.2.81) whose statement is recalled here:

\[(5.2.103) \quad \|T_\zeta F\|_{\|n,\sigma} \lesssim \|\zeta\|_{\|n,1} \|F\|_{\|n,\sigma}.\]

Remembering the decomposition (5.2.89) of $U$ as $u + U'$ with $U' = (T_{\sqrt{\pi_1}}\eta, D_x^{1/2} T_B \eta)$, and using (5.2.101), it is enough to prove that

\[(5.2.104) \quad \|\partial_t + D\|_{s_0,4} \leq C\left(N_{\rho}^{(s_0)}\right)^2.\]

Since it is enough to prove that the right-hand side is quadratic in $N_{\rho}^{(s_0)}$, it is sufficient to estimate separately $\partial_t U'$ and $DU'$. Thus, it is sufficient to prove that

\[(5.2.105) \quad \forall \zeta \in \{\sqrt{a} - 1, \partial_t \sqrt{a}, B, \partial_t B\}, \forall F \in \{\eta, \partial_t \eta\}, \|T_\zeta F\|_{s_0,4+1/2} \leq C\left(N_{\rho}^{(s_0)}\right)^2.\]

In view of (5.2.103), this reduces to proving that

\[\forall \zeta \in \{\sqrt{a} - 1, \partial_t \sqrt{a}, B, \partial_t B\}, \|\zeta\|_{s_0,1} \leq C\left(N_{\rho}^{(s_0)}\right)^2,\]
\[\forall F \in \{\eta, \partial_t \eta\}, \|F\|_{s_0,4+1/2} \leq C\left(N_{\rho}^{(s_0)}\right)^2.\]

The second estimate is clear for $F = \eta$. Since $\partial_t \eta = G(\eta)\psi$, it follows from Proposition 4.3.11 for $F = \partial_t \eta$. On the other hand, for $\zeta = B$ (resp. $\zeta = \sqrt{a} - 1$) the first estimate follows from Proposition 4.3.11 (resp. Lemma 5.2.9). For $\zeta = \partial_t \sqrt{a}$, the first estimate follows from (5.2.98) and Proposition 4.3.11 (to estimate $\|\partial_x V\|_{s_0,1})$. Eventually, for $\zeta = \partial_t B$, we use that, by definition of $a$, $\partial_t B = -V\partial_x B + a - 1$ so that the wanted estimate follows from (4.3.15), Proposition 4.3.11 and Lemma 5.2.9. \qed
Introduce
\[ X_{(\alpha,n)} := \left\| \partial_x^\alpha Z^n u \right\|_{H^\beta} + \left\| \partial_x^\alpha Z^n u \right\|_{H^\beta + \frac{1}{2}}, \]
and
\[ M_K := M_K + \sum_{(\alpha', n') < (\alpha, n)} X_{(\alpha', n')}, \]
\[ N_K := N_{\rho}^{(s_0)} + \frac{1}{\nu} \left( N_{\rho}^{(s_0)} \right)^{1-\nu} M_K. \]

Recall that we want to prove that
\[ \left\| \Gamma \right\|_{H^\beta} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}^2 Y_{(\alpha, n)} + C(N_K)N_K^2 M_K. \]

According to Lemma 5.2.10 and Lemma 5.2.13 we have
\[ X_{(\alpha, n)} \leq C(\|u\|_{C^\gamma}) Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}) M_K, \]
\[ \left\| (\partial_t + D)\partial_x^\alpha Z^n u \right\|_{L^2} + \left\| (\partial_t + D)\partial_x^\alpha Z^n u \right\|_{L^2} \leq C(\|u\|_{C^\gamma}) Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}) M_K, \]
\[ M_K \leq C(N_{\rho}^{(s_0)}) M_K \]
and it follows from the third inequality above that
\[ N_K = N_{\rho}^{(s_0)} + \frac{1}{\nu} \left( N_{\rho}^{(s_0)} \right)^{1-\nu} M_K \]
\[ \leq N_{\rho}^{(s_0)} + \frac{1}{\nu} \left( N_{\rho}^{(s_0)} \right)^{1-\nu} \left( C(N_{\rho}^{(s_0)}) M_K \right)^\nu \]
\[ \leq C(N_{\rho}^{(s_0)}) N_K \]
by definition (5.2.5) of \( N_K \). Consequently, to prove (5.2.108) it is sufficient to prove that
\[ \left\| \Gamma \right\|_{H^\beta} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}^2 Y_{(\alpha, n)} + C(N_{\rho}^{(s_0)}) N_K^2 M_K \]
\[ + C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \left\{ \| (\partial_t + D)\partial_x^\alpha Z^n u \|_{L^2} + \| (\partial_t + D)\partial_x^\alpha Z^n u \|_{L^2} \right\}. \]

(Let us mention that the factor \( \|u\|_{C^\gamma} \) multiplying the bracket in the second line is linear in \( \|u\|_{C^\gamma} \) instead of being quadratic since \( (\partial_t + D)\partial_x^\alpha Z^n U \) is at least quadratic, see (5.2.100).)

Next we prove that \( \left\| \Gamma \right\|_{H^\beta} \) is estimated by the right hand side of (5.2.111). Recall that \( \Gamma \) is given by (see (5.2.52))
\[ \Gamma = G' - R + N(u)(\Phi - \partial_x^\alpha Z^n U), \]
with \( N(u) = Q(u) + S^g(u) + 2S^g(u) + C(u) \) and where \( G' \) is given by (5.2.24), \( R \) is given by (5.2.49), and \( \Phi \) is given by (5.2.50). We shall use a cancellation between the second term
We shall use the following notation: for 

$$\Phi, \tilde{\Phi}, \Gamma, \tilde{\Gamma} = \Phi' + \sum_{q=1}^{9} \tilde{\Gamma}^q$$

with

$$\tilde{\Gamma}^1 = - \sum J m(j) \mathcal{P}_{\alpha_3} ( (\partial_t + D) \partial_x^{\alpha_1} Z^{n_1} u ) \partial_x^{\alpha_2} Z^{n_2} U$$

$$\tilde{\Gamma}^2 = - \sum J' m(j) \mathcal{R}_{\alpha_3} ( (\partial_t + D) \partial_x^{\alpha_1} Z^{n_1} u ) \partial_x^{\alpha_2} Z^{n_2} U$$

$$\tilde{\Gamma}^3 = - \sum J' m(j) \mathcal{R}_{\alpha_3} ( \partial_x^{\alpha_1} Z^{n_1} u ) ( (\partial_t + D) \partial_x^{\alpha_2} Z^{n_2} U )$$

$$\tilde{\Gamma}^4 = - E^2 ( (\partial_t + D) \partial_x^{\alpha} Z^n u ) U$$

$$\tilde{\Gamma}^5 = - E^2 ( \partial_x^{\alpha} Z^n u ) ( \partial_t U + DU )$$

$$\tilde{\Gamma}^6 = + \sum J m(j) \left[ \mathcal{P}_{\alpha_3} ( \partial_x^{\alpha_1} Z^{n_1} u ) , N(u) \right] \partial_x^{\alpha_2} Z^{n_2} U$$

$$\tilde{\Gamma}^7 = - N(u) E^2 ( \partial_x^{\alpha} Z^n u ) U$$

$$\tilde{\Gamma}^8 = - N(u) \sum J' m(j) \mathcal{R}_{\alpha_3} ( \partial_x^{\alpha_1} Z^{n_1} u ) \partial_x^{\alpha_2} Z^{n_2} U$$

$$\tilde{\Gamma}^9 = - \sum J m(j) \mathcal{P}_{\alpha_3} ( \partial_x^{\alpha_1} Z^{n_1} u ) \left\{ \mathcal{G}_{(\alpha_2, n_2)}' + \mathcal{F}_{(\alpha_2, n_2)}'' \right\}.$$

We shall further split the sum over $J$ (resp. $J'$) into two pieces according to the splitting of $J$ as $J = J_1 \cup J_2$ (resp. $J' = J'_1 \cup J'_2$) where

$$J_1 = \left\{ j = (\alpha_1, \alpha_2, n_1, n_2, n_3) \in J ; \alpha_1 + n_1 \leq \frac{1}{2}(\alpha + n) \right\},$$

$$J_2 = \left\{ j = (\alpha_1, \alpha_2, n_1, n_2, n_3) \in J ; \alpha_1 + n_1 > \frac{1}{2}(\alpha + n) \right\}$$

(resp. $J'_1$ and $J'_2$ are given by (5.2.85) so that $J'_1 = J_1 \cap J'$ and $J'_2 = J_2 \cap J'$). Notice that, if $(\alpha, n) = (0, 0)$ then $J = \emptyset = J'$. Therefore, if $j \in J_1$ then $(\alpha_1, n_1) \prec (\alpha, n)$.

Using obvious notations, we write $\tilde{\Gamma}^q = \tilde{\Gamma}_1^q + \tilde{\Gamma}_2^q$ for $q \in \{1, 2, 3, 6, 8, 9\}$.

We shall use the following notation: for $r$ in $[0, +\infty[$ we set

$$\|v\|_{C^r \cap L^2} := \|v\|_{C^r} + \frac{1}{p} \|v\|_{C^r}^{1-p} \|v\|_{L^2}^p,$$
where recall that $\nu$ is a fixed small positive number, and the constants involved are independent of $\nu$.

**Estimates of $\bar{\Gamma}_1^1$, $\bar{\Gamma}_1^2$ and $\bar{\Gamma}_1^3$**

Let us prove that

\[
\|\bar{\Gamma}_1^1\|_{H^\beta} + \|\bar{\Gamma}_1^2\|_{H^\beta} \leq C\left(\|u\|_{C^\gamma}\right) \|u\|_{C^\gamma}^2 X_{(\alpha,n)} + C(N^{(s_0)}_\rho)N_K^2 M_K.
\]

If $A$ denotes $\mathcal{P}_{n_3}$ or $\mathcal{R}_{n_3}$ then the estimates (5.2.39) and (5.2.44) (together with (5.2.46)) imply that

\[
\|A((\partial_t + D)\partial^{\alpha_1}_x Z^{n_1} u)\partial^{\alpha_2}_x Z^{n_2} U\|_{H^\beta} \\ \lesssim \|((\partial_t + D)\partial^{\alpha_1}_x Z^{n_1} u)\|_{C^{4,n_1}L^2} \|\partial_x^{\alpha_2} Z^{n_2} U\|_{H^{\beta+1}}.
\]

Remembering that, by definition, $\bar{\Gamma}_1^1$, $\bar{\Gamma}_1^2$ and $\bar{\Gamma}_1^3$ are sums of terms indexed by either $J_1$ or $J_1'$, we are going to use a dichotomy already used in the proof of Lemma 5.2.11. Either $(\alpha_2 + 1, n_2) < (\alpha, n)$ or $\alpha \geq 1$ and $(\alpha_2, n_2) = (\alpha - 1, n)$.

If $(\alpha_2 + 1, n_2) < (\alpha, n)$, writing

\[
\|\partial_x^{\alpha_2} Z^{n_2} U\|_{H^{\beta+1}} \leq \|\partial_x^{\alpha_2} Z^{n_2} U\|_{H^\beta} + \|\partial_x^{\alpha_2+1} Z^{n_2} U\|_{H^\beta}
\]

we see that the second factor in the right hand side of (5.2.117) is bounded by $M_K$, by definition (5.2.107) of $M_K$. To bound the first factor in the right hand side of (5.2.117), we first recall from Lemma 5.2.13 that for any $j$ in $J_1$,

\[
\|(\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u\|_{C^{4,n_1}L^2} \leq C(N^{(s_0)}_\rho) \left(\frac{N^{(s_0)}_\rho}{N^{(s_0)}_\rho}\right)^2
\]

where we used the fact that, for $j \in J_1$, and our assumptions on $\alpha, n, s, s_0$, we have $\alpha_1 + n_1 \leq s_0$. Secondly, we have

\[
\|(\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u\|_{C^{4,n_1}L^2} \leq C(N^{(s_0)}_\rho)N^{(s_0)}_\rho M_K,
\]

where, to obtain (5.2.119), we used the above mentioned observation that $(\alpha_1, n_1) < (\alpha, n)$ for $j \in J_1$. By combining (5.2.118) and (5.2.119) we obtain

\[
\|(\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u\|_{C^{4,n_1}L^2} \leq C(N^{(s_0)}_\rho)N_K^2
\]

by definition (5.2.107) of $N_K$ and definition (5.2.115) of the norm $\|\cdot\|_{C^{4,n_1}L^2}$. This proves the wanted estimate.

Consider now the case when $(\alpha_2, n_2) = (\alpha - 1, n)$. Then $(\alpha_1, n_1) = (1, 0)$ and we have to estimate the $H^\beta$-norms of

\[
\mathcal{P}_0((\partial_t + D)\partial_x u)\partial_x^{\alpha-1} Z^n U, \quad \mathcal{R}_0((\partial_t + D)\partial_x u)\partial_x^{\alpha-1} Z^n U.
\]
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Both terms are estimated similarly. Let us consider the first one. Using the estimate (5.2.131) below, we have

\[
\| P_0( (\partial_t + D)\partial_x u ) \partial_x^{\alpha-1} Z^n U \|_{H^\beta} \leq \| (\partial_t + D) u \|_{C^5} \| \partial_x^{\alpha-1} Z^n U \|_{H^{\beta+1}}.
\]

(The key difference with (5.2.117) is that the right hand side of the above inequality does not involve the $L^2$-norm of $(\partial_t + D) u$.) As above, using the notations (5.2.106) and (5.2.107), one has

\[
\| \partial_x^{\alpha-1} Z^n U \|_{H^{\beta+1}} \leq \| \partial_x^\alpha Z^n U \|_{H^{\beta}} + \| \partial_x^{\alpha-1} Z^n U \|_{H^\beta} \leq X(\alpha,n) + M_K.
\]

On the other hand, according to (5.2.99), (2.6.12), (2.0.4) and the product rule in Hölder spaces, we have

\[
\| (\partial_t + D) u \|_{C^5} \leq C(\| u \|_{C^{\gamma}}) \| u \|_{C^{\gamma}}^2
\]

provided that $\gamma$ is large enough. Plugging (5.2.121) and (5.2.122) in (5.2.120) we obtain that the $H^\beta$-norm of $P_0((\partial_t + D)\partial_x u ) \partial_x^{\alpha-1} Z^n U$ is bounded by the right hand side of (5.2.116).

The $\|\cdot\|_{H^\beta}$-norm of $\tilde{\Gamma}^1_3$ is estimated by similar arguments.

Estimates of $\tilde{\Gamma}^1_2, \tilde{\Gamma}^2_2, \tilde{\Gamma}^3_2, \text{ and } \tilde{\Gamma}^4$

Consider $j \in J'$. Let us estimate the $H^\beta$-norms of

\[ P_{n_3}((\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u) \partial_x^{\alpha_2} Z^{n_2} U, \quad R_{n_3}((\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u) \partial_x^{\alpha_2} Z^{n_2} U. \]

If $A$ denotes $P_{n_3}$ (resp. $R_{n_3}$) then the estimate (5.2.40) (resp. (5.2.45)) implies that

\[
\| A((\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u) \partial_x^{\alpha_2} Z^{n_2} U \|_{H^\beta} \lesssim \| (\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u \|_{L^2} \| \partial_x^{\alpha_2} Z^{n_2} U \|_{C^{\beta+3,L^2}}.
\]

To estimate the right hand side of the above inequality, we recall that we consider the case $j \in J'$ and notice that $(\alpha_1,n_1) < (\alpha,n)$ when $j \in J'$ (since by definition (5.2.22) of $J'$ we have $\alpha_1 + n_1 < \alpha + n$, $\alpha_1 \leq \alpha$, $n_1 \leq n$ for $j \in J'$). Then the second factor in the right hand side above is estimated by means of (5.2.77) and (5.2.78), while the first factor is estimated by Lemma 5.2.13 ii). This proves that the right hand side of the above inequality is bounded by $C(N_{\rho(s_0)}^2) N_{K}^2 M_K$.

This proves the desired estimate of the $H^\beta$-norm of $\tilde{\Gamma}^2_2$. To estimate the $H^\beta$-norm of $\tilde{\Gamma}^1_2$, it remains to consider the case when $j \in J \setminus J'$, that the case $j = (\alpha_1,\alpha_2,n_1,n_2,n_3) = (\alpha,0,n,0,0)$. Let us study this term, together with $\tilde{\Gamma}^4$. Here we notice that the $H^\beta$-norm of $P_0((\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u)$ (resp. $E^3((\partial_t + D)\partial_x^{\alpha_1} Z^{n_1} u)$) is estimated by means of (5.2.40) (resp. (5.2.48)) and i) in Lemma 5.2.13.

The $H^\beta$-norm of $\tilde{\Gamma}^3_2$ is estimated by similar arguments.

Estimate of $\tilde{\Gamma}^5$
We claim that
\[ \| \mathcal{F}\|^2_{H^\beta} \leq C(\|u\|_{C^\gamma}) \|u\|^2_{C^\gamma}, X_{(a,n)}. \]
To see this we use the estimate (5.2.48) which implies that
\[ \| \mathcal{F}\|^2_{H^\beta} \lesssim \|\partial_t U + DU\|_{C^{4\beta}} \|\partial_x^\alpha Z^n u\|_{H^{\beta - \frac{1}{2}}}. \]
Since \( \|\partial_x^\alpha Z^n u\|_{H^{\beta - \frac{1}{2}}} \leq X_{(a,n)} \) by definition (5.2.106) of \( X_{(a,n)} \), it remains only to prove that
\[ (5.2.123) \quad \|\partial_t U + DU\|_{C^{4\beta}} \leq C(\|u\|_{C^\gamma}) \|u\|^2_{C^\gamma}. \]
Since \( \|\partial_t U + Du\|_{C^{4\beta}} \leq C(\|u\|_{C^\gamma}) \|u\|^2_{C^\gamma} \) (as already seen in (3.6.14)), remembering (5.2.89), to prove (5.2.123) it is sufficient to prove that
\[ (5.2.124) \quad \|\partial_t T^{\sqrt{\alpha} - 1} \eta\|_{C^{4\beta}} + \|\partial_t |D_x|^{\gamma \frac{4}{\alpha}} T B \|_{C^{4\beta}} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \]
and
\[ (5.2.125) \quad \|\|D_x|^{\frac{4}{\alpha}} T^{\sqrt{\alpha} - 1} \eta\|_{C^{4\beta}} + \|\|D_x| T B \|_{C^{4\beta}} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}. \]
The second estimate is obvious: For any \( r > 0 \), it follows from (A.2.4) and (A.2.3) that
\[ \|\|D_x|^{\frac{4}{\alpha}} T^{\sqrt{\alpha} - 1} \eta\|_{C^{4\beta}} \lesssim \|T^{\sqrt{\alpha} - 1} \|_{C^{4\gamma}} \lesssim \|\alpha\|_{L^\infty} \|\eta\|_{C^{4\gamma}}. \]
\[ \|\|D_x| T B \|_{C^{4\beta}} \lesssim \|T B \|_{L^\infty} \|\eta\|_{C^{4\gamma}}. \]
so (5.2.125) follows from the estimate \( \|\alpha\|_{L^\infty} + \|B\|_{L^\infty} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \) (see (3.1.20) and (3.1.4)).

Let us prove (5.2.124). In view of (A.1.12) we have
\[ \|\partial_t T^{\sqrt{\alpha} - 1} \eta\|_{C^{4\beta}} + \|\partial_t |D_x|^{\gamma \frac{4}{\alpha}} T B \|_{C^{4\beta}} \lesssim \left( \|\sqrt{\alpha} - 1\|_{L^\infty} + \|\partial_t (\sqrt{\alpha} - 1)\|_{L^\infty} + \|B\|_{L^\infty} + \|\partial_t B\|_{L^\infty} \right) \left( \|\eta\|_{C^\gamma} + \|\partial_t \eta\|_{C^\gamma} \right). \]
Since \( \partial_t \eta = G(\eta) \psi \), it follows from (2.0.4) that \( \|\partial_t \eta\|_{C^\gamma} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \). On the other hand, (3.1.20) and (2.0.4) imply that \( \|\sqrt{\alpha} - 1\|_{L^\infty} + \|B\|_{L^\infty} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \). It remains only to prove that
\[ \|\partial_t \alpha\|_{L^\infty} + \|\partial_t B\|_{L^\infty} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma}. \]
Now notice that (3.1.9) immediately implies that \( \|\partial_t a\|_{L^\infty} \leq C(\|u\|_{C^\gamma}) \|u\|_{C^\gamma} \), which implies the wanted estimate for \( \partial_t \alpha \) since \( \alpha = \sqrt{\alpha} - 1 \) and since \( a \) is bounded from below by 1/2 by assumption (see (3.1.11)). Now, to estimate \( \partial_t B \) we use that \( \partial_t B = -V \partial_x B + a - 1 \) by definition of \( a \), so \( \|\partial_t B\|_{L^\infty} \leq \|V\|_{L^\infty} \|\partial_x B\|_{L^\infty} + \|a - 1\|_{L^\infty} \). The first term in the right hand side is estimated by (2.0.4) while \( \|a - 1\|_{L^\infty} \) is estimated by means of (3.1.8). This completes the proof of the claim.
Estimate of $\tilde{F}^6$

We divide the analysis into two cases: either $\alpha = 0$ or $\alpha \geq 1$. If $\alpha \geq 1$, we decompose $J$ as $J''_1 \cup J''_2 \cup \{j_1, j_2\}$ where

$$j_1 = (\alpha, 0, n, 0, 0), \quad j_2 = (1, \alpha - 1, 0, n, 0),$$

$$J''_1 = J_1 \setminus \{j_2\}, \quad J''_2 = J_2 \setminus \{j_1\}.$$  

If $\alpha = 0$ we decompose $J$ as $J_1 \cup J''_2 \cup \{j_1\}$. Below we consider the case $\alpha \geq 1$ and the proof for the case $\alpha = 0$ will be included in this analysis since we shall use the assumption $\alpha \geq 1$ only to give sense to $j_2$.

The estimate for the sum over $J''_2$ is straightforward: It follows from (5.2.29) and (5.2.40) that

$$\left\| \mathcal{P}_{n_3} (\partial_x^{\alpha_1} Z^{n_1} u) (N(u) \partial_x^{\alpha_2} Z^{n_2} U) \right\|_{H^\beta}$$

$$\leq \left\| \partial_x^{\alpha_1} Z^{n_1} u \right\| L^2 \left\| N(u) \partial_x^{\alpha_2} Z^{n_2} U \right\|_{C^{\beta+2}}$$

$$\leq C(\|u\|_{C^{\gamma}}) \left\| \partial_x^{\alpha_1} Z^{n_1} u \right\| L^2 \left\| \partial_x^{\alpha_2} Z^{n_2} U \right\|_{C^{\beta+3}}.$$

So (5.2.76) and (5.2.78) imply that

$$\left\| \mathcal{P}_{n_3} (\partial_x^{\alpha_1} Z^{n_1} u) N(u) \partial_x^{\alpha_2} Z^{n_2} U \right\|_{H^\beta} \leq C(N^{(s_0)}_\rho) (N^{(s_0)}_\rho)^2 M_K.$$ 

Now $N(u) \partial_x^{\alpha_2} \mathcal{P}_{n_3} (\partial_x^{\alpha_1} Z^{n_1} u) Z^{n_2} U$ is estimated by parallel arguments. This obviously implies the wanted estimate for the commutator.

If $(\alpha_1, n_1, n_2, n_3) = j_1$ then $(\alpha_2, n_2) = (0, 0)$. Thus, it follows from the first inequality in (5.2.127), (5.2.29), (5.2.74) and the assumption $\beta \geq 1/2$ that

$$\left\| \mathcal{P}_{n_3} (\partial_x^{\alpha_1} Z^{n_1} u) N(u) \partial_x^{\alpha_2} Z^{n_2} U \right\|_{H^\beta}$$

$$\leq C(\|u\|_{C^{\gamma}}) \|u\|_{C^{\gamma}}^2 \left( Y_{(\alpha, n)} + M_K \right).$$

We estimate $N(u) \partial_x^{\alpha_2} \mathcal{P}_{n_3} (\partial_x^{\alpha_1} Z^{n_1} u) Z^{n_2} U$ by similar arguments. This obviously implies the wanted estimate for the commutator.

If $\alpha \geq 1$ and $(\alpha_1, n_1, n_2, n_3) = j_2$, we have to estimate $\left\| [\mathcal{P}_0 (\partial_x u), N(u)] \partial_x^{\alpha-1} Z^n U \right\|_{H^\beta}$.

We claim that

$$\left\| [\mathcal{P}_0 (\partial_x u), N(u)] \right\|_{L(H^{\beta+1}, H^\beta)} \leq C \|u\|_{C^{\gamma}}^2.$$ 

Let us assume this claim. Then

$$\left\| [\mathcal{P}_0 (\partial_x u), N(u)] \partial_x^{\alpha-1} Z^n U \right\|_{H^\beta} \leq C \|u\|_{C^{\gamma}}^2 \left\| \partial_x^{\alpha-1} Z^n U \right\|_{H^{\beta+1}}.$$ 

We then write that, obviously,

$$\left\| \partial_x^{\alpha-1} Z^n U \right\|_{H^{\beta+1}} \leq \left\| \partial_x^n Z^n U \right\|_{H^\beta} + \left\| \partial_x^{\alpha-1} Z^n U \right\|_{H^\beta} \leq X_{(\alpha, n)} + M_K.$$ 

The proof of the claim (5.2.128) is then based on the following lemma.
Lemma 5.2.14. Let $\mu$ be a given real number.

i) There exists $K > 0$ such that, for any scalar function $w \in C^2(\mathbb{R})$, any $v = (v^1, v^2) \in C^6 \cap L^2(\mathbb{R})$ and any $f = (f^1, f^2) \in H^{\mu}(\mathbb{R})$,

\[
\| [T_w \cdot I_2, \mathcal{P}_0(\partial_x v)] f \|_{H^{\mu}} \leq K \| w \|_{C^1} \| v \|_{C^6} \| f \|_{H^{\mu}},
\]

where $I_2 = (\frac{1}{0} \ 0 \frac{1}{1})$.

ii) There exists $K > 0$ such that, for any $v = (v^1, v^2) \in C^5 \cap L^2(\mathbb{R})$ and any $f = (f^1, f^2) \in H^{\mu}(\mathbb{R})$,

\[
\| \mathcal{P}_0(\partial_x v) f \|_{H^{\mu-1}} \leq K \| v \|_{C^5} \| f \|_{H^{\mu}}.
\]

Proof. We recall that $\mathcal{P}_0(v)$ is given by $\text{Op}^B[v^1, P^1_\ell] + \text{Op}^B[v^2, P^2_\ell]$ where $P^1_\ell$ and $P^2_\ell$ belong to $S^{1,0}_1$ (see (5.2.36)). Therefore

\[
\mathcal{P}_0(\partial_x v) = \text{Op}^B[v^1, i\xi_1 P^1_\ell] + \text{Op}^B[v^2, i\xi_1 P^2_\ell].
\]

Since $i\xi_1 P^1_\ell$ and $i\xi_1 P^2_\ell$ belong to $S^{1,0}_1$, it follows from Lemma 3.4.6 that $\mathcal{P}_0(\partial_x v)$ is a paradofferential operator of order 1, whose symbol has semi-norms estimated by means of statement \(ii\) in Lemma 3.4.5. The assertions in the lemma then follows from Theorem A.1.7.

Next we proceed as in the proof of Lemma 5.2.7. Firstly, we introduce

\[
\tilde{N}(u) = N(u) - T_V \partial_x - T_\alpha D.
\]

Directly from the definition (5.2.25) of $N(u)$, using (5.2.28) and (5.2.72), one can check that

\[
\| \tilde{N}(u) \|_{L(H^{\beta}, H^{\beta})} \leq C \| u \|_{C^\gamma},
\]

for some constant $C$ depending only on $\| u \|_{C^\gamma}$. By combining this estimate with (5.2.131) we get

\[
\| \mathcal{P}_0(\partial_x u) \tilde{N}(u) \|_{L(H^{\beta+1}, H^{\beta})} + \| \tilde{N}(u) \mathcal{P}_0(\partial_x u) \|_{L(H^{\beta+1}, H^{\beta})} \leq C \| u \|_{C^\gamma}^2,
\]

which obviously implies that

\[
\| [\tilde{N}(u), \mathcal{P}_0(u)] \|_{L(H^{\beta+1}, H^{\beta})} \leq C \| u \|_{C^\gamma}^2.
\]

So to prove (5.2.128) it remains only to estimate the commutators of $\mathcal{P}_0(\partial_x u)$ with $T_V \partial_x$ and $T_\alpha D$. The commutator with $T_V \partial_x$ is estimated by means of statement \(i\) in the above lemma. To estimate the commutator with $T_\alpha D$ we use again statement \(i\) in the above lemma to estimate the commutator $[T_\alpha, \mathcal{P}_0]$ and we use the equation (5.2.37) satisfied by $\mathcal{P}_0(v)$ to estimate $[D, \mathcal{P}_0(\partial_x u)]$: Indeed, (5.2.37) implies that

\[
[D, \mathcal{P}_0(\partial_x u)] = \mathcal{P}_0(D \partial_x u) + Q^{(0)}(\partial_x u)
\]

212
and hence \([D, \mathcal{P}_0(\partial_x u)]\) is an operator of order 1 which is estimated by means of the estimate (5.2.30) and statement \(ii\) in the above lemma.

Now let us assume that \(j \in J_1''\). Then we claim that

\[
(5.2.132) \quad \left\| [\mathcal{P}_{n_3}(\partial^m_x Z^{n_1} u), N(u)] \right\|_{L(H^{\beta+1}, H^\beta)} \leq C N_k^2.
\]

This is proved exactly as we proved (5.2.128), except that we use Lemma 5.2.4 instead of Lemma 5.2.14. Then (5.2.132) implies that

\[
(5.2.133) \quad \left\| [\mathcal{P}_{n_3}(\partial^m_x Z^{n_1} u), N(u)] \partial^o_x Z^{n_2} U \right\|_{H^\beta} \leq C N_k^2 \left\| \partial^o_x Z^{n_2} U \right\|_{H^{\beta+1}}.
\]

We then write that, as already seen, if \((\alpha_2, n_2) < (\alpha, n)\), \(\alpha_2 \leq \alpha\), and \((\alpha_2, n_2) \neq (\alpha - 1, n)\) then \((\alpha_2 + 1, n_2) < (\alpha, n)\) so

\[
\left\| \partial^o_x Z^{n_2} U \right\|_{H^{\beta+1}} \leq \left\| \partial^o_x Z^{n_2} U \right\|_{H^\beta} + \left\| \partial^{o+1}_x Z^{n_2} U \right\|_{H^{\beta+1}} \leq M_K.
\]

This completes the proof.

**Estimate of \(\bar{\Gamma}^7\)**

Remembering the estimate (see (5.2.27)) \(\left\| N(u) \right\|_{L(H^{\beta+1}, H^\beta)} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma}\), we have

\[
\left\| \bar{\Gamma}^7 \right\|_{H^\beta} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma} \left\| E^2(\partial^o_x Z^n u) U \right\|_{H^\beta}.
\]

Now (5.2.48) implies that

\[
\left\| \bar{\Gamma}^7 \right\|_{H^\beta} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma} \left\| U \right\|_{C^{\frac{3}{2}}} \left\| \partial^o_x Z^n u \right\|_{H^{\beta+\frac{1}{2}}},
\]

By definition of \(X_{(\alpha, n)}\) there holds \(\| \partial^o_x Z^n u \|_{H^{\beta+\frac{1}{2}}} \leq X_{(\alpha, n)}\). So the estimate (5.2.87) for \(\| U \|_{C^{\frac{3}{2}}} \) implies that

\[
\left\| \bar{\Gamma}^7 \right\|_{H^\beta} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma}^2 X_{(\alpha, n)}.
\]

The estimates for \(\bar{\Gamma}^8\) and \(\bar{\Gamma}^9\) are obtained by similar arguments to those used previously. Also, to estimate \(\bar{\Gamma}_2^9\), using (5.2.40), all we need to prove is that

\[
\left\| G'_{(\alpha_2, n_2)} + F''_{(\alpha_2, n_2)} \right\|_{C^4} \leq C(N^{(s_0)}) N^{(s_0)}.
\]

Here one notices that, while it could be long to estimate these terms separately, one can readily estimate the sum writing that, by (5.2.113),

\[
G'_{(\alpha_2, n_2)} + F''_{(\alpha_2, n_2)} = (\partial_t + D) \partial^o_x Z^{n_2} U + N(u) \partial^o_x Z^{n_2} U.
\]

The first term in the right hand side is estimated by Lemma 5.2.13 since, as we study \(\bar{\Gamma}_2^9\), the condition \(\alpha_2 + n_2 \leq s_0\) holds. The second term is estimated by means of (5.2.29) and (5.2.78). This completes the estimate of \(\bar{\Gamma}\).
To complete the proof of i) of Proposition 5.2.1, we still need to estimate the $H^\beta$-norm of the term (4) in (5.2.69). Moreover, we have to prove the bounds (5.2.6), (5.2.7) of statement ii) of that proposition. These estimates will be deduced from the following result.

**Lemma 5.2.15.** There holds

$$
\| \partial_x^\alpha Z^n U - \Phi \|_{H^\beta} \leq C(\| u \|_{C^\gamma}) \| u \|_{C^\gamma} X_{(\alpha,n)} + C(N^{(s_0)}(u)) N_K M_K.
$$

**Proof.** It follows from the definition (5.2.64) of $\Phi$ and the definition (5.2.50) of $\Phi$ that

$$
\Phi - \partial_x^\alpha Z^n U := E(u)\partial_x^\alpha Z^n U
\begin{align*}
&= - \sum m(j) P_n (\partial_x^{\alpha_1} Z^n u) \partial_x^{\alpha_2} Z^n U \\
&= \sum m(j) R_n (\partial_x^{\alpha_1} Z^n u) \partial_x^{\alpha_2} Z^n U \\
&= - E^\delta (\partial_x^\alpha Z^n u) U.
\end{align*}
$$

Then we use arguments similar to those used previously. The first (resp. last) term in the right hand side of (5.2.135) is estimated by means of (5.2.63) (resp. (5.2.48)). To estimate the second term in the right hand side of (5.2.135), we decompose $J$ as $J''_1 \cup J''_2 \cup \{ j_1, j_2 \}$ (see (5.2.126)) and then use the estimates (5.2.39) (for $j \in J''_1$), (5.2.131) (for $j = j_2$), (5.2.40) (for $j \in J''_2 \cup \{ j_1 \}$). The estimate of the third term in the right hand side of (5.2.135) is similar; we decompose $J'$ as $J'_1 \cup J'_2$ where $J'_1$ and $J'_2$ are defined by (5.2.85) and we use the estimates (5.2.44) and (5.2.45) (since $j \neq j_1$ for $j \in J'$ and since $\alpha_2 + n_2 < \alpha + n$ for any $j \in J'$, the terms $\| H\varepsilon \|_{C^\rho}$ and $\| Hf \|_{C^\rho}$ which appear in (5.2.44) and (5.2.45) lead to terms which are estimated by means of $N_K$).

This lemma and the estimates (5.2.60) (applied with some $\rho > 1$), the operator norm estimates (5.2.73) (resp. (5.2.60)) for $B(u)$ (resp. $\mathcal{S}^\ast(u)$ and $\mathcal{S}^\ast(u)$) readily imply the wanted estimate of the $H^\beta$-norm of the term (4) which appears in (5.2.69).

Let us prove (5.2.6)–(5.2.7). Recall that (see (5.1.7) and (5.2.106)), by notations,

$$
Y_{(\alpha,n)} := \| \partial_x^\alpha Z^n \eta \|_{H^\beta} + \| D_x \|^{\frac{1}{2}} \| \partial_x^\alpha Z^n \omega \|_{H^\beta} + \| D_x \|^{\frac{1}{2}} \| \partial_x^\alpha Z^n \psi \|_{H^\beta} \cdot \frac{1}{2},
$$

$$
X_{(\alpha,n)} := \| \partial_x^\alpha Z^n U \|_{H^\beta} + \| \partial_x^\alpha Z^n u \|_{H^\beta} \cdot \frac{1}{2}.
$$

It is convenient to set

$$
A_{(\alpha,n)} := \left( \| \partial_x^\alpha Z^n \eta \|_{H^\beta}^2 + \| D_x \|^{\frac{1}{2}} \| \partial_x^\alpha Z^n \omega \|_{H^\beta}^2 \right) \cdot \frac{1}{2}.
$$

Hereafter we denote by $C_\gamma$ (resp. $C_{s_0}$) various constants depending only on $\| u \|_{C^\gamma}$ (resp. $N^{(s_0)}$).
It follows from (5.2.84) that
\begin{equation}
\| \partial_x^\alpha Z^n u \|_{H^{\beta - \frac{1}{2}}} \leq A_{(\alpha,n)} + C_\gamma \| u \|_{C^\gamma} Y_{(\alpha,n)} + C_{\alpha_0} N^{(s_0)} \mathcal{M}_K.
\end{equation}

Using the obvious inequalities
\begin{equation}
\| \partial_x^\alpha Z^n \eta \|_{H^\beta} + \| \partial_x^\alpha Z^n \omega \|_{H^\beta} \leq 2A_{(\alpha,n)}
\end{equation}
and
\begin{equation}
\| D_x |\frac{3}{2} \partial_x^\alpha Z^n \psi \|_{H^{\beta - \frac{1}{2}}} \leq \| \partial_x^\alpha Z^n |D_x|\frac{3}{2} \psi \|_{H^{\beta - \frac{1}{2}}} + \sum_{n' < n} \| \partial_x^\alpha Z^n' |D_x|\frac{3}{2} \psi \|_{H^{\beta - \frac{1}{2}}}
\end{equation}
\begin{equation}
\leq \| \partial_x^\alpha Z^n u \|_{H^{\beta - \frac{1}{2}}} + \mathcal{M}_K.
\end{equation}

It follows from (5.2.136) that
\begin{equation}
Y_{(\alpha,n)} \leq 3A_{(\alpha,n)} + C_\gamma \| u \|_{C^\gamma} Y_{(\alpha,n)} + C_{\alpha_0} \left[ 1 + N^{(s_0)} \right] \mathcal{M}_K.
\end{equation}
Then for \( \| u \|_{C^\gamma} \) small enough we have
\begin{equation}
Y_{(\alpha,n)} \leq 4A_{(\alpha,n)} + C_{\alpha_0} \left[ 1 + N^{(s_0)} \right] \mathcal{M}_K.
\end{equation}

On the other hand (5.2.79) implies that
\begin{equation}
A_{(\alpha,n)} \leq \| \partial_x^\alpha Z^n U \|_{H^\beta} + C_\gamma \| u \|_{C^\gamma} Y_{(\alpha,n)} + C_{\alpha_0} N^{(s_0)} \mathcal{M}_K,
\end{equation}
and using (5.2.134) to estimate \( \| \partial_x^\alpha Z^n U \|_{H^\beta} \) by means of \( \| \Phi \|_{H^\beta} \), we find that
\begin{equation}
A_{(\alpha,n)} \leq \| \Phi \|_{H^\beta} + C_\gamma \| u \|_{C^\gamma} (Y_{(\alpha,n)} + X_{(\alpha,n)}) + C_{\alpha_0} N_K \mathcal{M}_K.
\end{equation}
Using the first bound in (5.2.109) to estimate \( X_{(\alpha,n)} \) in the right hand side of the previous inequality, we find that
\begin{equation}
A_{(\alpha,n)} \leq \| \Phi \|_{H^\beta} + C_\gamma \| u \|_{C^\gamma} Y_{(\alpha,n)} + C_{\alpha_0} N_K \mathcal{M}_K.
\end{equation}

Then (5.2.140) and (5.2.143) imply that
\begin{equation}
Y_{(\alpha,n)} \leq 4 \| \Phi \|_{H^\beta} + C_\gamma \| u \|_{C^\gamma} Y_{(\alpha,n)} + C_{\alpha_0} \left[ 1 + N_K \right] \mathcal{M}_K,
\end{equation}
and hence, provided that \( C_\gamma \| u \|_{C^\gamma} \) is small enough,
\begin{equation}
Y_{(\alpha,n)} \leq 5 \| \Phi \|_{H^\beta} + C_{\alpha_0} \left[ 1 + N_K \right] \mathcal{M}_K.
\end{equation}
Finally, it follows from (5.2.109) and (5.2.110) that the same inequality holds with \( M_K \) (resp. \( N_K \)) replaced by \( \mathcal{M}_K \) (resp. \( N'_K \)):
\begin{equation}
Y_{(\alpha,n)} \leq 5 \| \Phi \|_{H^\beta} + C_{\alpha_0} \left[ 1 + N_K \right] \mathcal{M}_K.
\end{equation}
This establishes the first inequality of (5.2.6).
Let us prove (5.2.7). The estimate (5.2.134) implies that

\[(5.2.147) \| \Phi \|_{H^\beta} \leq \| \partial_z^n Z^n U \|_{H^\beta} + C_\gamma \| u \|_{C^\gamma} X_{(\alpha,n)} + C_{s_0} N_K M_K, \]

and the estimate (5.2.79) implies that

\[(5.2.148) \| \partial_z^n Z^n U \|_{H^\beta} \leq A_{(\alpha,n)} + C_\gamma \| u \|_{C^\gamma} Y_{(\alpha,n)} + C_{s_0} N_\rho^{(s_0)} M_K. \]

Now (5.2.109) and (5.2.145) imply that

\[(5.2.149) X_{(\alpha,n)} \leq C_\gamma \| \Phi \|_{H^\beta} + C_{s_0} \left[ 1 + N_K \right] M_K. \]

Then (5.2.146), (5.2.147), (5.2.148), and (5.2.149) imply that

\[(5.2.150) \| \Phi \|_{H^\beta} \leq A_{(\alpha,n)} + C_\gamma \| u \|_{C^\gamma} \| \Phi \|_{H^\beta} + C_{s_0} N_K M_K. \]

If $C_\gamma \| u \|_{C^\gamma}$ is small enough, we conclude that

\[(5.2.151) \| \Phi \|_{H^\beta} \leq 2 A_{(\alpha,n)} + C_{s_0} N_K M_K, \]

so we have, according to (5.2.109) and (5.2.110),

\[(5.2.152) \| \Phi \|_{H^\beta} \leq 2 A_{(\alpha,n)} + C_{s_0} N_K M_K. \]

Using the obvious inequality $A_{(\alpha,n)} \leq Y_{(\alpha,n)}$, this yields the second estimate of (5.2.7) and hence completes the proof of (5.2.7).

Next, we shall use (5.2.152) at time $T_0$. Our goal is to deduce from this estimate that

\[(5.2.153) \| \Phi \|_{H^\beta} (T_0) \lesssim M^{(s_1)}_s (T_0) \]

provided that $N^{(s_0)}_\rho (T_0)$ is small enough.

Plugging (5.2.140) into (5.2.136) we find that

\[(5.2.154) \| \partial_z^n Z^n u \|_{H^\beta - \frac{1}{2}} \leq (1 + 4 C_\gamma \| u \|_{C^\gamma}) A_{(\alpha,n)} + C_{s_0} N_\rho^{(s_0)} M_K. \]

Obviously, we have

\[(5.2.155) A_{(\alpha,n)} \leq \sum_{(\alpha',n') \in \mathcal{P}} A_{(\alpha',n')} \leq M^{(s_1)}_s \]

by definition (5.1.1) of the norm $M^{(s_1)}_s$ (recall that $\mathcal{P}$ is defined by (5.1.6)). Similarly,

\[ \mathcal{M}_K \leq \sum_{K' = 0}^{\# \mathcal{P}} \mathcal{M}_{K'} \leq M^{(s_1)}_s + \sum_{(\alpha',n') \in \mathcal{P}} \| D_z \frac{1}{2} \partial_z^n Z^n' \psi \|_{H^\beta - \frac{1}{2}}. \]
Now, since $|D_x|^{\frac{\beta}{2}} Z_{n'} \psi$ is a linear combination of terms of $Z^k |D_x|^{\frac{\beta}{2}} \psi$, $0 \leq k \leq n'$, we have
\[
\sum_{(\alpha',n') \in \mathcal{P}} \left\| |D_x|^{\frac{\beta}{2}} \partial_x^{\alpha'} Z_{n'} \psi \right\|_{H^{\beta - \frac{1}{2}}} \lesssim \sum_{(\alpha',n') \in \mathcal{P}} \left\| \partial_x^{\alpha'} Z_{n'} |D_x|^{\frac{\beta}{2}} \psi \right\|_{H^{\beta - \frac{1}{2}}} \lesssim \sum_{(\alpha',n') \in \mathcal{P}} \left\| \partial_x^{\alpha'} Z_{n'} u \right\|_{H^{\beta - \frac{1}{2}}},
\]
since $u = (\eta, |D_x|^{\frac{\beta}{2}} \psi)$ by definition of $u$. So the previous bound for $\mathcal{M}_K$ implies that
\[(5.2.156) \quad \mathcal{M}_K \lesssim M_{s}^{(s_1)} + \sum_{(\alpha',n') \in \mathcal{P}} \left\| \partial_x^{\alpha'} Z_{n'} u \right\|_{H^{\beta - \frac{1}{2}}}.
\]
Plugging (5.2.155) and (5.2.156) into (5.2.154) we conclude that
\[
\left\| \partial_x^{\alpha} Z_{n} u \right\|_{H^{\beta - \frac{1}{2}}} \leq (1 + 4C_{\gamma} \left\| u \right\|_{C_{\gamma}}) A_{(\alpha,n)} + C_{s_0} N_{\rho}^{(s_0)} \mathcal{M}_K \lesssim (1 + 4C_{\gamma} \left\| u \right\|_{C_{\gamma}} + C_{s_0} N_{\rho}^{(s_0)}) M_{s}^{(s_1)} + C_{s_0} N_{\rho}^{(s_0)} \sum_{(\alpha',n') \in \mathcal{P}} \left\| \partial_x^{\alpha'} Z_{n'} u \right\|_{H^{\beta - \frac{1}{2}}}.
\]
Since $\left\| u \right\|_{C_{\gamma}} \leq N_{\rho}^{(s_0)}$, this simplifies to
\[
\left\| \partial_x^{\alpha} Z_{n} u \right\|_{H^{\beta - \frac{1}{2}}} \lesssim \Sigma := (1 + C_{s_0} N_{\rho}^{(s_0)}) M_{s}^{(s_1)} + C_{s_0} N_{\rho}^{(s_0)} \sum_{(\alpha',n') \in \mathcal{P}} \left\| \partial_x^{\alpha'} Z_{n'} u \right\|_{H^{\beta - \frac{1}{2}}}.
\]
Taking the sum of the inequality thus obtained for $(\alpha, n) \in \mathcal{P}$, we conclude that
\[
\sum_{(\alpha,n) \in \mathcal{P}} \left\| \partial_x^{\alpha} Z_{n} u \right\|_{H^{\beta - \frac{1}{2}}} \lesssim \# \mathcal{P} \Sigma \lesssim (1 + C_{s_0} N_{\rho}^{(s_0)}) M_{s}^{(s_1)} + C_{s_0} N_{\rho}^{(s_0)} \sum_{(\alpha',n') \in \mathcal{P}} \left\| \partial_x^{\alpha'} Z_{n'} u \right\|_{H^{\beta - \frac{1}{2}}}.
\]
So $a := \sum_{(\alpha,n) \in \mathcal{P}} \left\| \partial_x^{\alpha} Z_{n} u \right\|_{H^{\beta - \frac{1}{2}}}$ satisfies
\[(5.2.157) \quad a \lesssim (1 + C_{s_0} N_{\rho}^{(s_0)}) M_{s}^{(s_1)} + C_{s_0} N_{\rho}^{(s_0)} a.
\]
For $N_{\rho}^{(s_0)} (T_0)$ small enough, this yields that
\[
\sum_{(\alpha,n) \in \mathcal{P}} \left\| \partial_x^{\alpha} Z_{n} u(T_0) \right\|_{H^{\beta - \frac{1}{2}}} \lesssim M_{s}^{(s_1)} (T_0).
\]
Plugging this estimate in (5.2.156) and then (5.2.155) into (5.2.152) we obtain the wanted estimate (5.2.153) and hence the desired result (5.2.7).

This concludes the proof of the proposition. □
Chapter 6

Appendices

A.1 Paradifferential calculus

We recall here some definitions and results concerning Bony’s paradifferential calculus. We refer to the original articles of Bony [10] and Meyer [39] as well as to the books of Hörmander [25], Métivier [38] and Taylor [49].

We denote by $\mathcal{C}_0^0(\mathbb{R})$ the space of bounded continuous functions. For any $\rho \in \mathbb{N}$, we denote by $\mathcal{C}_\rho(\mathbb{R})$ the space of $\mathcal{C}_0^0(\mathbb{R})$ functions whose derivatives of order less or equal to $\rho$ are in $\mathcal{C}_0^0$.

For any $\rho \in [0, +\infty] \setminus \mathbb{N}$, we denote by $\mathcal{C}_\rho(\mathbb{R})$ the space of bounded functions whose derivatives of order $\rho$ are uniformly Hölder continuous with exponent $\rho - \lfloor \rho \rfloor$.

**Definition A.1.1.** Consider $\rho$ in $[0, +\infty]$ and $m$ in $\mathbb{R}$. One denotes by $\Gamma^m_{\rho}(\mathbb{R})$ the space of locally bounded functions $a(x, \xi)$ on $\mathbb{R} \times (\mathbb{R} \setminus 0)$, which are $C^\infty$ functions of $\xi$ outside the origin and such that, for any $\alpha \in \mathbb{N}$ and any $\xi \neq 0$, the function $x \mapsto \partial^\alpha_\xi a(x, \xi)$ belongs to $C^0(\mathbb{R})$ and there exists a constant $C_\alpha$ such that,

$$\forall |\xi| \geq \frac{1}{2}, \quad \|\partial^\alpha_\xi a(\cdot, \xi)\|_{C^0} \leq C_\alpha (1 + |\xi|)^{m - |\alpha|}. \tag{A.1.1}$$

Given a symbol $a$, to define the paradifferential operator $T_a$ we need to introduce a cutoff function $\theta$.

**Definition A.1.2.** Fix $\theta \in C^\infty(\mathbb{R} \times \mathbb{R})$ satisfying the three following properties.

(i) There exists $\varepsilon_1, \varepsilon_2$ satisfying $0 < 2\varepsilon_1 < \varepsilon_2 < 1/2$ such that

$$\theta(\xi_1, \xi_2) = 1 \quad \text{if} \quad |\xi_1| \leq \varepsilon_1 |\xi_2| \quad \text{and} \quad |\xi_2| \geq 2,$$

$$\theta(\xi_1, \xi_2) = 0 \quad \text{if} \quad |\xi_1| \geq \varepsilon_2 |\xi_2| \quad \text{or} \quad |\xi_2| \leq 1.$$
(ii) For all \((\alpha, \beta) \in \mathbb{N}^2\), there is \(C_{\alpha, \beta}\) such that
\[
\forall (\xi_1, \xi_2) \in \mathbb{R}^2, \quad |\partial_{\xi_1}^{\alpha} \partial_{\xi_2}^{\beta} \theta(\xi_1, \xi_2)| \leq C_{\alpha, \beta}(1 + |\xi_2|)^{-|\alpha|-|\beta|}.
\]

(iii) \(\theta\) satisfies the following symmetry conditions:
\[
(\text{A.1.2}) \quad \theta(\xi_1, \xi_2) = \theta(-\xi_1, -\xi_2) = \theta(-\xi_1, \xi_2).
\]

Remark. Notice that \(\theta(\xi_1, \xi_2) = 0\) for \(|\xi_2|\) small enough. This choice (different from [38]) plays a key role in our analysis since we have to handle symbols which are homogeneous in \(\xi_2\) and hence not regular for \(\xi_2 = 0\).

As an example, fix \(\varepsilon_1, \varepsilon_2\) such that \(0 < 2\varepsilon_1 < \varepsilon_2 < 1/2\) and a function \(f\) in \(C_0^\infty(\mathbb{R})\) satisfying \(f(t) = f(-t), \quad f(t) = 1\) for \(|t| \leq 2\varepsilon_1\) and \(f(t) = 0\) for \(|t| \geq \varepsilon_2\). Then set
\[
\theta(\xi_1, \xi_2) = (1 - f(\xi_2)) f \left( \frac{\xi_1}{\xi_2} \right).
\]

Properties (i), (ii) and (iii) are clearly satisfied.

The paradifferential operator \(T_a\) with symbol \(a\) is defined by
\[
(\text{A.1.3}) \quad \widehat{T_a u}(\xi) = (2\pi)^{-1} \int \theta(\xi - \eta, \eta) \widehat{a}(\xi - \eta, \eta) \widehat{u}(\eta) \, d\eta,
\]
where \(\widehat{a}(\theta, \xi) = \int e^{-ix\cdot\theta} a(x, \xi) \, dx\) is the Fourier transform of \(a\) with respect to \(x\).

Remark A.1.3. It follows from (A.1.2) that, if \(a\) and \(u\) are real-valued functions, so is \(T_a u\).

Remark A.1.4. One says that \(\Theta = \Theta(\xi_1, \xi_2)\) is an admissible cut-off function if \(\Theta\) satisfies the properties (i) and (ii) in Definition A.1.2. All the results given in this appendix remain true for any admissible cut-off function (except Remark A.1.3).

We shall use quantitative results from [38]. To do so, we introduce the following semi-norms.

Definition A.1.5. For \(m \in \mathbb{R}, \rho \geq 0\) and \(a \in \Gamma^m_\rho(\mathbb{R})\), we set
\[
(\text{A.1.4}) \quad M^m_\rho(a) = \sup_{|\alpha| \leq 2+\rho} \sup_{|\xi| \geq 1/2} \left\| (1 + |\xi|)^{|\alpha|-m} \partial^\alpha_{\xi} a(\cdot, \xi) \right\|_{C^\rho(\mathbb{R})}.
\]

The main features of symbolic calculus for paradifferential operators are given by the following theorem.

Definition A.1.6. Let \(m\) in \(\mathbb{R}\). An operator \(T\) is said of order \(m\) if, for any \(\mu \in \mathbb{R}\), it is bounded from \(H^\mu\) to \(H^{\mu-m}\).
Theorem A.1.7. Let $m \in \mathbb{R}$.

(i) If $a \in \Gamma^m_0(\mathbb{R})$, then $T_a$ is of order $m$. Moreover, for any $\mu \in \mathbb{R}$ there exists $K > 0$ such that

(A.1.5) \[ \|T_a\|_{\mathcal{L}(H^\mu, H^{\mu-m})} \leq KM^m_0(a). \]

(ii) Let $(m,m') \in \mathbb{R}^2$ and $\rho \in (0, +\infty)$. If $a \in \Gamma^m_\rho(\mathbb{R}), b \in \Gamma^{m'}_\rho(\mathbb{R})$ then $T_aT_b - T_{a^{\#}b}$ is of order $m + m' - \rho$ where

(A.1.6) \[ a^{\#}b = \sum_{|\alpha| < \rho} \frac{1}{\alpha!} \partial^\alpha_x a \partial^\alpha_x b. \]

Moreover, for any $\mu \in \mathbb{R}$ there exists $K > 0$ such that

(A.1.7) \[ \|T_aT_b - T_{a^{\#}b}\|_{\mathcal{L}(H^\mu, H^{\mu-m'-m'\rho})} \leq KM^m_\rho(a)M^{m'}_\rho(b). \]

In particular, if $\rho \in]0,1]$, $a \in \Gamma^m_\rho(\mathbb{R}), b \in \Gamma^{m'}_\rho(\mathbb{R})$ then

(A.1.8) \[ \|T_aT_b - T_{ab}\|_{\mathcal{L}(H^\mu, H^{\mu-m'-m'\rho})} \leq KM^m_\rho(a)M^{m'}_\rho(b). \]

(iii) Let $a \in \Gamma^m_1(\mathbb{R})$. Denote by $(T_a)^*$ the adjoint operator of $T_a$ and by $\overline{\sigma}$ the complex-conjugated of $a$. Then $(T_a)^* - T_{\overline{\sigma}}$ is of order $m - 1$. Moreover, for any $\mu$ in $\mathbb{R}$ there exists a constant $K$ such that

(A.1.9) \[ \|(T_a)^* - T_{\overline{\sigma}}\|_{\mathcal{L}(H^\mu, H^{\mu-m+1})} \leq KM^m_1(a). \]

Remark A.1.8. One can improve (A.1.5) by noting that the estimates for $T_a u$ involves only the norm of $\partial_x u$ and not $u$ itself. Indeed, introduce $\tilde{k} = \tilde{k}(\xi)$ such that $\tilde{k}(\xi) = 1$ for $|\xi| \geq 1/3$ and $\tilde{k}(\xi) = 0$ for $|\xi| \leq 1/4$. Then, by assumption on the cutoff function $\theta$, we have $T_a = T_a \tilde{k}(D_x)$ and hence (A.1.5) implies that

(A.1.10) \[ \|T_a u\|_{H^{\mu-m}} \leq KM^m_0(a) \|\partial_x u\|_{H^{\mu-1}}. \]

since $\|\tilde{k}(D_x) u\|_{H^\mu} \leq \|\partial_x u\|_{H^{\mu-1}}$. Similarly, (A.1.7) implies that

(A.1.11) \[ \|T_aT_b - T_{a^{\#}b} u\|_{H^{\mu-m'-m\rho}} \leq KM^m_\rho(a)M^{m'}_\rho(b) \|\partial_x u\|_{H^{\mu-1}}. \]

If $a = a(x)$ is a function of $x$ only, then $T_a$ is called a paraproduct. It follows from (A.1.5) that if $a \in L^\infty(\mathbb{R})$ then $T_a$ is an operator of order 0, together with the estimate

(A.1.12) \[ \forall \sigma \in \mathbb{R}, \quad \|T_a u\|_{H^\sigma} \lesssim \|a\|_{L^\infty} \|u\|_{H^\sigma}. \]

A paraproduct with a $L^\infty$-function acts on any Hölder space: for any $\rho$ in $\mathbb{R}^+_+ \setminus \mathbb{N}$ we have

(A.1.13) \[ \forall \sigma \in \mathbb{R}, \quad \|T_a u\|_{C^{\rho}} \lesssim \|a\|_{L^\infty} \|u\|_{C^{\rho}}. \]
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If \( a = a(x) \) and \( b = b(x) \) are two functions then (A.1.6) simplifies to \( a\sharp b = ab \) and hence (A.1.7) implies that, for any \( \rho > 0 \),
\[
\|T_a T_b - T_{ab}\|_{L(H^\mu, H^{\mu - m - \rho})} \leq K \|a\|_{C^\rho} \|b\|_{C^\rho},
\]
provided that \( a \) and \( b \) belong to \( C^\rho(\mathbb{R}) \).

**Definition A.1.9.** Given two functions \( a, b \) defined on \( \mathbb{R} \) we define the remainder
\[
R_B(a, u) = au - T_a u - T_u a.
\]

We record here two estimates about the remainder \( R_B(a, b) \) (see chapter 2 in [9]).

**Theorem A.1.10.** Let \( \alpha \in \mathbb{R}_+ \) and \( \beta \in \mathbb{R} \) be such that \( \alpha + \beta > 0 \). Then
\[
\|R_B(a, u)\|_{H^{\alpha + \beta - \frac{1}{2}}(\mathbb{R})} \leq K \|a\|_{H^\alpha(\mathbb{R})} \|u\|_{H^\beta(\mathbb{R})},
\]
\[
\|R_B(a, u)\|_{H^{\alpha + \beta}} \leq K \|a\|_{C^\alpha(\mathbb{R})} \|u\|_{H^\beta(\mathbb{R})}.
\]

We next recall a well-known property of products of functions in Sobolev spaces (see chapter 8 in [25]) that can be obtained from (A.1.12) and (A.1.17): If \( u_1, u_2 \in H^s(\mathbb{R}) \cap L^\infty(\mathbb{R}) \) and \( \rho > 0 \) then
\[
\|u_1 u_2\|_{H^s} \leq K \|u_1\|_{L^\infty} \|u_2\|_{H^s} + K \|u_2\|_{L^\infty} \|u_1\|_{H^s}.
\]

Similarly, recall that, for \( s > 0 \) and \( F \in C^\infty(\mathbb{C}^N) \) such that \( F(0) = 0 \), there exists a non-decreasing function \( C: \mathbb{R}_+ \to \mathbb{R}_+ \) such that
\[
\|F(U)\|_{H^s} \leq C(\|U\|_{L^\infty}) \|U\|_{H^s},
\]
for any \( U \in (H^s(\mathbb{R}) \cap L^\infty(\mathbb{R}))^N \).

One has also the following result: for any \( (r, \rho, \rho') \in [0, +\infty]^3 \) such that \( \rho' > \rho \geq r \), there exists a constant \( K > 0 \) such that
\[
\|T_a u\|_{H^{\rho - r}} \leq K \|a\|_{H^{-r}} \|u\|_{C^{\rho'}}.
\]

One can use this estimate to study the regularity of the product \( fg \) when \( g \) is in some Hölder space. Writing \( fg = T_f g + T_g f + R_B(f, g) \), it follows from (A.1.12), (A.1.20) applied with \( r = 0 \) and (A.1.17) that, for any real numbers \( \rho' > \rho \geq 0 \), the product is continuous from \( H^\rho \times C^\rho' \) to \( H^\rho \). By duality, the estimate (A.1.21) is true for any \( (\rho, \rho') \in \mathbb{R} \times \mathbb{R}_+ \) such that \( \rho' > |\rho| \). Therefore,
\[
\forall(\rho, \rho') \in \mathbb{R} \times \mathbb{R}_+ \text{ such that } \rho' > |\rho|, \quad \|fg\|_{H^\rho} \lesssim \|f\|_{H^\rho} \|g\|_{C^{\rho'}}.
\]

The estimate is obvious for \( \rho' = \rho \in \mathbb{N} \). When \( \rho' \notin \mathbb{N} \) one has to allow a small loss.

Here is a couple of identities which are used to simplify many expressions (see the proof of (2.6.26), (2.6.27), the proof of Lemma 2.2.6 and the proof of Proposition 2.7.1).
Lemma A.1.11. For any function $a = a(x)$ in $L^\infty(\mathbb{R})$ and any function $u$ in $L^2(\mathbb{R})$, one has

\begin{align}
|D_x| T_a |D_x| u + \partial_x T_a \partial_x u &= 0, \\
|D_x| T_a \partial_x u - \partial_x T_a |D_x| u &= 0.
\end{align}

Proof. There holds

$$|D_x| T_a |D_x| u + \partial_x T_a \partial_x u = \frac{1}{(2\pi)^2} \int e^{i x (\xi_1 + \xi_2)} \hat{a}(\xi_1) \hat{p}(\xi_1, \xi_2) \hat{u}(\xi_2) \, d\xi_1 \, d\xi_2,$$

with

$$p(\xi_1, \xi_2) = (|\xi_1 + \xi_2| |\xi_2| - (\xi_1 + \xi_2)|\xi_2| \theta(\xi_1, \xi_2),$$

where $\theta(\xi_1, \xi_2)$ is as given by Definition A.1.2. Now, on the support of $\theta$ we have $|\xi_1| \leq |\xi_2|$ and hence $(\xi_1 + \xi_2)|\xi_2| \geq 0$. As a result $p = 0$, which proves (A.1.22).

Set $\Sigma := |D_x| T_a \partial_x u - \partial_x T_a |D_x| u$. Since $\partial_x \Sigma = |D_x| (\partial_x T_a \partial_x u + |D_x| T_a |D_x| u)$ the identity (A.1.22) implies that $\partial_x \Sigma = 0$ and hence $\Sigma = 0$ since $\Sigma \in H^{-2}(\mathbb{R})$. This proves (A.1.23).

We also need a commutator estimate to control the commutator of $|D_x|$ and a paraproduct.

Lemma A.1.12. (i) For any $\mu \in \mathbb{R}$ there exists a positive constant $K$ such that for all $a \in C^1(\mathbb{R})$ and all $f \in H^\mu(\mathbb{R})$,

$$\|T_a |D_x| f - |D_x| (T_a f)\|_{H^\mu} \leq K \|a\|_{C^1} \|f\|_{H^\mu}.$$  \hfill (A.1.24)

(ii) For any $\varepsilon > 0$ and any $\sigma \in ]0, +\infty[$ there exists a positive constant $K$ such that for all $a \in C^1(\mathbb{R}) \cap H^{\sigma+1}(\mathbb{R})$ and all $f \in C^{1+\varepsilon}(\mathbb{R}) \cap H^{\sigma}(\mathbb{R})$,

$$\|a |D_x| f - |D_x| (af)\|_{H^\sigma} \leq K \|a\|_{C^1} \|f\|_{H^\sigma} + K \|f\|_{C^{1+\varepsilon}} \|a\|_{H^{\sigma+1}}.$$  \hfill (A.1.25)

(iii) For any $\varepsilon > 0$ and any $\sigma \in [1, +\infty[$ there exists a positive constant $K$ such that for all $a \in C^{\sigma+1+\varepsilon}(\mathbb{R})$ and all $f \in H^{\sigma}(\mathbb{R})$,

$$\|a |D_x| f - |D_x| (af)\|_{H^\sigma} \leq K \|a\|_{C^{\sigma+1+\varepsilon}} \|f\|_{H^\sigma}.$$  \hfill (A.1.26)

Remark A.1.13. The estimate (A.1.25) is not optimal (see [33] for sharp results).

Proof. To prove (A.1.24), write $[T_a, |D_x|] f = [T_a, T_{|\xi|}] f + T_a(|D_x| - T_{|\xi|}) f - (|D_x| - T_{|\xi|}) T_a f$, and use the bounds

$$\forall \sigma \in \mathbb{R}, \quad \| [T_a, T_{|\xi|}] g \|_{H^\sigma} \lesssim \|a\|_{C^1} \|g\|_{H^\sigma},$$

$$\forall (\sigma, \sigma') \in \mathbb{R}^2, \quad \| |D_x| g - T_{|\xi|} g \|_{H^{\sigma'}} \lesssim \|g\|_{H^\sigma},$$

where the first estimate follows from (A.1.8) applied with $\rho = 1$.  
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To prove (A.1.25), rewrite the commutator \([a, |D_x|] f\) as

\[
[T_a, |D_x|] f + (a - T_a) |D_x| f - |D_x| (a - T_a) f.
\]

The first term is estimated by (A.1.24). To estimate the last two terms, we use the bound

\[
(A.1.27) \quad \forall \, r \in [-1, +\infty[,
\| a g - T_a g \|_{H^{r+1}} \lesssim \| a \|_{C^1} \| g \|_{H^r} + \| g \|_{L^\infty} \| a \|_{H^{r+1}},
\]

which follows from the paradifferential rules (A.1.12) and (A.1.17) (by writing \(a g - T_a g = T_g a + R_B(a, g)\)). By using (A.1.27) with \(r = \sigma\) or \(r = \sigma - 1 > -1\), we find that

\[
\| |D_x| (af - T_a f) \|_{H^\sigma} \lesssim \| (af - T_a f) \|_{H^{\sigma+1}} \lesssim \| a \|_{C^1} \| f \|_{H^\sigma} + \| f \|_{L^\infty} \| a \|_{H^{\sigma+1}},
\]

\[
\| a |D_x| f - T_a |D_x| f \|_{H^\sigma} \lesssim \| a \|_{C^1} \| |D_x| f \|_{H^{\sigma-1}} + \| |D_x| f \|_{L^\infty} \| a \|_{H^\sigma}.
\]

Since \(|D_x|\) is bounded from \(C^{1+\varepsilon}\) to \(C^0\) (see (A.2.3)), this completes the proof of (A.1.25).

To prove statement (\(iii\)), notice that (A.1.20) and (A.1.17) imply that

\[
\| a |D_x| f - |D_x| (af) - [T_{a^1}, |D_x|] f \|_{H^\sigma} \lesssim \| f \|_{H^1} \| a \|_{C^{\sigma+1+\varepsilon}}.
\]

Then (A.1.26) follows from (A.1.24).

\[\square\]

In Chapters 3 and 5, when studying the quadratic normal forms, we see that there is a small divisor issue at low frequencies. To help the reader, we end this section with two pictures which describe the support properties of the function \(\theta\) as well as the function \(\zeta\) defined by \(\zeta(\xi_1, \xi_2) = 1 - \theta(\xi_1, \xi_2) - \zeta(\xi_2, \xi_1)\) (so that the remainder \(R_B\) defined by (A.1.15) is a bilinear Fourier multiplier with symbol \(\zeta\)).
Figure 6.1: The support of the cut-off function $\theta(\xi_1, \xi_2)$ is in grey. The set of points $(\xi_1, \xi_2)$ where $\theta(\xi_1, \xi_2) = 1$ is in darker grey.

Figure 6.2: The support of $\zeta(\xi_1, \xi_2) = 1 - \theta(\xi_1, \xi_2) - \theta(\xi_2, \xi_1)$ is in grey. The set of points $(\xi_1, \xi_2)$ where $\zeta(\xi_1, \xi_2) = 1$ is in darker grey.
A.2 Estimates in Hölder spaces

Here we gather Hölder estimates. It is convenient to work in the Zygmund spaces $C^\rho_s$, $\rho \in \mathbb{R}$ whose definition is recalled here.

Choose a function $\Phi \in C_0^\infty(\{\xi; |\xi| \leq 1\})$ which is equal to 1 when $|\xi| \leq 1/2$ and set $\phi(\xi) = \Phi(\xi/2) - \Phi(\xi)$ which is supported in the annulus $\{\xi; 1/2 \leq |\xi| \leq 2\}$. Then we have for $\xi \in \mathbb{R}$,

$$1 = \Phi(\xi) + \sum_{j=0}^{\infty} \phi(2^{-j} \xi),$$

(A.2.1)

which we shall use to decompose temperate distributions. We set $\Delta_j = \phi(2^{-j} D_x)$ for $j \in \mathbb{Z}$. We also use in the paper the notation $S_0 v$ instead of $\Phi(D_x) v$.

**Remark A.2.1.** For $\mu \in \mathbb{R}$, if $u \in H^\mu(\mathbb{R})$ then the series $\sum_{j=-\infty}^{-1} \Delta_j u$ converges to $\Phi(D_x) u$.

**Definition A.2.2 (Zygmund spaces).** For any $s \in \mathbb{R}$, we define $C^s_\ast(\mathbb{R})$ as the space of temperate distributions $u$ such that

$$\|u\|_{C^s_\ast} := \|\Phi(D_x) u\|_{L^\infty} + \sup_{j \geq 0} 2^{js} \|\Delta_j u\|_{L^\infty} < +\infty.$$  

(A.2.2)

We recall the following result (see [38, Prop. 4.1.16]).

**Proposition A.2.3.** If $s > 0$ and $s \notin \mathbb{N}$ then $C^s_\ast(\mathbb{R}) = C^s(\mathbb{R})$ and the norms $\|\cdot\|_{C^s_\ast}$ and $\|\cdot\|_{C^s}$ are equivalent.

**Proposition A.2.4.** i) Let $\gamma \in [0, +\infty[$ with $\gamma \notin \frac{1}{2} \mathbb{N}$. There exists a constant $K$ such that, for all $z \leq 0$ and all $f \in \dot{C}^{\frac{1}{2} + \gamma + \frac{1}{2}}$, satisfying $|D_x| f \in L^2(\mathbb{R})$,

$$\|D_x| f\|_{C^\gamma} \leq K \|D_x|^{\frac{1}{2}} f\|_{C^{\gamma + \frac{1}{2}}}.$$  

(A.2.3)

ii) For all $\gamma \in ]1/2, +\infty[ \setminus \frac{1}{2} \mathbb{N}$, there exists $K > 0$ such that, for all $f \in C^\gamma$ satisfying $|D_x|^{\frac{1}{2}} f \in L^2(\mathbb{R})$,

$$\|D_x|^{\frac{1}{2}} f\|_{C^{\gamma - \frac{1}{2}}} \leq K \|f\|_{C^\gamma},$$  

(A.2.4)

$$\|D_x|^{-\frac{1}{2}} \partial_x f\|_{C^{\gamma - \frac{1}{2}}} \leq K \|f\|_{C^\gamma}.$$  

(A.2.5)

iii) Let $r \in \mathbb{R}$, $\gamma \in ]0, +\infty[ \setminus \mathbb{N}$. There exists a constant $K$ such that, for any $\nu \in ]0, 1]$ and for all $f \in C^\gamma(\mathbb{R}) \cap H^\nu(\mathbb{R})$, there holds

$$\|\mathcal{H} f\|_{C^\gamma} \leq K \left[ \|f\|_{C^\gamma} + \frac{1}{\nu} \|f\|_{C^{\gamma - \frac{1}{2}}} \|f\|_{H^\nu} \right].$$  

(A.2.6)

where $\mathcal{H} = |D_x|^{-1} \partial_x$ is the Hilbert transform.
Proof. Let us prove (A.2.6). Consider \( j \) in \( \mathbb{Z} \) and a \( C^\infty \) function \( \tilde{\phi} \) with compact support such that \( \tilde{\phi} \equiv 1 \) on the support of \( \phi \) and \( \tilde{\phi} \equiv 0 \) on a neighborhood of the origin. Then
\[
\Delta_j \mathcal{H}f = \frac{1}{2\pi} \int e^{ix\xi} \phi(2^{-j}\xi) \tilde{f}(\xi) |\xi|^{-1} (i\xi) \, d\xi
\]
\[
= \frac{2^j}{2\pi} \int e^{2i(j-x')\xi} \phi(\xi) \Delta_j f(x') |\xi|^{-1} (i\xi) \, d\xi
\]
\[
= 2^j \int E(2^j(x-x')) \Delta_j f(x') \, dx'
\]
where
\[
E(y) = \frac{1}{2\pi} \int e^{iy\xi} \tilde{\phi}(\xi) |\xi|^{-1} (i\xi) \, d\xi.
\]
Since \( E(y) \) and \( y^2 E(y) \) are bounded (using an integration by parts), we have \( E \in L^1(\mathbb{R}) \). This implies that
\[
\| \Delta_j \mathcal{H}f \|_{L^\infty} \lesssim \| \Delta_j f \|_{L^\infty},
\]
and hence, using (A.2.2), for \( \gamma \in ]0, +\infty[ \setminus \mathbb{N} \), we have
\[
\sup_{j \geq 0} 2^{j\gamma} \| \Delta_j \mathcal{H}f \|_{L^\infty} \lesssim \sup_{j \geq 0} 2^{j\gamma} \| \Delta_j f \|_{L^\infty} \lesssim \| f \|_{C^{\gamma}}.
\]
It remains to estimate the low frequency. Consider \( j \leq 0 \). Using (A.2.7), the estimate \( \| \Delta_j u \|_{L^\infty} \lesssim 2^{j/2} \| \Delta_j u \|_{L^2} \) and the fact that \( \mathcal{H} \) is bounded on \( L^2 \), we get
\[
\| \Delta_j \mathcal{H}f \|_{L^\infty} = \| \Delta_j \mathcal{H}f \|_{L^2}^{1-\nu} \| \Delta_j \mathcal{H}f \|_{L^\infty}^\nu
\]
\[
\lesssim 2^{j/2} \| \Delta_j f \|_{L^2}^{1-\nu} \| \Delta_j f \|_{L^\infty}^\nu.
\]
Now, for any \( r \in \mathbb{R} \) and \( j \leq 0 \), \( \| \Delta_j f \|_{L^2} \lesssim \| \Delta_j f \|_{H^r} \leq \| f \|_{H^r} \). Thus
\[
\| \Delta_j \mathcal{H}f \|_{L^\infty} \lesssim 2^{j/2} \| f \|_{C^{\gamma}}^{1-\nu} \| f \|_{H^r}^\nu.
\]
Since \( \sum_{j \leq 0} 2^{j/2} = O(1) \) it follows from Remark A.2.1 that \( \| \Phi(D_x) \mathcal{H}f \|_{L^\infty} \lesssim \| f \|_{C^{\gamma}}^{1-\nu} \| f \|_{H^r}^\nu \). The wanted estimate (A.2.6) then follows from (A.2.2) and (A.2.8).

The proof of (A.2.3), (A.2.4) and (A.2.5) are similar. Let us prove (A.2.3). For \( j \) in \( \mathbb{Z} \), write
\[
|D_x| \Delta_j f = \int E_j(x-x')(|D_x|^{1/2} f)(x') \, dx'
\]
where
\[
E_j(y) = \frac{1}{2\pi} \int e^{iy\xi} \phi(2^{-j}\xi) \, d\xi
\]
satisfies \( \| E \|_{L^1} \lesssim 2^{j/2} \). Consequently,
\[
(A.2.9) \quad \| |D_x| \Delta_j f \|_{L^\infty} \lesssim 2^{j/2} \| |D_x|^{1/2} \Delta_j f \|_{L^\infty}.
\]
Since $\sum_{j\leq 0} 2^j/2 < +\infty$ (and using Remark A.2.1) we thus have

\[(A.2.10) \quad \|\Phi(D_x)|D_x|f\|_{L^\infty} \lesssim \|D_x f\|_{L^\infty}^2.
\]

By combining (A.2.9), (A.2.10) and using (A.2.2) we obtain the wanted estimate. \hfill \square

### A.3 Identities

Consider a smooth solution $(\eta, \psi)$ of the water waves system

\[\begin{aligned}
\partial_t \eta &= G(\eta)\psi,
\partial_t \psi + \eta + \frac{1}{2}(\partial_x \psi)^2 - \frac{1}{2(1 + (\partial_x \eta)^2)}(G(\eta)\psi + \partial_x \eta \partial_x \psi)^2 = 0.
\end{aligned}\]

Set

\[B = \frac{G(\eta)\psi + \partial_x \eta \partial_x \psi}{1 + (\partial_x \eta)^2}, \quad V = \partial_x \psi - (B(\eta)\psi)\partial_x \eta,
\]

and $a = 1 + \partial_t B + V\partial_x B$.

**Lemma A.3.1.** There hold

\[\begin{aligned}
\partial_t \eta &= B - V\partial_x \eta, \\
\partial_t \psi + \eta + \frac{1}{2}V^2 + BV\partial_x \eta - \frac{1}{2}B^2 &= 0, \\
\partial_t \psi - B\partial_t \eta &= -\eta - \frac{1}{2}V^2 - \frac{1}{2}B^2, \\
\partial_t \psi + V\partial_x \psi &= -\eta + \frac{1}{2}V^2 + \frac{1}{2}B^2, \\
\partial_t V + V\partial_x V + a\partial_x \eta &= 0.
\end{aligned}\]

**Proof.** The equation (A.3.2) follows from $B - V\partial_x \eta = G(\eta)\psi$ (see (2.0.3)). To prove (A.3.3), we begin by noticing that

\[(\partial_x \psi)^2 = (V + B\partial_x \eta)^2 = V^2 + B^2(\partial_x \eta)^2 + 2BV\partial_x \eta.
\]

Since

\[\frac{(\partial_x \eta \partial_x \psi + G(\eta)\psi)^2}{1 + (\partial_x \eta)^2} = (1 + (\partial_x \eta)^2)B^2,
\]

this yields

\[\frac{1}{2}(\partial_x \psi)^2 - \frac{1}{2} \frac{(\partial_x \eta \partial_x \psi + G(\eta)\psi)^2}{1 + (\partial_x \eta)^2} = \frac{1}{2}V^2 + BV\partial_x \eta - \frac{1}{2}B^2,
\]
so (A.3.3) follows from the second equation of (A.3.1). Now (A.3.4) can be verified by a direct calculation, using \( \partial_t \eta = B - V \partial_x \eta \) and (A.3.3). In the same way, (A.3.3) and the definition of \( V \) imply (A.3.5).

To prove (A.3.6), write
\[
\partial_t V + V \partial_x V = \partial_x (\partial_t \psi + V \partial_x \psi) - (\partial_t B + V \partial_x B) \partial_x \eta - B \partial_x \eta + V \partial_x \eta + R,
\]
where
\[
R = -\partial_x V \partial_x \psi + B \partial_x V \partial_x \eta = -(\partial_x V) V.
\]
Then, it follows from (A.3.2) and (A.3.5) that
\[
\partial_t V + V \partial_x V = \partial_x \left( -\eta + \frac{1}{2} V^2 + \frac{1}{2} B^2 \right) - (\partial_t B + V \partial_x B) \partial_x \eta - B \partial_x B + R.
\]
Now, observing that
\[
R + \frac{1}{2} \partial_x V^2 = 0
\]
and simplifying,
\[
\partial_t V + V \partial_x V + (1 + \partial_t B + V \partial_x B) \partial_x \eta = 0,
\]
which completes the proof of (A.3.6) since \( a = 1 + \partial_t B + V \partial_x B \).

**Lemma A.3.2.** There holds
\[
(A.3.9) \quad a = \frac{1}{1 + (\partial_x \eta)^2} \left( 1 + V \partial_x B - B \partial_x V - \frac{1}{2} G(\eta) V^2 - \frac{1}{2} G(\eta) B^2 - G(\eta) \eta \right).
\]

**Proof.** Starting from \( B - V \partial_x \eta = G(\eta) \psi \) we have
\[
\partial_t B - (\partial_t \psi) \partial_x \eta - V \partial_t \partial_x \eta = \partial_t G(\eta) \psi.
\]
We then use the identity \( \partial_t V + V \partial_x V + a \partial_x \eta = 0 \) (see (A.3.6)) to obtain that
\[
\partial_t B + a (\partial_x \eta)^2 + V \partial_x V \partial_x \eta - V \partial_t \partial_x \eta = \partial_t G(\eta) \psi,
\]
and hence, using that by definition of \( a \) we have \( \partial_t B = a - 1 - V \partial_x B \),
\[
(1 + (\partial_x \eta)^2) a = 1 + \partial_t G(\eta) \psi + V \partial_t \partial_x \eta + V \partial_x B - V \partial_x V \partial_x \eta.
\]
Now we have (see [32, 35] or the proof of Lemma 4.1.2)
\[
(A.3.10) \quad \partial_t G(\eta) \psi = G(\eta) (\partial_t \psi - B \partial_t \eta) - \partial_x (V \partial_x \eta),
\]
and hence
\[
(1 + (\partial_x \eta)^2) a = 1 + G(\eta) (\partial_t \psi - B \partial_t \eta) - (\partial_x V) (\partial_t \eta + V \partial_x \eta) + V \partial_x B.
\]
Since \( \partial_t \eta + V \partial_x \eta = B \) (see (A.3.2)), to conclude it remains only to use (A.3.4).
Remark A.3.3. One can further simplify (A.3.9) to obtain

\[ a = \frac{1}{1 + (\partial_x \eta)^2} \left( 1 + VG(\eta)V + BG(\eta)B - \frac{1}{2}G(\eta)V^2 - \frac{1}{2}G(\eta)B^2 - G(\eta)\eta \right). \]

Indeed

\[(A.3.11) \quad G(\eta)B = -\partial_x V, \quad G(\eta)V = \partial_x B.\]

We have already seen the first formula (see (4.1.7)) and the proof of the second is similar: it relies on the uniqueness result result of Proposition 1.1.6 and the fact that \( \partial_x \phi \) is the harmonic extension of \( V = \partial_x \phi|_{y=\eta} \). Therefore, by definition of the Dirichlet-Neumann operator,

\[ G(\eta)V = (\partial_y \partial_x \phi - \partial_x \eta \partial_y \phi) \big|_{y=\eta} \]
\[ = (\partial_x \eta \partial_y \phi + \partial_x \eta \partial_y \phi) \big|_{y=\eta} \]
\[ = \partial_x (\partial_y \phi) \big|_{y=\eta} \]

and hence \( G(\eta)V = \partial_x B \) since \( \partial_y \phi \) is the harmonic extension of \( B = \partial_y \phi|_{y=\eta} \).

### A.4 Local existence results

The goal of this appendix is to show that Proposition 1.2.1 is just a restatement of Theorem 4.35 in the book of Lannes [35], and to prove also a local propagation of Sobolev estimates for the action of vector fields on a solution of the water waves equation.

To help the reader we recall the equations and the statement of Proposition 1.2.1. We consider the system

\[(A.4.1) \quad \begin{cases} 
\partial_t \eta = G(\eta)\psi, \\
\partial_t \psi + \eta + \frac{1}{2}(\partial_x \psi)^2 - \frac{1}{2(1 + (\partial_x \eta)^2)}(G(\eta)\psi + \partial_x \eta \partial_x \psi)^2 = 0.
\end{cases} \]

**Proposition A.4.1.** Let \( \gamma \) be in \( \frac{7}{2}, +\infty \setminus \frac{1}{2}\mathbb{N}, s \in \mathbb{N} \) with \( s > 2\gamma - 1/2 \). There are \( \delta_0 > 0 \), \( T > 1 \) such that for any couple \( (\eta_0, \psi_0) \) in \( H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2}\gamma}(\mathbb{R}) \) satisfying

\[(A.4.2) \quad \psi_0 - T_{B(\eta_0)}\psi_0 \eta_0 \in \dot{H}^{\frac{1}{2}s}(\mathbb{R}), \quad \|\eta_0\|_{C^{\gamma}} + \|D_x \psi_0\|_{C^{\gamma-\frac{1}{2}}} < \delta_0, \]

equation (A.4.1) with Cauchy data \( \eta|_{t=1} = \eta_0, \psi|_{t=1} = \psi_0 \) has a unique solution \( (\eta, \psi) \) which is continuous on \([1, T]\) with values in

\[(A.4.3) \quad \{ (\eta, \psi) \in H^s(\mathbb{R}) \times \dot{H}^{\frac{1}{2}\gamma}(\mathbb{R}); \psi - T_{B(\eta)}\psi \eta \in \dot{H}^{\frac{1}{2}s}(\mathbb{R}) \}. \]

Moreover, if the data are \( O(\varepsilon) \) on the indicated spaces, then \( T \geq c/\varepsilon \).
Proof. Let us check that the assumptions of Theorem 4.35 of Lannes [35] are satisfied under the hypothesis of Proposition A.4.1. We have to check that the finiteness of the quantity (4.66) of [35] with $t_0 = \gamma - 3/2$, $N = s$, which may be written

\[(A.4.4) \quad \|D_x \frac{1}{2} \psi_0\|_{H^\gamma}^2 + \|\eta_0\|_{H^s}^2 + \sum_{|\alpha| \leq s} \|D_x \frac{1}{2} (\partial_x^\alpha \psi_0 - (B(\eta_0)\psi_0)\partial_x^\alpha \eta_0)\|_{L^2}
\]

is actually equivalent to

\[(A.4.5) \quad \psi_0 \in \dot{H}^{\frac{1}{2}, \gamma}, \quad \eta_0 \in H^s, \quad \psi_0 - T_B(\eta_0)\psi_0 \in \dot{H}^{\frac{1}{2}, s}.
\]

We also need to verify assumption (4.69) of [35], which follows from the inequality

\[(A.4.6) \quad \|a_0 - 1\|_{L^\infty} < \frac{1}{2}
\]

where $a_0$ is given by (3.1.5) (see also (3.1.7)) with $(\eta, \psi)$ replaced by $(\eta_0, \psi_0)$. Let us write for $|\alpha| \leq s$, setting $B_0 = B(\eta_0)\psi_0$,

\[(A.4.7) \quad \partial_x^\alpha \left[ |D_x \frac{1}{2} (\psi_0 - T_{B_0} \eta_0)\right] = |D_x \frac{1}{2} (\partial_x^\alpha \psi_0 - B_0(\partial_x^\alpha \eta_0)) - |D_x \frac{1}{2} \left[ \partial_x^\alpha, T_{B_0}\right] \eta_0
\]

+ $|D_x \frac{1}{2} \left( T_{\partial_x^\alpha \eta_0} B_0 + R_B(\partial_x^\alpha \eta_0, B_0)\right)$.

Both assumptions (A.4.4) and (A.4.5) imply that $|D_x \frac{1}{2} \psi_0$ belongs to $C^{\gamma - \frac{1}{2}}$ and that $\partial_x \eta_0$ is in $C^{\gamma - 1}$, so that by (1.1.44), $G(\eta_0)\psi_0$ and so $B_0$ are in $C^{\gamma - 1}$. Since $\gamma - 1 > 1$, the symbolic calculus of appendix A.1 shows that $\left[ \partial_x^\alpha, T_{B_0}\right]$ sends $H^s$ to $H^{s - \alpha + 1} \subset H^{1/2}$ for $\alpha \leq s$, so that the commutator term in (A.4.7) belongs to $L^2$. The boundedness properties of the remainder given in (A.1.17) show in the same way that $R_B(\partial_x^\alpha \eta_0, B_0)$ is in $H^{1/2}$ if $\partial_x^\alpha \eta_0$ is in $L^2$. The equivalence between (A.4.4) and (A.4.5) will follow if we show that $T_{\partial_x^\alpha \eta_0} B_0$ belongs to $H^{1/2}$, which follows from (A.1.20) and the fact that $B_0$ is in $C^{\gamma - 1}$. Finally, notice that (A.4.6) follows from (3.1.8) applied with $\eta, \psi$ replaced by $\eta_0, \psi_0$.

Proposition A.4.2. Assume that $s$ and $\gamma$ are such that

$\gamma \in \left[\frac{7}{2}, +\infty\right) \setminus \left\{ \frac{1}{2}, 1, \frac{3}{2}, \frac{5}{2}, \ldots, \right\}, \quad s > 2\gamma - \frac{1}{2}.
$

Consider a solution $(\eta, \psi)$ of (A.4.1), defined on the time interval $[T_0, T_1]$, which is continuous on $[T_0, T_1]$ with values in (A.4.3) and such that the Taylor coefficient is bounded from below by a positive constant. Assume that, at time $T_0$, $(\eta_0, \psi_0) = (\eta, \psi)|_{t = T_0}$ satisfies

\[(A.4.8) \quad (x\partial_x)\eta_0 \in H^{s-1}(\mathbb{R}), \quad (x\partial_x)\psi_0 \in \dot{H}^{\frac{1}{2}, s-\frac{3}{2}}(\mathbb{R}), \quad (x\partial_x)(\psi_0 - T_{B(\eta_0)}\psi_0) \eta_0 \in \dot{H}^{\frac{1}{2}, s-1}(\mathbb{R}).
\]

Then

\[(A.4.9) \quad Z\eta \in C^0([T_0, T_1]; H^{s-1}(\mathbb{R})), \quad Z\psi \in C^0([T_0, T_1]; \dot{H}^{\frac{1}{2}, s-\frac{3}{2}}(\mathbb{R})), \quad Z(\psi - T_{B(\eta)}\psi_0) \eta \in C^0([T_0, T_1]; \dot{H}^{\frac{1}{2}, s-1}(\mathbb{R})).
\]
Proof. Since the equations (A.4.1) are invariant by translation in time, we can assume without loss of generality that $T_0 = 0$.

The proof is based on the analysis in Chapter 2 and the following observations:

- If $(\eta, \psi)$ solves (A.4.1), then the functions $\eta_\lambda$ and $\psi_\lambda$ defined by
  \begin{align}
  \eta_\lambda(t, x) &= \lambda^{-2} \eta(\lambda t, \lambda^2 x), \\
  \psi_\lambda(t, x) &= \lambda^{-3} \psi(\lambda t, \lambda^2 x) \quad (\lambda > 0)
  \end{align}

  are also solutions of (A.4.1).
- For any function $C^1$ function $u$, there holds
  \begin{align}
  Zu(t, x) &= \frac{d}{d\lambda} u(\lambda t, \lambda^2 x) \bigg|_{\lambda=1}.
  \end{align}

- A bootstrap argument: It is sufficient to prove that there exists $T > 0$, depending only on $M_s$ defined by
  \begin{align}
  M_s := \sup_{t \in [0, T_1]} \left[ \|\eta(t)\|_{H^s} + \|D_x^{\frac{3}{2}} \psi(t)\|_{H^{s-\frac{1}{2}}} + \|D_x^{\frac{3}{2}} \omega(t)\|_{H^s} \right],
  \end{align}

  such that
  \begin{align}
  \eta \in C^0([0, T]; H^{s-1}(\mathbb{R})), \quad \psi \in C^0([0, T]; \dot{H}^{\frac{s}{2}-\frac{3}{2}}(\mathbb{R})), \\
  \psi(T - B(\eta)) \psi(\eta) \in C^0([0, T]; \dot{H}^{\frac{s}{2}-s+1}(\mathbb{R})).
  \end{align}

Let us explain why it is sufficient to prove (A.4.13). Using the equations satisfied by $\eta$, $\psi$ and $\psi - T_{B(\eta)} \psi(\eta)$ (see (A.4.1) and the second equation of (A.4.19)) it is easily seen that

\begin{align}
\partial_t \eta \in C^0([0, T_1]; H^{s-1}(\mathbb{R})), \quad \partial_t \psi \in C^0([0, T_1]; \dot{H}^{\frac{s}{2}-\frac{3}{2}}(\mathbb{R})), \\
\partial_t \psi - T_B(\eta(\psi)) \in C^0([0, T_1]; \dot{H}^{\frac{s}{2}-s+1}(\mathbb{R})),
\end{align}

(and hence the same result holds with $\partial_t$ replaced by $t\partial_t$). Since $x \partial_x = \frac{1}{2}(Z - t\partial_t)$, it follows from (A.4.13) and (A.4.14) (evaluated at time $T$) that

\begin{align}
(x \partial_x)\eta(T) \in H^{s-1}(\mathbb{R}), \quad (x \partial_x)\psi(T) \in \dot{H}^{\frac{s}{2}-s+\frac{3}{2}}(\mathbb{R}), \\
(x \partial_x)(\psi(T) - T_{B(\eta(T))} \psi(T)) \eta(T) \in \dot{H}^{\frac{s}{2}-s-1}(\mathbb{R}).
\end{align}

Since the system (A.4.1) is invariant by translation in time, this means that we can apply the previous result with initial data at time $T$ instead of 0. This yields that (A.4.13) remains true when $[0, T]$ is replaced by $[0, \min(2T, T_1)]$. Iterating this reasoning, we obtain (A.4.9).
We begin the proof by fixing some notations and explaining its strategy.

**Notations**

Recall that, given two functions $\eta$ and $\psi$ we use the notations

\[
B = \frac{G(\eta)\psi + (\partial_x \eta)\partial_x \psi}{1 + (\partial_x \eta)^2}, \quad V = \partial_x \psi - B\partial_x \eta, \quad \omega = \psi - TB\eta.
\]

Also we define

\[
F(\eta)\psi = G(\eta)\psi - |D_x|\omega + \partial_x (TV\eta),
\]

and (recalling that $a$ is a positive function by assumption)

\[
a = \frac{1}{1 + (\partial_x \eta)^2} \left( 1 + V\partial_x B - B\partial_x V - \frac{1}{2}G(\eta)V^2 - \frac{1}{2}G(\eta)B^2 - G(\eta)\eta \right),
\]

\[
\alpha = \sqrt{a} - 1.
\]

Then, it follows from the proof of Proposition 3.1.8 that, with the notations

\[
u = \left( \frac{\eta}{|D_x|^\frac{1}{2}} \psi \right), \quad U = \left( \frac{(Id + T_\alpha)\eta}{|D_x|^\frac{1}{2}} \omega \right),
\]

one has

\[
\begin{cases}
\partial_t U^1 + TV\partial_x U^1 - (Id + T_\alpha)|D_x|^\frac{1}{2}U^2 = F^1, \\
\partial_t U^2 + |D_x|^\frac{1}{2}TV|\xi|^{-1/2}\partial_x U^2 + |D_x|^\frac{1}{2}((Id + T_\alpha)U^1) = F^2,
\end{cases}
\]

where

\[
F^1 := (Id + T_\alpha)(F(\eta)\psi - T_\partial_x V\eta) + \left\{ T_{\partial_x \alpha} + TVT_{\partial_x \alpha} + [TV,T_\alpha]\right\} \eta,
\]

and

\[
F^2 = |D_x|^\frac{1}{2} (T_\alpha T_\alpha - T_\alpha^2)\eta \\
+ |D_x|^\frac{1}{2} (TVT_{\partial_x \eta} - TVT_{\partial_x \eta})B \\
+ |D_x|^\frac{1}{2} (TV\partial_x B - TV\partial_x B)\eta \\
+ \frac{1}{2} |D_x|^\frac{1}{2} R_B(B,B) - \frac{1}{2} |D_x|^\frac{1}{2} R_B(V,V) \\
+ |D_x|^\frac{1}{2} TVR_B(B,\partial_x \eta) - |D_x|^\frac{1}{2} R_B(B,V \partial_x \eta).
\]

Notice that we write here the source terms as $F^1, F^2$ instead of $F, F'$ as we wrote in the proof of Proposition 3.1.8. This is in order to avoid confusion with $F$ which is used later on as a compact notation for $F(\eta)\psi$. 
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Strategy of the proof

Consider \( \lambda \) in \([1/2, 3/2]\). We define \((\eta_\lambda, \psi_\lambda)\) by (A.4.10) and denote by \(B_\lambda, V_\lambda, \omega_\lambda, U_\lambda, a_\lambda, \alpha_\lambda, f_\lambda\) the functions obtained by replacing \((\eta, \psi)\) by \((\eta_\lambda, \psi_\lambda)\) in the previous expressions. These functions are defined for \(t\) less than \(T_1/\lambda \leq 2T_1/3\).

The remark (A.4.11) implies that, when \(\lambda\) tends to 1, 
\[
\frac{\eta_\lambda - \eta}{\lambda - 1}, \quad \frac{\psi_\lambda - \psi}{\lambda - 1}, \quad \frac{\omega_\lambda - \omega}{\lambda - 1}
\]
converges to \(Z\eta, Z\psi, Z\omega\), respectively, in the sense of distributions. To prove the wanted result, we have to prove a uniform estimate for these quantities. Moreover, by using the bootstrap argument explained above, it is sufficient to prove an uniform estimate on some time interval \([0, T]\) with \(T > 0\) possibly small. Given \(T\) in \([0, 2T_1/3]\), we define
\[
M_\lambda(T) := \sup_{t\in[0, T]} \left[ \|\eta_\lambda(t) - \eta(t)\|_{H^{s-1}} + \|D_x^{1/2} (\psi_\lambda(t) - \psi(t))\|_{H^{s-2}} + \|D_x^{1/2} (\omega_\lambda(t) - \omega(t))\|_{H^{s-1}} \right].
\]

Our goal is to prove that there exist two constants \(C > 0\) and \(T > 0\), depending only on \(M_s\) as defined by (A.4.12), such that
\[
M_\lambda(T) \leq C |\lambda - 1|.
\]

Notice that assumption (A.4.8) implies that, at time 0,
\[
M_\lambda(0) = O(|\lambda - 1|).
\]

Hereafter, we denote by \(C\) various constants depending only on \(M_s\), whose values may vary from places to places.

To prove (A.4.21), we shall prove three inequalities. The key step is to prove that there exists \(C\) depending only on \(M_s\) such that, for any \(T\) in \([0, 2T_1/3]\),
\[
\|U_\lambda - U\|_{L^\infty([0, T]; H^{s-1}(\mathbb{R}))} \leq C e^{TC} (|\lambda - 1| + TM_\lambda(T)).
\]

We shall also prove that one can control a lower order norm. Namely, given \(T\) in \([0, 2T_1/3]\), one introduces
\[
m_\lambda(T) := \sup_{t\in[0, T]} \left[ \|\eta_\lambda(t) - \eta(t)\|_{H^{s-2}} + \|D_x^{1/2} (\psi_\lambda(t) - \psi(t))\|_{H^{s-2}} \right].
\]

We shall prove that, for any \(T\) in \([0, 2T_1/3]\),
\[
m_\lambda(T) \leq C e^{TC} (|\lambda - 1| + TM_\lambda(T))
\]
and

\[(A.4.26) \quad M_\lambda(T) \leq Cm_\lambda(T) + C \|U_\lambda - U\|_{L^\infty([0,T];H^{s-1}(\mathbb{R}))}.\]

Consequently, by combining these inequalities, we obtain that there exists \( C > 0 \) depending only on \( M_s \) such that, for any \( T \) in \([0,2T_1/3]\),

\[(A.4.27) \quad M_\lambda(T) \leq Ce^{TC}(|\lambda - 1| + TM_\lambda(T)).\]

Then, there exists \( T > 0 \), depending on \( M_s \), such that \( M_\lambda(T) \leq 2Ce^{C|\lambda - 1|} \) and hence \( M_\lambda(T) \leq 2Ce^{C|\lambda - 1|} \).

To prove \((A.4.23)\), we form an equation for \( U_\lambda - U \) and estimate its \( H^{s-1} \)-norm. Write the equations \((A.4.19)\) under the form

\[(A.4.28) \quad L(V,\alpha)U = F.\]

Since \((\eta_\lambda,\psi_\lambda)\) solves \((A.4.1)\), we have

\[(A.4.29) \quad L(V_\lambda,\alpha_\lambda)U_\lambda = F_\lambda.\]

It follows from \((A.4.28)\) and \((A.4.29)\) that

\[(A.4.30) \quad L(V_\lambda,\alpha_\lambda)(U_\lambda - U) = F_\lambda - F - (L(V_\lambda,\alpha_\lambda) - L(V,\alpha))U.\]

The proof is then in four steps. Firstly, we state an energy estimate for the equation \((A.4.30)\). Secondly, we prove various estimates for \( A(\eta_\lambda)\psi_\lambda - A(\eta)\psi \) where \( A(\eta) \) denotes either \( G(\eta), F(\eta), \ldots \) This allows us to estimate the \( L^\infty([0,T];H^{s-1}) \)-norm of the right-hand side of \((A.4.30)\). Thirdly, we estimate the \( L^\infty([0,T];H^{s-1}) \)-norm of \( U_\lambda - U \). Then we conclude the proof.

**Step 1: Energy estimate**

Here we state and prove an energy estimates for the equation \((A.4.30)\).

**Lemma A.4.3.** Let \( \mu \) in \( \mathbb{R} \). Given \( 0 < T \), consider two real valued functions \( \tilde{V} \) and \( \tilde{\alpha} \) such that \( \tilde{V} \) belongs to \( C^0([0,T];C^1(\mathbb{R})) \) and \( \tilde{\alpha} \) belongs to \( C^0([0,T];C^2_2(\mathbb{R})) \). Assume that \( \tilde{U} \in C^0([0,T];H^{s}(\mathbb{R})) \) and \( \tilde{F} \in L^1([0,T];H^{s}(\mathbb{R})) \) are real-valued and satisfy \( L(\tilde{V},\tilde{\alpha})\tilde{U} = \tilde{F} \). Then

\[(A.4.31) \quad \|\tilde{U}(t)\|_{H^{s}} \leq e^{tA(t)} \left(\|\tilde{U}(0)\|_{H^{s}} + \|\tilde{F}\|_{L^1([0,T];H^{s}(\mathbb{R}))}\right),\]

where

\[(A.4.32) \quad A(t) := \sup_{t' \in [0,t]} \left[\|\tilde{V}(t')\|_{C^1} + \|\tilde{\alpha}(t')\|_{C^2_2}\right].\]
Proof. Write
\[
\langle T_{\tilde{V}} \partial_x \tilde{U}^1, \tilde{U}^1 \rangle_{H^{\mu} \times H^{\mu}} = \frac{1}{2} \langle (T_{\tilde{V}} \partial_x + (T_{\tilde{V}} \partial_x)^*) \tilde{U}^1, \tilde{U}^1 \rangle_{H^{\mu} \times H^{\mu}}.
\]
Since \( \tilde{V} \) is real-valued and \( C^1 \) in \( x \), (A.1.9) implies that
\[
\| T_{\tilde{V}} \partial_x + (T_{\tilde{V}} \partial_x)^* \|_{\mathcal{L}(H^{\mu}, H^{\mu})} \lesssim \| \tilde{V} \|_{C^1},
\]
and hence
\[
(A.4.33) \quad \| \langle T_{\tilde{V}} \partial_x \tilde{U}^1, \tilde{U}^1 \rangle_{H^{\mu} \times H^{\mu}} \| \lesssim \| \tilde{V} \|_{C^1} \| \tilde{U} \|_{H^{\mu}}^2.
\]
Similarly, writing
\[
|D_x|^\frac{1}{2} T_{\tilde{V}[\xi]}^{-1/2} \partial_x = T_{\tilde{V}} \partial_x + \left[ |D_x|^\frac{1}{2} T_{\tilde{V}[\xi]}^{-1/2} \partial_x \right]
\]
and estimating the \( \mathcal{L}(H^{\mu}, H^{\mu}) \)-norm of the commutator by means of (A.1.8) applied with \( \rho = 1 \), we find that
\[
(A.4.34) \quad \| \langle |D_x|^\frac{1}{2} T_{\tilde{V}[\xi]}^{-1/2} \partial_x \tilde{U}^2, \tilde{U}^2 \rangle_{H^{\mu} \times H^{\mu}} \| \lesssim \| \tilde{V} \|_{C^1} \| \tilde{U} \|_{H^{\mu}}^2.
\]
Also, using (A.1.9) with \( \rho = 1/2 \) to estimate the \( \mathcal{L}(H^{\mu - \frac{1}{2}}, H^{\mu}) \)-norm of \( T_{\tilde{\alpha}} - (T_{\tilde{\alpha}})^* \), we obtain that
\[
(A.4.35) \quad \| \langle |D_x|^\frac{1}{2} (Id + T_{\tilde{\alpha}}) \tilde{U}^1, \tilde{U}^2 \rangle_{H^{\mu} \times H^{\mu}} - \langle (Id + T_{\tilde{\alpha}}) |D_x|^\frac{1}{2} U^2, \tilde{U}^1 \rangle_{H^{\mu} \times H^{\mu}} \| \lesssim \| \tilde{\alpha} \|_{C^\frac{1}{2}} \| \tilde{U} \|_{H^{\mu}}^2.
\]
By classical arguments, one can further assume that \( \tilde{U} \) is \( C^1 \) in time with values in \( H^{\mu} \), so that the time derivative of \( \| \tilde{U} \|_{H^{\mu}}^2 \) is given by \( 2 \langle \partial_t \tilde{U}, \tilde{U} \rangle_{H^{\mu} \times H^{\mu}} \). Then, by combining the previous estimates we find that
\[
\frac{d}{dt} \| \tilde{U} \|_{H^{\mu}}^2 \lesssim \left( \| \tilde{V} \|_{C^1} + \| \tilde{\alpha} \|_{C^\frac{1}{2}} \right) \| \tilde{U} \|_{H^{\mu}}^2 + \| \tilde{\mathcal{I}} \|_{H^{\mu}} \| \tilde{U} \|_{H^{\mu}},
\]
which yields the desired result. \( \square \)

**Step 2: Estimates for the differences**

**Lemma A.4.4.** Consider \( s > 4 + \frac{1}{2} \), \( \eta_1, \eta_2 \) in \( H^s(\mathbb{R}) \) and \( \psi \in \dot{H}^{s, s - \frac{1}{2}}(\mathbb{R}) \). Set
\[
(A.4.36) \quad M = \| \eta_1 \|_{H^s} + \| \eta_2 \|_{H^s} + \| |D_x|^\frac{1}{2} \psi \|_{H^{s - \frac{1}{2}}}.
\]
There exists a constant \( C \) depending only on \( M \) such that
\[
(A.4.37) \quad \| G(\eta_2) \psi - G(\eta_1) \psi \|_{H^{s - 2}} \leq C \| \eta_2 - \eta_1 \|_{H^{s - 1}},
\]
\[
(A.4.38) \quad \| B(\eta_2) \psi - B(\eta_1) \psi \|_{H^{s - 2}} \leq C \| \eta_2 - \eta_1 \|_{H^{s - 1}},
\]
\[
(A.4.39) \quad \| V(\eta_2) \psi - V(\eta_1) \psi \|_{H^{s - 2}} \leq C \| \eta_2 - \eta_1 \|_{H^{s - 1}},
\]
\[
(A.4.40) \quad \| F(\eta_2) \psi - F(\eta_1) \psi \|_{H^{s - 1}} \leq C \| \eta_2 - \eta_1 \|_{H^{s - 1}}.
\]
Proof. For \( y \) in \([0,1] \), introduce

\[
\begin{align*}
g(y) &= G(\eta_1 + y(\eta_2 - \eta_1))\psi, \\
v(y) &= V(\eta_1 + y(\eta_2 - \eta_1))\psi, \\
b(y) &= B(\eta_1 + y(\eta_2 - \eta_1))\psi, \\
f(y) &= F(\eta_1 + y(\eta_2 - \eta_1))\psi.
\end{align*}
\]

To prove (A.4.37), (A.4.38), and (A.4.39), we have to estimate the \( H^{s-2} \)-norm of \( g(1) - g(0) \), \( b(1) - b(0) \), and \( v(1) - v(0) \). To do so, if \( \varphi \) denotes either \( g, b \) or \( v \), we write

\[
\tag{A.4.41}
\|\varphi(1) - \varphi(0)\|_{H^{s-2}} \leq \int_0^1 \|\varphi'(y)\|_{H^{s-2}} \, dy.
\]

We shall prove that, for any fixed \( y \) in \([0,1] \), \( \|\varphi'(y)\|_{H^{s-2}} \leq C \|\eta_1 - \eta_2\|_{H^{s-1}} \) for some constant \( C \) depending only on \( M \) defined by (A.4.36). Similarly, to prove (A.4.40), we shall prove that \( \|f'(y)\|_{H^{s-1}} \leq C \|\eta_1 - \eta_2\|_{H^{s-1}} \) for some constant \( C \) depending only on \( M \).

Let us prove (A.4.37). Fix \( y \) in \([0,1] \) and set

\[
\eta(y) = \eta_1 + y(\eta_2 - \eta_1), \quad \dot{\eta} = \eta'(y) = \eta_2 - \eta_1.
\]

We use the property, proved by Lannes [32], that one has an explicit expression of the derivative of \( G(\eta)\psi \) with respect to \( \eta \). As in (2.6.8), one has

\[
\tag{A.4.42}
g'(y) = -G(\eta(y))[\dot{\eta}b(y)] - \partial_x[\dot{\eta}v(y)].
\]

In this proof, we denote by \( C \) various constants depending only on \( M \) defined by (A.4.36) (and independent of \( y \in [0,1] \)). With this notation, it follows from (2.1.2) and the Sobolev embedding that \( \|b(y)\|_{H^{s-1}} \leq C \|\eta_1 - \eta_2\|_{H^{s-1}} \). Also, it follows from (2.1.2) and the Sobolev embedding that for any \( s > 3 + \frac{1}{2} \), any \( y \) in \([0,1] \) and any \( f \) in \( H^{\frac{1}{2}, s-\frac{1}{2}}(\mathbb{R}) \),

\[
\|G(\eta(y))f\|_{H^{s-1}} \leq C\||D_x|^\frac{1}{2} f\|_{H^{s-\frac{1}{2}}}.
\]

By using this estimate with \( s \) replaced by \( s - 1 \) and \( f \) replaced by \( \dot{\eta}B \), we find that

\[
\|G(\eta(y))\dot{\eta}b(y)\|_{H^{s-2}} \leq C\|\dot{\eta}b(y)\|_{H^{s-1}}.
\]

Since \( H^{s-1}(\mathbb{R}) \) is an algebra, this gives

\[
\|G(\eta(y))\dot{\eta}b(y)\|_{H^{s-2}} \leq C \|b(y)\|_{H^{s-1}} \|\dot{\eta}\|_{H^{s-1}} \leq C\|\dot{\eta}\|_{H^{s-1}}.
\]

On the other hand, using the fact that \( H^{s-1}(\mathbb{R}) \) is an algebra, one has

\[
\|\partial_x[\dot{\eta}v(y)]\|_{H^{s-2}} \leq \|\dot{\eta}\|_{H^{s-1}} \|v(y)\|_{H^{s-1}} \leq C\|\dot{\eta}\|_{H^{s-1}}.
\]

By combining the two previous estimates we conclude that there exists a constant \( C = C(M) \) such that, for any \( y \) in \([0,1] \), one has \( \|g'(y)\|_{H^{s-2}} \leq C\|\dot{\eta}\|_{H^{s-1}} \). Then (A.4.37) follows from (A.4.41).
Since
\[ b(y) = \frac{1}{1 + (\partial_x \eta(y))^2} (g(y) + \partial_x \psi \partial_x \eta(y)), \quad v(y) = \partial_x \psi - b(y) \partial_x \eta(y), \]
and since \( H^{s-2}(\mathbb{R}) \) is an algebra for \( s > 2 + \frac{1}{2} \), the previous estimate for the \( H^{s-2}(\mathbb{R}) \)-norm of \( g'(y) \) easily implies that

\[ \| b'(y) \|_{H^{s-2}} + \| v'(y) \|_{H^{s-1}} \leq C \| \dot{\eta} \|_{H^{s-1}}, \tag{A.4.43} \]

which proves (A.4.38) and (A.4.39) (using (A.4.41)).

Let us prove (A.4.40). We want to prove that \( \| f'(y) \|_{H^{s-1}} \leq C \| \eta_1 - \eta_2 \|_{H^{s-1}} \). Since
\[ f(y) = g(y) - |D_x| (\psi - T_b(y) \eta(y)) + \partial_x (T_{\psi(y)} \eta(y)) \]
it follows from (A.4.42) that
\[ f'(y) = -G(\eta(y)) \left[ \dot{\eta} b(y) \right] - \partial_x \left[ \dot{\eta} v(y) \right] + |D_x| T_b(y) \dot{\eta} + \partial_x T_v(y) \dot{\eta} \]
\[ + |D_x| T_{\psi'(y)} \eta(y) + \partial_x T_{\psi'(y)} \eta(y). \]

Replace \( G(\eta(y)) \) by \( G(\eta(y)) - |D_x| + |D_x| \) in the first term of the right-hand side to obtain
\[ f'(y) = A_1 + A_2 + A_3 \]
with
\[ A_1 = - |D_x| \left[ \dot{\eta} b(y) \right] - \partial_x \left[ \dot{\eta} v(y) \right] + |D_x| T_b(y) \dot{\eta} + \partial_x T_v(y) \dot{\eta}, \]
\[ A_2 = - \left( G(\eta(y)) - |D_x| \right) \left[ \dot{\eta} b(y) \right], \]
\[ A_3 = |D_x| T_{\psi'(y)} \eta(y) + \partial_x T_{\psi'(y)} \eta(y). \]

Let us estimate the \( H^{s-1} \)-norm of \( A_2 \). Since \( s - 3/2 > 3 - 1/2 \), we can apply the estimate (2.5.1) with \( \mu = s \) (and the Sobolev embedding) to obtain that
\[ \| A_2 \|_{H^{s-1}} \leq C \left( \| \eta(y) \|_{H^s} \right) \| |D_x|^{\frac{1}{2}} (\dot{\eta} b(y)) \|_{H^{s-1}}. \]

Now write
\[ \| |D_x|^{\frac{1}{2}} (\dot{\eta} b(y)) \|_{H^{s-1}} \lesssim \| \dot{\eta} \|_{H^{s-1}} \| b(y) \|_{H^{s-1}} \leq C \| \dot{\eta} \|_{H^{s-1}}. \]

This proves that \( \| A_2 \|_{H^{s-1}} \leq C \| \dot{\eta} \|_{H^{s-1}}. \)

Next we estimate the \( H^{s-1} \)-norm of \( A_3 \). It follows from (A.1.12) that
\[ \| A_3 \|_{H^{s-1}} \lesssim \| b'(y) \|_{L^\infty} \| \eta(y) \|_{H^s} + \| v'(y) \|_{L^\infty} \| \eta(y) \|_{H^s}. \]

Since \( s > 5/2 \), the Sobolev embedding implies that
\[ \| A_3 \|_{H^{s-1}} \lesssim \| b'(y) \|_{H^{s-2}} \| \eta(y) \|_{H^s} + \| v'(y) \|_{H^{s-2}} \| \eta(y) \|_{H^s}. \]

So the estimate (A.4.43) for \( \| b'(y) \|_{H^{s-2}} \) and \( \| v'(y) \|_{H^{s-2}} \) imply that \( \| A_3 \|_{H^{s-1}} \leq C \| \dot{\eta} \|_{H^{s-1}}. \)
Finally, it remains to estimate the $H^{s-1}$-norm of $A_1$. Here we cannot estimate the terms separately: we need to exploit some cancellations and follow the proof of Lemma 6.8 in [3]. Firstly, we paralinearize $\eta b(y)$ and $\eta v(y)$ (see (A.1.15)) to obtain that

$$A_1 = - |D_x| (T_\theta b(y)) - |D_x| (R_B(\theta, b(y)))$$
$$- \partial_x (T_\theta v(y)) - \partial_x (R_B(\theta, v(y))).$$

Directly from (A.1.17) and the Sobolev embedding we have

$$\| |D_x| (R_B(\theta, b(y))) \|_{H^{s-1}} \lesssim \| \theta \|_{H^{s-1}} \| b(y) \|_{H^{s-1}} \leq C \| \theta \|_{H^{s-1}},$$
$$\| |D_x| (R_B(\theta, v(y))) \|_{H^{s-1}} \lesssim \| \theta \|_{H^{s-1}} \| v(y) \|_{H^{s-1}} \leq C \| \theta \|_{H^{s-1}}.$$

It remains to estimate the $H^{s-1}$-norm of $\tilde{A}_1 := - |D_x| (T_\theta b(y)) - \partial_x (T_\theta v(y))$. This we now do using the identity $G(\eta(y)) b(y) = -\partial_x v(y)$ (see (A.3.11) or (4.1.7)). Write

$$\tilde{A}_1 = -T_\theta |D_x| b(y) - T_\theta \partial_x v(y) + [T_\theta, |D_x|] b(y) - T_{\partial_x \theta} v(y),$$

and replace $\partial_x v(y)$ by $-G(\eta(y))b(y)$ in the second term, to obtain

$$\tilde{A}_1 = T_\theta (G(\eta(y)) - |D_x|) b(y) + [T_\theta, |D_x|] b(y) - T_{\partial_x \theta} v(y).$$

Using (A.1.12), (2.5.1) and the Sobolev embedding, we have

$$\| T_\theta (G(\eta(y)) - |D_x|) b(y) \|_{H^{s-1}} \lesssim \| \theta \|_{L^\infty} \| (G(\eta(y)) - |D_x|) b(y) \|_{H^{s-1}}$$
$$\lesssim C \| \theta \|_{H^{s-1}} \| b(y) \|_{H^{s-1}} \leq C \| \theta \|_{H^{s-1}}.$$

On the other hand, using (A.1.24) and the Sobolev embedding, we have

$$\| [T_\theta, |D_x|] b(y) \|_{H^{s-1}} \lesssim \| \theta \|_{C^1} \| b(y) \|_{H^{s-1}} \leq C \| \theta \|_{H^{s-1}}.$$

Also, using (A.1.12) and the Sobolev embedding $H^{s-2}(\mathbb{R}) \subset L^\infty(\mathbb{R})$, we have

$$\| T_{\partial_x \theta} v(y) \|_{H^{s-1}} \lesssim \| \theta \|_{H^{s-1}} \| v(y) \|_{H^{s-1}} \leq C \| \theta \|_{H^{s-1}}.$$

This completes the proof of the lemma. \qed

Use the abbreviate notations

$$G = G(\eta)\psi, \quad B = B(\eta)\psi, \quad V = V(\eta)\psi, \quad F = F(\eta)\psi,$$
$$G_\lambda = G(\eta_\lambda)\psi_\lambda, \quad B_\lambda = B(\eta_\lambda)\psi_\lambda, \quad V_\lambda = V(\eta_\lambda)\psi_\lambda, \quad F_\lambda = F(\eta_\lambda)\psi_\lambda.$$
Lemma A.4.5. There exists a constant $C$ depending only on $M_s$ such that for any $\lambda$ in $[1/2, 3/2]$ and any $T$ in $[0, 2T_1/3]$,

\begin{align*}
(A.4.44) \quad & \|G_\lambda - G\|_{L^\infty([0,T];H^{s-2})} \leq CM_\lambda(T), \\
(A.4.45) \quad & \|B_\lambda - B\|_{L^\infty([0,T];H^{s-2})} \leq CM_\lambda(T), \\
(A.4.46) \quad & \|V_\lambda - V\|_{L^\infty([0,T];H^{s-2})} \leq CM_\lambda(T), \\
(A.4.47) \quad & \|F_\lambda - F\|_{L^\infty([0,T];H^{s-1})} \leq CM_\lambda(T), \\
(A.4.48) \quad & \|a_\lambda - a\|_{L^\infty([0,T];H^{s-3})} \leq CM_\lambda(T), \\
(A.4.49) \quad & \|\alpha_\lambda - \alpha\|_{L^\infty([0,T];H^{s-3})} \leq CM_\lambda(T), \\
(A.4.50) \quad & \|\partial_t \alpha_\lambda - \partial_t \alpha\|_{L^\infty([0,T];H^{s-1})} \leq CM_\lambda(T).
\end{align*}

Proof. We shall see that these inequalities hold with $M_\lambda(T)$ replaced by

\begin{align*}
(A.4.51) \quad & \sup_{t \in [0,T]} \left[ \|\eta_\lambda(t) - \eta(t)\|_{H^{s-1}} + \|D_x \left[ \frac{1}{2} (\psi_\lambda(t) - \psi(t)) \right]\right]^{\frac{1}{2}}
\end{align*}

Notice that, since $\psi_\lambda = \lambda^{-3} \psi(\lambda t, \lambda^2 x)$, we have

\begin{align*}
(A.4.52) \quad & \sup_{\lambda \in [\frac{1}{2}, \frac{3}{2}]} \sup_{t \in [0,T]} \left[ \|\eta_\lambda\|_{H^s} + \|D_x \left[ \frac{1}{2} \psi_\lambda(t) \right]\right]^{\frac{1}{2}} \lesssim M_s
\end{align*}

where $M_s$ is defined by (A.4.12).

To prove (A.4.44), we write

\begin{align*}
G_\lambda - G = (G(\eta_\lambda) - G(\eta)) \psi_\lambda + G(\eta) [\psi_\lambda - \psi].
\end{align*}

The estimate (A.4.37) and (A.4.52) imply that

\begin{align*}
\| (G(\eta_\lambda) - G(\eta)) \psi_\lambda \|_{H^{s-2}} \leq C \|\eta_\lambda - \eta\|_{H^{s-1}}.
\end{align*}

On the other hand, the estimate (2.1.2) and the Sobolev embedding imply that

\begin{align*}
\|G(\eta) [\psi_\lambda - \psi] \|_{H^{s-2}} \leq C \|[D_x]^{\frac{1}{2}} (\psi_\lambda - \psi)\|_{H^{s-\frac{3}{2}}}.
\end{align*}

By combining the two previous estimates we obtain (A.4.44).

The proof of (A.4.45), (A.4.46), and (A.4.47) are similar. Now the estimate (A.4.48) follows from similar arguments, the previous estimates and the formula (A.3.9). The estimate (A.4.49) follows from (A.4.48) and the definition of $\alpha = \sqrt{a} - 1$. To prove (A.4.50), one differentiates in time the formula (A.3.9) using the rule (3.1.6) and then one replaces in the expression thus obtained $\partial_t V$ and $\partial_t \eta$ by the expressions given by Lemma A.3.1 (and one replaces $\partial_t B$ by $-V \partial_x B + a - 1$ according to the definition $a = 1 + \partial_t B + V \partial_x B$). \qed
STEP 3: Energy estimates for $U_\lambda - U$

Hereafter, we denote by $C$ various constants depending only on $M_s$ (defined by (A.4.12)), whose values may vary from places to places. With this notation, it follows from (2.1.2), (3.1.8) and the Sobolev embedding that

$$\|V\|_{H^{s-1}} \leq C, \quad \|B\|_{H^{s-1}} \leq C, \quad \|\alpha\|_{C^1} \leq C. \quad (A.4.53)$$

Remembering that

$$\mathcal{L}(V_\lambda, \alpha_\lambda)(U_\lambda - U) = \mathcal{F}_\lambda - \mathcal{F} + (\mathcal{L}(V_\lambda, \alpha_\lambda) - \mathcal{L}(V, \alpha))U, \quad (A.4.54)$$

the wanted estimate (A.4.23) will be obtained by applying Lemma A.4.3 with

$$\tilde{U} = U_\lambda - U, \quad \tilde{V} = V_\lambda, \quad \tilde{\alpha} = \alpha_\lambda, \quad \tilde{\mathcal{F}} = \mathcal{F}_\lambda - \mathcal{F} + (\mathcal{L}(V_\lambda, \alpha_\lambda) - \mathcal{L}(V, \alpha))U. \quad (A.4.55)$$

Since $V_\lambda = \lambda^{-1} V(\lambda t, \lambda^2 x)$ and $\alpha_\lambda = \alpha(\lambda t, \lambda^2 x)$, as can be checked by direct computations, it follows from (A.4.53) and the Sobolev embedding that

$$\sup_{\lambda \in [\frac{1}{2}, \frac{3}{2}]} \|V_\lambda\|_{L^\infty([0, 2T_1/3]; C^1(\mathbb{R}))} \lesssim \|V\|_{L^\infty([0, T_1]; C^1(\mathbb{R}))} \leq C, \quad (A.4.56)$$

$$\sup_{\lambda \in [\frac{1}{2}, \frac{3}{2}]} \|\alpha_\lambda\|_{L^\infty([0, 2T_1/3]; C^{\frac{1}{2}}(\mathbb{R}))} \lesssim \|\alpha\|_{L^\infty([0, T_1]; C^{\frac{1}{2}}(\mathbb{R}))} \leq C. \quad (A.4.57)$$

Similarly, for any $T$ in $[0, 2T_1/3]$, the estimates (A.4.46) and (A.4.49) imply that

$$\sup_{\lambda \in [\frac{1}{2}, \frac{3}{2}]} \|V_\lambda - V\|_{L^\infty([0, T]; L^\infty(\mathbb{R}))} \leq CM_\lambda(T), \quad (A.4.58)$$

$$\sup_{\lambda \in [\frac{1}{2}, \frac{3}{2}]} \|\alpha_\lambda - \alpha\|_{L^\infty([0, T]; L^\infty(\mathbb{R}))} \leq CM_\lambda(T).$$

We use (A.4.56) to control the quantity $A$ defined by (A.4.32). Our next task consists in proving that the source term $\tilde{\mathcal{F}}$ defined by (A.4.55) satisfies

$$\|\tilde{\mathcal{F}}\|_{L^1([0, T]; H^{s-1})} \leq TCM_\lambda(T). \quad (A.4.58)$$

To do so, it is obviously sufficient to prove that $\|\tilde{\mathcal{F}}\|_{L^\infty([0, T]; H^{s-1})} \leq CM_\lambda(T)$. By (A.4.57) and (A.1.12) we have

$$\|\mathcal{L}(V_\lambda, \alpha_\lambda) - \mathcal{L}(V, \alpha)\|_{L^\infty([0, T]; H^{s-1})} \leq CM_\lambda(T).$$

On the other hand, by using the paradifferential rules recalled in Appendix A.1, the estimates proved in Lemma A.4.5 imply that

$$\|\mathcal{F}_\lambda - \mathcal{F}\|_{L^\infty([0, T]; H^{s-1})} \leq CM_\lambda(T).$$
Then we let act a parametrix of $T_M$. So the estimate (A.4.59) follows from

We shall prove (A.4.61). To do so, we shall write

which follows from (A.4.44) that for any $T$ of a smoothing operator acting on

We write that

Using the previous notations, write $\partial_t(\eta_\lambda - \eta) = G_\lambda - G$. By integrating in time this identity, it follows from (A.4.44) that for any $T$ in $[0, 2T_1/3],

So the estimate (A.4.59) follows from $M_\lambda(0) = O(|\lambda - 1|)$ (see (A.4.22)) and the fact that $\|\eta_\lambda(0) - \eta(0)\|_{H^{s-2}}$ is smaller than $M_\lambda(0)$. The estimate (A.4.60) is proved similarly. This proves (A.4.26).

It remains only to prove (A.4.26). By definitions (A.4.20) and (A.4.24), and (A.4.18) we have

and

So to prove (A.4.26), we need only prove that

We shall prove (A.4.61) only. To do so, we shall write $\eta_\lambda - \eta$ in terms of $U_1 - U$ and in terms of a smoothing operator acting on $\eta_\lambda - \eta$. To do so, remembering that $\alpha = \sqrt{\sigma} - 1$, we first write that

Then we let act a parametrix of $T_{\sqrt{\sigma}}$, that is $T_{1/\sqrt{\sigma}}$, to obtain

This completes the proof of (A.4.58) and hence gives the wanted estimate (A.4.23).

STEP 4: End of the proof

It remains only to prove (A.4.25) and (A.4.26).

Let us prove that

(A.4.59)

(A.4.60)

Using the previous notations, write $\eta_\lambda(0) = \partial_0 \eta_\lambda$. By integrating in time this identity, it follows from (A.4.44) that for any $T$ in $[0, 2T_1/3],

So the estimate (A.4.59) follows from $M_\lambda(0) = O(|\lambda - 1|)$ (see (A.4.22)) and the fact that $\|\eta_\lambda(0) - \eta(0)\|_{H^{s-2}}$ is smaller than $M_\lambda(0)$. The estimate (A.4.60) is proved similarly. This proves (A.4.25).

It remains only to prove (A.4.26). By definitions (A.4.20) and (A.4.24), and (A.4.18) we have

(A.4.61)

(A.4.62)

We shall prove (A.4.61) only. To do so, we shall write $\eta_\lambda - \eta$ in terms of $U_1 - U$ and in terms of a smoothing operator acting on $\eta_\lambda - \eta$. To do so, remembering that $\alpha = \sqrt{\sigma} - 1$, we first write that

(A.4.63)

Then we let act a parametrix of $T_{\sqrt{\sigma}}$, that is $T_{1/\sqrt{\sigma}}$, to obtain

$\eta = T_{1/\sqrt{\sigma}} T_{\sqrt{\sigma}} \eta + (I + T_{1/\sqrt{\sigma}} T_{\sqrt{\sigma}}) \eta$.
and hence, using (A.4.63),

\[(A.4.64) \quad \eta = T_{1/\sqrt{a}}(I + T_{\alpha})\eta + T_{1/\sqrt{a}}(T_{1} - I)\eta + (I - T_{1/\sqrt{a}}T_{\sqrt{a}})\eta\]

Remembering that \( U^1 = (I + T_{\alpha})\eta \), this yields \( \eta = KU^1 + R\eta \) where

\[K = T_{1/\sqrt{a}}, \quad R = T_{1/\sqrt{a}}(T_{1} - I) + (I - T_{1/\sqrt{a}}T_{\sqrt{a}})\]

Using obvious notations, one thus writes that

\[
\eta_{\lambda} - \eta = K_{\lambda}[U^{1}_{\lambda} - U^{1}] + R_{\lambda}[\eta_{\lambda} - \eta] + (K_{\lambda} - K)U^{1} + (R_{\lambda} - R)\eta,
\]

and hence

\[
\|\eta_{\lambda} - \eta\|_{H^{s-1}} \leq \|K_{\lambda}\|_{L(H^{s-1}, H^{s-1})} \|U^{1}_{\lambda} - U^{1}\|_{H^{s-1}} + \|R_{\lambda}\|_{L(H^{s-2}, H^{s-1})} \|\eta_{\lambda} - \eta\|_{H^{s-2}} + \|K_{\lambda} - K\|_{L(H^{s-1}, H^{s-1})} \|U^{1}\|_{H^{s-1}} + \|R_{\lambda} - R\|_{L(H^{s-1}, H^{s-1})} \|\eta\|_{H^{s-1}}.
\]

Notice that

\[
\|U^{1}\|_{H^{s-1}} \leq C, \quad \|\eta\|_{H^{s-1}} \leq C, \quad \|\eta_{\lambda} - \eta\|_{H^{s-2}} \leq m_{\lambda}.
\]

Also, using (A.1.12) and (A.1.14) applied with \( \rho = 1 \), we easily check that

\[
\|K_{\lambda}\|_{L(H^{s-1}, H^{s-1})} \leq C, \quad \|R_{\lambda}\|_{L(H^{s-2}, H^{s-1})} \leq C,
\]

where one used again that \( \sqrt{a_{\lambda}} \) and \( 1/\sqrt{a_{\lambda}} \) are uniformly bounded in \( L^{\infty}([0, (2/3)T_{1}]; C^{1}(\mathbb{R})) \) with respect to \( \lambda \in [1/2, 3/2] \).

Finally, to estimate \( \|K_{\lambda} - K\|_{L(H^{s-1}, H^{s-1})} \) and \( \|R_{\lambda} - R\|_{L(H^{s-1}, H^{s-1})} \) we apply (A.4.48) with \( s \) replaced by \( s - 1 \), to obtain

\[
\|a_{\lambda} - a\|_{L^{\infty}([0, T]; L^{\infty})} \lesssim \|a_{\lambda} - a\|_{L^{\infty}([0, T]; H^{s-1})} \leq Cm_{\lambda}(T).
\]

Indeed, as mentioned in the proof of Lemma A.4.5, the estimate (A.4.48) remains true when \( M_{\lambda}(T) \) is replaced by (A.4.51).

We conclude this appendix by proving a technical result. Consider two functions \( \eta \) and \( \psi \) and use the notations recalled above (see (A.4.15) and (A.4.17)) for \( V \) and \( \alpha \). We consider the operator \( C \) defined by

\[
C(\eta, \psi)U = \left( T_{V - \partial_{\xi}\psi}\partial_{\xi}U^{1} - T_{\alpha + 1/2}\partial_{x}|\partial_{\xi}|^{1/2}U^{2} \right) \left( |D_{x}|^{1/2}T_{V - \partial_{\xi}\psi}|\xi|^{-1/2}\partial_{x}U^{2} + |D_{x}|^{1/2}\partial_{\xi}\partial_{\xi}\partial_{x}|\eta|^{1/2}U^{1} \right).
\]

The operator \( C \) is of order 1. The following result states that its real part is of order 0 with tame estimates for its operator norm.
Lemma A.4.6. Consider $\varrho \in [4, +\infty[$ and $\mu \in \mathbb{R}$. For any $(\eta, \psi) \in C^0 \times C^{\frac{1}{2}, 0}$ such that $(\eta, \psi)$ belongs to the set $\mathcal{E}_\gamma$ introduced after the statement of Proposition 1.1.6, and for any $U = (U^1, U^2)$ in $H^{\mu+1}(\mathbb{R}) \times H^{\mu+1}(\mathbb{R})$, there holds

$$
(A.4.65) \quad \left| \Re(C(\eta, \psi)U, U)_{H^{\mu} \times H^{\mu}} \right| \leq K \left( \|\eta\|_{C^0} + \|D_x^{\frac{1}{2}} \psi\|_{C^0} \right) \|U\|_{H^{\mu}}^2.
$$

for some constant $K$ depending only on $\|\eta\|_{C^0} + \|D_x^{\frac{1}{2}} \psi\|_{C^0}$.

Proof. Set $\tilde{V} = V - \partial_x \psi$ and $\tilde{\alpha} = \alpha + \frac{1}{2} |D_x| \eta$. It follows from (A.4.33), (A.4.34), and (A.4.35) that

$$
\left| \Re(C(\eta, \psi)U, U)_{H^{\mu} \times H^{\mu}} \right| \leq \left( \|\tilde{V}\|_{C^1} + \|\tilde{\alpha}\|_{C^{\frac{1}{2}}} \right) \|U\|_{H^{\mu}}^2.
$$

So to prove (A.4.65) we need only prove that

$$
\|\tilde{V}\|_{C^1} + \|\tilde{\alpha}\|_{C^{\frac{1}{2}}} \leq K(N_{\varrho})N_{\varrho}^2 \quad \text{where} \quad N_{\varrho} := \|\eta\|_{C^0} + \|D_x^{\frac{1}{2}} \psi\|_{C^0}^2.
$$

Recall (cf (2.0.4)) that

$$
(A.4.66) \quad \|B\|_{C^{\varrho-1}} + \|V\|_{C^{\varrho-1}} \leq K(N_{\varrho})N_{\varrho}.
$$

Since $V - \partial_x \psi = B\partial_x \eta$ the wanted estimate for $V - \partial_x \psi$ follows from the previous inequality and the fact that $C^1(\mathbb{R})$ is an algebra.

Also, using (A.4.66) and applying (2.0.4) with $\psi$ replaced by $B^2$ or $V^2$, there holds

$$
\|G(\eta)B^2\|_{C^{\varrho-1}} + \|G(\eta)V^2\|_{C^{\varrho-1}} \leq K(N_{\varrho})N_{\varrho}^2.
$$

It thus follows from the identity (3.1.7) for $a$ that

$$
\|a - 1 + G(\eta)\eta\|_{C^1} \leq C(N_{\varrho})N_{\varrho}^2.
$$

Now recall from (2.6.12) that, for any $\gamma > 3$, there holds

$$
\|G(\eta)\psi - |D_x| \psi\|_{C^{\gamma-2}} \leq C(\|\eta\|_{C^\gamma}) \|\eta\|_{C^\gamma} \|D_x^{\frac{1}{2}} \psi\|_{C^{\gamma-\frac{1}{2}}}.
$$

By using this estimate with $\eta = \psi$ we conclude that

$$
\|a - 1 + |D_x| \eta\|_{C^1} \leq C(N_{\varrho})N_{\varrho}^2.
$$

So the wanted estimate for $\alpha + \frac{1}{2} |D_x| \eta$ follows from the definition of $\alpha = \sqrt{a} - 1$. \qed
Bibliography


Thomas Alazard
Département de Mathématiques et Applications
École normale supérieure et CNRS UMR 8553
45 rue d’Ulm
F-75230 Paris, France.

Jean-Marc Delort
Université Paris 13
Sorbonne Paris Cité, LAGA, CNRS (UMR 7539)
99, avenue J.-B. Clément
F-93430 Villetaneuse