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We experimentally study the propagation of microwaves in an artificial honeycomb lattice made of
dielectric resonators. This evanescent propagation is well described by a tight-binding model, very
much like the propagation of electrons in graphene. We measure the density of states, as well as the
wave function associated to each eigenfrequency. By changing the distance between the resonators,
it is possible to modulate the amplitude of next-(next)-nearest-neighbors hopping parameters and
to study their effect on the density of states. The main effect is the density of states becoming
dissymmetric and a shift of the energy of the Dirac points. We study the basic elements: an isolated
resonator, a two-level system and a square lattice. Our observations are in good agreement with
analytical solutions for corresponding infinite lattice.

PACS numbers: 42.70.Qs, 03.65.Nk, 71.20.-b, 73.22.Pr

I. INTRODUCTION

Artificial graphene1 is an emerging field which offers
a playground to investigate physical phenomena related
to massless Dirac fermions in situations hardly reach-
able in genuine graphene. As reported recently,1 many
different low-energy physical systems such as 2D elec-
tron gas,2 ultracold atoms in optical lattice,3,4 molecu-
lar assembly5 and photonic crystals constitute pertinent
candidates.6–13 In such artificial systems, the periodicity
of the lattice induces an energy band structure very sim-
ilar to the one encountered in condensed-matter crystals.
When two sites per unit cell and a triangular symmetry
are considered – i.e. a honeycomb lattice (hc) – coni-
cal singularities, the so-called Dirac points, may emerge
at the corner of the first Brillouin zone in an analogous
manner to what happens in the electronic spectrum of
graphene.14 The key advantage of these systems resides in
the high flexibility and control regarding the lattice prop-
erties. Consequently, numerous phenomena have been re-
cently observed ranging from edge states observation8,12

in regular lattices to topological phase transition of Dirac
points4,10,15 and Landau levels creation5,11 in strained
lattices.

Most of the observations are usually modeled with
tight-binding (TB) theory16,17 and include only the
nearest-neighbors (N1) coupling terms which are the
most dominant ones. While generally ignored, next-to-
nearest-neighbor (N2) and third-nearest-neighbor (N3)
coupling terms are not negligible in graphene.14 For in-
stance, the ratio between N1 and N2 coupling is of the
order of 5% and can be even larger in bilayer or doped
graphene.17,18 Higher-order couplings can shift the Dirac
points or generate dissymmetric band structures14,17–19

and modify the properties of the edge states in both
monolayer ribbons20 and bilayer graphene21. Recent
works have proposed to play on the N3/N1 coupling ratio
to create and move Dirac points.19,22–24

In this paper, we use a photonic artificial graphene,
working in the microwave range, to experimentally probe

the role of high-order coupling terms in the frame of the
TB regime. The N1, N2 and N3 coupling terms can be
varied by changing the lattice constant. When increasing
the coupling terms beyond nearest neighbors, we observe
a modification of the density of states (DOS): the spec-
trum becomes dissymmetric and the energy of the Dirac
point is shifted. However, the salient features of the DOS
– two bands, a vanishing (Dirac) point and two logarith-
mic divergences – remain unchanged.

The paper is organized as follows. To well establish
the tight-binding regime, we first describe, in Sec. II, the
response of the basic elements: (i) an isolated resonator
and (ii) two weakly coupled resonators. Two lattices,
square and honeycomb, composed of a few hundreds of
identical resonators are then considered. In both cases we
present the DOS and the associated eigenstates obtained
through local density of states (LDOS) measurements. In
Sec. III, we emphasize the importance of the higher-order
nearest-neighbors coupling terms. We discuss how these
parameters affect the DOS by comparing experimental
spectra and analytical calculations for infinite structures.
We draw a conclusion in Sec. IV.

II. MICROWAVE NEAREST-NEIGHBORS
TIGHT-BINDING ANALOGUE

A. Experimental setup

Fig. 1(a) presents a sketch of the typical experimental
setup.8,25 Two metallic plates, separated by 17 mm, con-
stitute the electromagnetic (EM) cavity. A set of iden-
tical cylindrical resonators is placed in between. Each
resonator has a radius rD = 4 mm, a height of 5 mm and
a high permittivity ε = 36 (i.e. refractive index n = 6).
Fig. 1(b) shows a picture of such a structure (note that
the top plate has been removed). A single loop antenna
[see Fig. 1(c)] goes through the top plate. The geometry
of the system allows to excite only the lowest TE mode
inside the resonators. Typically, the cut-off frequencies
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FIG. 1. (Color online) Typical experimental setup used to
realize a tight-binding microwave analogue. (a) Sketch of the
setup. A dielectric lattice structure is inserted in between two
metallic plates. A loop antenna crossing the top plate (inset)
and connected to a vectorial network analyzer is used to gen-
erate and collect the microwave signal. A scanning system
allows to move the top plate. (b) Picture of the dielectric
structure (top plate removed). (c) Picture of the loop an-
tenna.

are about 5 GHz inside the dielectric resonator and 10
GHz outside. The evanescent field in the air ensures a
weak coupling regime between resonators.8 The different
couplings will be carefully analyzed in the following two
sections. The microwave signal is generated and collected
using a standard vectorial network analyzer providing
the scattering matrix S. The measured quantity is, in
our case, the reflected signal S11. Note that the bottom
plate is fixed while the top plate is movable. Thus, it
is worth mentioning that, compared to our previous ex-
perimental setup,8,25 this configuration allows for a full
scan of the EM field all over the structure. As we will
see, this setup allows us to have access to both the DOS
(i.e. eigenfrequencies) and the associated eigenstates.

B. The basic element: an isolated resonator

Due to Mie resonance,26 the reflected signal of an
isolated resonator exhibits a peak centered at ν0 =
6.65 GHz. In the ideal case, where the two plates are
in contact with the disc, the system has a cylindrical
symmetry, thus allowing to separate the z and radial co-
ordinates. Here we concentrate on the TE mode, where
the wavefunction Ψ0 corresponds to the z-component of
the magnetic field at ν0 as:8 Bz(r, z) = B0 sin

(
π
hz
)

Ψ0(r)
with

Ψ0(r) =

{
J0(γjr) if r < rD,

αK0(γkr) if r > rD,
(1)

5 mm

(b)(a)

FIG. 2. (Color online) Isolated resonator response. (a)
Normalized experimental wave function intensity |Ψ0|2 at the
frequency ν0 = 6.65 GHz. (b) Profile of |Ψ0| corresponding
to the dashed line in (a). The gray zone is the disc position.
Red curve: Fit from equation (2) with γj = 0.3341 mm−1,
γk,1 = 0.1215 mm−1, γk,2 = 0.3423 mm−1, and γk,3 = 0.5366
mm−1 and α1 = −0.1370, α2 = 5.3816, and α3 = −6.6585.

where Ψ0(0) = 1. J0 and K0 are Bessel functions,
r is the distance from the center of the disc, γj =√(

2πν0n
c

)2 − (πh)2, and γk =

√(
π
h

)2 − ( 2πν0
c

)2
. In our

case, the upper plate has a non-negligible distance to the
disc, so that the cylindrical symmetry is lost. Due to the
three-dimensionality, the field inside the disc can excite
several evanescent TE modes outside. Their correspond-

ing wavenumber is given by γk,m =

√(
mπ
h

)2 − ( 2πν0
c

)2
.

Finally, we assume the following:

Bz(r, z) ≈ B0Ψ0(r, z)

=

f(z)J0(γjr) if r < rD,∑
m

α′m sin
(mπ
h
z
)
K0(γk,mr) if r > rD.

(2)

h = 17 mm is the spacing between the two metallic
plates. f(z) describes the z dependence of the mag-
netic field and verifies the boundary conditions f(0) =
f(h) = 0. It takes into account the fact that h is
larger than the disc height (5 mm). γj is now defined
via the function f . γk,m is calculated using h and the
measured eigenfrequency of the disc ν0. The loop an-
tenna is sitting at a fixed height z0 and for simplicity
we include the z-dependence and the normalization in
αm = α′m sin

(
mπ
h z0

)
/f(z0). The coefficients are ob-

tained by a fitting procedure including continuity con-
ditions.

As detailed in the appendix A, |Ψ0(r1)| is related to
the reflection signal S11(ν) (r1 denoting the position of
the antenna) through a Breit-Wigner function, at the
vicinity of the resonance ν0, as follows:

S11(ν) = 1− iσ
|Ψ0(r1)|2

ν − ν0 + iΓ
(3)

where σ is a coupling term slowly varying with the
frequency and Γ takes into account the losses in the
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FIG. 3. (Color online). (a) Two-discs response. Frequency
splitting, ∆ν = νs−νa for d = 11 mm and 13 mm (resp. blue
and red curves). The dashed line corresponds to the isolated
resonance ν0. (b) Coupling strength obtained from the ex-
periments (see text for details). If not represented, the error
bars are smaller than the symbol size. (c)-(d). Eigenfunction
intensity |Ψ(r)|2 at ν = νa (anti-symmetric) (c) and ν = νs
(symmetric) (d). Left panels in (c) and (d): Experimental
wave functions for d = 11 mm (top) and 13 mm (bottom).
Right panels in (c) and (d): Linear superposition of isolated
wave functions spaced by d = 11 mm (top) and 13 mm (bot-
tom).

cavity. Therefore, by fitting the resonance with a
Lorentzian shape, one has access to the wavefunction
|Ψ0| up to a factor

√
σ. Fig. 2(a) shows the intensity

|Ψ0(r)|2 where Ψ0 is normalized such that Ψ0(0) = 1.
Fig. 2(b) corresponds to the profile |Ψ0| measured along
the x axis [dashed line in Fig. 2(a)]. We observe that
the energy is mostly confined within the disc (delimited
by the gray zone) and spreads out evanescently. The fit
obtained using three evanescent modes is shown as a red
solid line in Fig. 2(b). The fit parameters are indicated
in the figure caption. Have in mind that the loop
antenna is not a point-like antenna. It is integrating over
a small surface therefore leading to effective parameters
γj and αm. This description corresponds to an artificial
atomic orbital such as the pz-orbital of carbon atoms in
graphene for instance.

C. Two-disc system

When two identical resonators are close to each other
by a distance less than a few diameters, the evanescent
nature of the excited mode outside the dielectric medium
leads to a coupling illustrated by a symmetric frequency
splitting: νa = ν0−∆ν/2, νs = ν0 +∆ν/2 [see Fig. 3(a)].
This splitting is nothing else than twice the N1 coupling
strength |t1| and depends on the separation d. There-
fore, the systematic measurement of ∆ν for various d
allows to obtain |t1(d)| (Fig. 3(a) actually presents two
cases for d = 11mm and 13 mm).8,25 The gray diamonds
in Fig. 3(b) show extracted |t1| for few more d. It is
worth noting that the couplings obtained in a benzene-
like system (i.e. six-discs with hexagonal arrangement)
are similar (red circles). As described in Sec. III, the val-
ues obtained with the square and the hc lattices (green
squares and blue circles, respectively) are also consistent.
For both frequencies νa and νs [resp. Fig. 3(c) and (d),
left panels] and for d = 11 mm and 13 mm (resp. top
and bottom panels), we measure the wavefunction inten-
sity |Ψ(ri)|2 (left panels). It is noticeable that in this
experimental setup, the state with lowest frequency cor-
responds to an antisymmetric configuration for the mag-
netic field [Fig. 3(c)]. Meanwhile the electric field config-
uration is symmetric. The two-disc system can be viewed
as two weakly coupled isolated resonators, as illustrated
in the right panels of Fig. 3(c) and (d) where are plotted
the difference (anti-symmetric) and the sum (symmetric)
of two identical isolated eigenfunctions [Fig. 2(b)] associ-
ated to each resonator.

D. Local density of states and wavefunctions

Square lattice

Knowing the basic element characteristics, we can now
consider larger structures and build a lattice (here with
225 resonators). In this subsection, we first give the ex-
perimental details to obtain the LDOS (i.e. eigenvalues
for each site positions r) and the associated wavefunc-
tions (i.e. eigenstates) in the case of a square lattice with
disc separation d = 13 mm. As discussed in the ap-
pendix A, we work with a quantity directly related to the
LDOS, namely the g function. For the sake of simplic-
ity, we always refer hereafter to the LDOS. The Fig. 4(a)
shows the LDOS measured for all the site positions r.
Each color (from deep blue to red) corresponds to a posi-
tion (resp. bottom to top, see the inset). At given eigen-
frequencies (e.g. ν1, ν2 and ν3), the LDOS magnitudes
associated to each position r (i.e. to each color) can be
picked up, as illustrated in Fig. 4(b). The visualization of
the wavefunction distribution associated to each eigenfre-
quency thus becomes accessible. Figs. 4(c)–(k) displays
the experimental wavefunction intensities corresponding
to various eigenfrequencies ranging from 6.7560 GHz (k)
to 6.8129 GHz (c). Fig. 4(c), (d) and (e) corresponds to
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FIG. 4. (Color online) LDOS and wavefunctions for the square lattice with d = 13mm spacing. (a) g functions – quantities
related to the LDOS (see appendix A) – measured at all the positions r. Each position is marked with a color ranging from
deep blue to red (inset). (b) Zoom corresponding to the gray zone in (a). (c)–(k) Experimental wavefunction intensities for
various eigenfrequencies ranging from 6.7560 GHz (k) to 6.8129 GHz (c). (c), (d) and (e) correspond to ν1, ν2 and ν3 in (b)
respectively. (d) and (e) are nearly degenerated states (see text for details).

ν1, ν2 and ν3 in (b) respectively. For ν1, the mode is
mostly confined into the bulk with an homogeneous dis-
tribution. The global square symmetry is broken for the
eigenstates corresponding to ν2 and ν3. However, when
the two mode intensities are superposed, the symmetry is
restored. Such an observation indicates that these eigen-
states are nearly degenerated (|ν3 − ν2| = 1.1 MHz is
much smaller than the resonance width ∼ 10 MHz) and
should be degenerated if the square symmetry was per-
fect. The degeneracy is lifted by the disorder in the bare
frequency of each resonator which is distributed within
a range of 10 MHz around 6.65 GHz. Figs. 4(f)–(k) de-
pict the eigenstates at lower eigenfrequencies. Although
not presented here, the numerical simulations, performed
by diagonalizing the TB Hamiltonian with an appropri-
ate coupling strength, are in very good accordance with
the experiments. Note that a slight dissymmetry can
be observed in the experimental eigenstates (the modes
seem to be shifted to the bottom-left corner). System-
atic measurements allow us to attribute this behavior to
the anisotropic response of the loop antenna [essentially
due to the straight part perpendicular to the loop, see
Fig. 1(c)]. At this step, we can thus claim that our setup
allows an accurate reconstitution of the tight-binding
model providing both LDOS and eigenstates. The DOS
is simply obtained by averaging the LDOS over all the

position and will be considered in the next section.

Honeycomb lattice

As presented in Fig. 5, we perform similar measure-
ments in the case of a hc lattice. Figs. 5(a)–(h) corre-
spond to a lattice constant d = 12 mm. Here again, the
first mode [Fig. 5(a)] is confined within the bulk, the
two following modes [Fig. 5(b) and (c)] are (nearly) de-
generated. The Fig. 5(d) shows that the global six-fold
symmetry is restored when these two modes are super-
posed. Moreover, we observe that the two highest fre-
quency modes [Fig. 5(a) and (c)] are very similar to the
two lowest frequency ones [Fig. 5(g) and (h)]. This be-
havior will be commented in the next section. Finally, we
analyze the LDOS for a hc arrangement with lattice con-
stant d = 11 mm. Although the eigenfrequency are obvi-
ously different (since the coupling strength is modified),
the LDOS structure remains the same for both lattice
constants. As seen when Fig. 5(f) and (i) are compared,
the eigenstates corresponding to a given eigenfrequency
are also equivalent.
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FIG. 5. Experimental wavefunction intensities for the hc
lattice corresponding to different eigenfrequencies. (a)–(h)
Lattice constant d = 12 mm. (a) ν = 6.8086 GHz. (b)–(c)
Nearly degenerated states at ν = 6.8037 GHz and ν = 6.8024
GHz respectively. The symmetry of the mode is broken. (d)
Superposition of the two nearly degenerated states. The sym-
metry is restored. (e) ν = 6.7891 GHz. (f) ν = 6.7789. (g)
ν = 6.5611. (h) ν = 6.5622. (i) Lattice constant d = 11 mm.
ν = 6.8334.

III. HIGHER-ORDER NEAREST-NEIGHBOR
COUPLINGS

From the spectra presented in Fig. 4(a), one can ex-
tract another crucial information: the density of states.
As shown in the appendix A, the g function averaged
over all the site positions is a quantity directly related to
the DOS.
If we restrict the TB model to the N1 interactions, we
expect to have a symmetric DOS in both square and hc
lattices. It is opposed to what we observe in Fig. 4(a)
where the LDOSs are clearly not symmetric. In this sec-
tion, we will emphasize the role of higher-order nearest-
neighbor coupling terms and show, both experimentally
and analytically, how significant they are in the DOS
shape modification.

A. Tight-binding Hamiltonian

Let us first focus on the square lattice. Since the lat-
tice presents only one site per unit cell [see Fig. 6(a)],

(a)

(b)

B

A

FIG. 6. (a) Square lattice. (b) Honeycomb lattice with two
triangular sublattices A and B (blue and red, respectively).
a1 and a2 define the unit-cell vector of the Bravais lattices
with the lattice constant a. t1, t2 and t3 are the N1, N2 and
N3 coupling parameters respectively.

in the TB approximation, using the Bloch theorem, the
dispersion relation can be written as:

ν(k)− ν0 = −
∑
k

t(R)eik·R. (4)

k = (kx, ky) corresponds to the Bloch wave vector and
R is the translation vector of the lattice. t(R) is the
coupling between two sites separated by R. If we consider
only the coupling terms t1 and t2 between the first and
second nearest-neighbors [gray and dashed gray circles in
Fig. 6(a), respectively], eq.(4) reads27:

ν(k)− ν0 = −2t1 (cosk · a1 + cosk · a2) (5)

−2t2 [cosk · (a1 + a2) + cosk · (a1 − a2)]

where a1 and a2 define the primitive cell of the Bra-
vais lattice as depicted in the Fig. 6(a). The extrema of
the energy band correspond to k · a1 = k · a2 = 0 and
k · a1 = k · a2 = π. The width of the band ∆ν and its
center νc are thus given by:

∆ν = 8|t1| (6a)

νc = ν0 − t2 (6b)

The DOS, which is obtained by counting the number of
allowed states for each frequency, is non zero between
νmin = νc − ∆ν/2 and νmax = νc + ∆ν/2. Moreover, a
singularity appears in the DOS at ν = νp. It corresponds
to the saddle point in the dispersion relation (5) which is
located at k · a1 = 0 and k · a2 = ±π. We have:

νp = ν0 + 4t2 (7)
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(a) (b)

FIG. 7. Calculated density of states (DOS) for infinite square
(a) and honeycomb (b) lattices. Gray areas: t1 = −1 and
t2 = t3 = 0. The spectra are symmetric with respect to ν0.
Red line: (a) t1 = −1, t2 = −0.1. (b) t1 = −1, t2 = −0.1 and
t3 = −0.05. The positions of the frequencies located by the
dashed lines depend on the coupling parameters [see Eqs. (6,
7, 13–15)].

The positions of these frequencies depend on the N1 and
N2 coupling terms, t1 and t2 respectively. Consequently,
as shown in Fig. 7(a), the shape of the DOS is strongly
affected. The spectrum goes from a symmetric distribu-
tion (gray area) when only N1 couplings are considered
(i.e. t2 = 0) to a non-symmetric shape (red line) when
N2 coupling terms are included (i.e. t2 6= 0). The peak
shifts and the band extrema νmin and νmax are modified.
Note that the number of states from νmin to νp and from
νp to νmax remains identical.

Let us now focus on the honeycomb arrangement. The
situation is different since the lattice is composed of two
triangular sublattices A and B [i.e. two sites per unit
cell, blue and red sites in Fig. 6(b)]. The primitive cell

of the Bravais lattice is defined by a1 = a/2(
√

3, 3) and

a2 = a/2(−
√

3, 3). Starting with an atom on the A lat-
tice, the three N1 (resp. three N3) belong to the B lattice
and are located on the smaller (resp. larger) gray circle.
The corresponding coupling parameters are t1 and t3 re-
spectively. The six N2 are on the same sublattice and
are located on the dashed gray circle.

In the Bloch representation, the TB Hamiltonian HTB

can be written:

HTB =

(
ν0 + f2(k) f1(k) + f3(k)

f∗1 (k) + f∗3 (k) ν0 + f2(k)

)
(8)

where f1 (resp. f2 and f3) is the first (resp. second and
third) nearest-neighbor contribution. For the hc lattice,
we can write:

f1(k) = −t1
(
1 + eik·a1 + eik·a2

)
(9)

respectively,

f2(k) = −2t2 [cosk · a1 + cosk · a2 (10)

+ cosk · (a1 − a2)]

and

f3(k) = −t3
[
eik·(a1+a2) + eik·(a1−a2) + eik·(a2−a1)

]
(11)

k = (kx, ky) corresponds to the Bloch wave vector. The
energy spectrum is given by:

ν(k)− ν0 = f2(k)± |f1(k) + f3(k)| (12)

Here, the dispersion relation presents two bands touching
at the corners of the Brillouin zone, the so-called Dirac
points, for K · a1 = ±2π/3 and K · a2 = ∓2π/3 (so that
f1 = f3 = 0). Its energy is therefore:

νD = ν0 + 3t2 (13)

As depicted in Fig. 7(b), the DOS vanishes at ν = νD.
The minimal (resp. maximal) band energy is obtained
when k · a1 = k · a2 = 0 (reps. k · a1 = k · a2 = ±π).
We have for νmin and νmax:

νmin = ν0 − 6t2 − 3|t1 + t3| (14a)

νmax = ν0 − 6t2 + 3|t1 + t3| (14b)

In addition, the two logarithmic divergences observed in
Fig. 7(b) correspond to the saddle points in the dispersion
relation (12) (for kM · a1 = kM · a2 = π) and emerge at:

ν− = ν0 + 2t2 − |t1 − 3t3| (15a)

ν+ = ν0 + 2t2 + |t1 − 3t3| (15b)

Here again, the position of these points depends on the
coupling parameters (t1, t2 and t3) and the frequency
ν0. The DOS shape is thus strongly affected as seen in
Fig. 7(b). The two extrema are modified, the vanishing
point is shifted and consequently, the two bands become
dissymmetric. We would like to point out that we have
neglected the overlap s between nearest-neighbor (l, l′)
wave functions: s = 〈Ψl|Ψl′〉 ≈ 0. Its effect may be in-
corporated in a slight change of the ti’s. Therefore, we
consider here that the ti’s are effective coupling parame-
ters.

B. Experimental and analytical DOS

To experimentally extract the density of states, we av-
erage the g function over all positions r1. Indeed, the
DOS is directly related to 〈g(ν)〉r1 (see appendix A). As
presented in Fig. 8, the spectra have been measured for
various lattice constants. Note that, in order to reduce
the fluctuations of 〈g(ν)〉r1 and thus improve the fre-
quency assignment, we use normalized histograms. We
choose a bin width of ∆νbin = (1/24)|νmax − νmin| cor-
responding to approximately 10 resonances per bin on
average. So far, we have not discussed the sign of the
couplings. The symmetry of the two-disc system eigen-
functions presented in Sec. II C implies t1 < 0. We ob-
serve in Fig. 8 that the position of the peak (νp) and
the vanishing point (νD) are shifted towards lower fre-
quencies. In view of eqs. (7) and (13), it means that
t2 is also negative. Concerning N3 coupling, we show
below that the DOS is well fitted when t3 and t1 have
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TABLE I. Coupling parameters obtained, according to eqs. (16) and (17), by extracting the values of νD, νp, νmin, νmax, ν−
and ν+ from the measured spectra (blue area in Fig. 8). Note that t1, t2 and t3 are negative.

d (mm) ν0 (GHz) t1 (GHz) t2/|t1| ν0 (GHz) t1 (GHz) t2/|t1| t3/|t1|
Square lattice hc lattice

13 6.6603 -0.0298 -0.2816 6.6535 -0.0292 -0.1252 -0.0324

15 6.6549 -0.0169 -0.2879 6.6563 -0.0159 -0.0910 -0.0709

the same sign, therefore t3 < 0. The common sign for
the three nearest-neighbor couplings is consistent with
their similar physical origin.28 Therefore, by extracting
the frequencies of interest from the experimental spectra,
we can get, according to eqs. (6) and (7), the coupling
parameters for the square lattice:

ν0 =
1

4
(νmin + νmax + 2νp) (16a)

|t1| =
1

8
(νmax − νmin) (16b)

t2 =
1

8
(νp −

νmin + νmax

2
) (16c)

For the hc lattice, according to eq.(14), if the condition
|t1| > 3|t3| is satisfied, we have:

ν0 =
1

6
(νmin + νmax + 4νD) (17a)

|t1| =
1

8
(νmax − νmin + ν+ − ν−) (17b)

t2 =
1

9
(νD −

νmin + νmax

2
) (17c)

|t3| =
1

24
[νmax − νmin − 3(ν+ − ν−)] (17d)

The extracted values are reported in Tab. I. The N1 cou-
pling parameters t1 are added in Fig. 3(b) for both square
(green square) and hc (blue circle) lattice for lattice con-
stant d = 11, 12, 13 and 15 mm. We observe that, apart
from d = 11 mm, these values are very consistent with the
ones obtained with two-discs (gray diamonds) and hexag-
onal (red circles) systems. Then, the values of the Tab. I
are used to numerically calculate the DOS of an infinite
system in the tight binding approximation [using eqs. (5)
and (12)]. Note that, to take into account experimental
losses, we introduce a lorentzian broadening in the DOS
with a full width at half maximum corresponding to 0.5%
of the bandwidth. The plots are displayed with orange
lines in Fig. 8. We observe a good agreement with the
experimental data, taking into account that the experi-
mental system is finite (with only ∼220 discs). Still, it
is possible to observe the dynamic of the spectra which
shows the effect of N2 and N3.

Let us focus on the hc lattice [see Fig. 8(c) and (d)].
For both lattice constant we clearly observe a shift of the
Dirac point and a dissymmetric band structure, whereas
the number of states remains equivalent in each band. As
the first band is narrower, it also becomes more intense,
whereas the second band is larger and less intense. The

exp.
analy.

(a) (c)

(b) (d)

d = 15 mm d = 15 mm

d = 13 mm d = 13 mm

FIG. 8. DOS for regular square (a,b) and hc (c,d) lattices for
various lattice constant d. (a,c) d = 15mm. (b,d) d = 13mm.
Blue area: Normalized histogram with 24 bins per bandwidth
(see text for details) of the g function averaged over all the po-
sition r. Orange line: Analytical solution for a infinite system
taking into account the N1, N2 and N3 coupling terms. These
parameters are obtained by locating the points of interest as
seen in Fig. 7.

reason is that a large t2/t1 squeezes considerably the low-
est band, and therefore increases the DOS in the lower
band (recall that in our system t2 < 0). As the N2/N1
ratio decreases with d, these effects are less significant for
the large lattice constant (d = 15 mm and t2/t1 = 0.09)
than for the smaller one (d = 13 mm and t2/t1 = 0.12).
Moreover, by increasing t2/t1, we observe an increase of
the DOS near the lower edge leading to a flattening of the
lower band. Actually, one can show that, at ν = νmin,
the DOS increases with t2 as:

ρ(νmin) =

√
3

2π

1√
|t1| − 6|t2|

(18)

Note that a divergence is expected for t2 = t1/6. Exper-
imentally, since the maximal N2/N1 ratio is ' 0.125, we
have not been able to reach this critical value. A more
detailed analysis of the DOS behavior near the lower edge
is presented in the appendix B.
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IV. CONCLUSION

In this paper, we have shown that the propagation of
microwaves in an array of dielectric resonators is well de-
scribed by a tight-binding model, allowing the realization
of “artificial graphene”, where the microwaves play the
role of the electrons in graphene. By changing the dis-
tance between resonators, we have experimentally stud-
ied the role of higher-order coupling terms in the frame
of the TB regime. We observe a clear modification of the
density of states, with a dissymmetry of the spectrum and
a shift of the energy of the Dirac points. Meanwhile, the
major characteristics of the DOS – two bands touching
at a (Dirac) point with a vanishing DOS, two logarithmic
divergences – as well as the overall structure of the eigen-
states are preserved. This complete characterization of
the ”artificial microwave graphene” may open the way to
new experiments in order to easily simulate the fascinat-
ing properties of graphene and related systems exhibiting
Dirac cones.

Appendix A: Details on the g-function

Breit-Wigner expression.—The frequency range used
in the experiment being of the order of or less than
200 MHz, the coupling to the antenna σ may be assumed
to be nearly constant.29 Thus, the reflection reads (r1

being the position of the antenna connected to the port
1 of the network analyzer):

S11(ν) = 1− iσG+(r1, r1; ν) (A1)

where G+ is the regularized Green’s function:

G+(r, r; ν) = lim
Γ→0+

G(r, r; ν + iΓ) (A2)

The Green’s function is the resolvent of the tight-binding
Hamiltonian:

G(ν̃) = (ν̃I−HTB)−1 (A3)

where ν̃ = ν + iΓ.
By introducing the eigenfunctions {Ψn(r)} and the eigen-
values {νn} of HTB, expression (A1) can be recast in a
Breit-Wigner-form, for isolated resonances:

S11(ν) = 1− iσ
∑
n

|Ψn(r1)|2

ν − νn + iΓ
(A4)

One can legitimately assume a constant and uniform de-
cay rate for all the eigenmodes (Γn ≡ Γ) since the damp-
ing is essentially due to the Ohmic losses in the bottom
and top metallic plates sandwiching the dielectric res-
onators. Thus, the width Γ corresponds to homogeneous
damping which can be considered as constant over the
experimental frequency range.29,30 The local density of
states is given by:

ρ(r, ν) = − 1

π
ImG+(r, r; ν) =

∑
n

|Ψn(r)|2δ(ν − νn)

(A5)

Isolated resonance.—For an isolated resonance, the
sum in (A4) contains only one term

S11(ν) = 1− iσ
|Ψ0(r)|2

ν − ν0 + iΓ
(A6)

Thus, the amplitude of the reflected signal – the network
analyzer does not fix an absolute phase reference – can
be related to the intensity of the wave function:

1− |S11(ν)|2 ' − 2σΓ

(ν − ν0)
2

+ Γ2
|Ψ0(r1)|2 (A7)

Close to the eigenfrequency ν0, one has 1− |S11(ν0)|2 '
(2σ/Γ) |Ψ0(r1)|2
g-function.—One defines the “g-function” by:

g(r1, ν) =
|S11(ν)|2

〈|S11|2〉ν
ϕ′11(ν) (A8)

where ϕ11 is the phase of the reflected signal: ϕ11 =
Arg(S11), and where ϕ′11 denotes its derivative with re-
spect to the frequency. To avoid non physical singular-
ities in the derivative due to the modulo-π occurring in
the arctan function, we use the following expression of
ϕ′11:

ϕ′11 =
Im(S′11)Re(S11)− Im(S11)Re(S′11)

|S11|2
(A9)

In the regime of non overlapping resonances, this quan-
tity takes non zero values only in the vicinity of the eigen-
frequencies. Close to a given eigenfrequency, the real and
imaginary part of S′11

S′11(ν) = iσ
∑
n

|Ψn(r1)|2

(ν − νn + iΓ)2
(A10)

exhibit the following dominant behaviors (ν ' νn):

Re S′11(νn) ∼ 0 ImS′11(νn) ' −σ |Ψn(r1)|2

Γ2
(A11)

It follows that

ϕ′11(νn) ' − σ

|S11|2
|Ψn(r1)|2

Γ2
(A12)

and

g(r1, ν) = − σ

Γ 〈|S11|2〉ν

∑
n

|Ψn(r1)|2 δν,νn
Γ

(A13)

Having in mind that Γ, the resonance width, gives the
frequency resolution, the quantity δν,νn/Γ can be viewed
as a discrete version of the delta function δ(ν−νn). Thus,
we obtain through the g-function an approximated eval-
uation of the density of states:

g(r1, ν) = − σ

Γ 〈|S11|2〉ν

∑
n

|Ψn(r1)|2δ(ν − νn)(A14)

= − σ

Γ 〈|S11|2〉ν
ρ(r1, ν) (A15)
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A

B

a b c d fe

i) ii) iii)

FIG. 9. Density of states for t2/t1 = 0.0 (a), 0.04 (b), 0.08
(c), 0.12 (d), 0.16 (e), and 0.2 (f) with t1 = −1 and t3 =
0. The DOS is calculated numerically without broadening.
Inset: A and B parameters versus t2/t1.

We get |Ψn(r1)|2 by taking max
ν≈ν0

(g(r1, ν)) for each posi-

tion r1. Note that − σ

Γ 〈|S11|2〉ν
renormalizes the effects

of the baseline coming from the other resonances (when
i 6= n) and from experimental artefacts.

Appendix B: Van Hove singularity at the lower band
edge

Fig 9 presents the DOS for various t2/t1 ranging from
0 to 0.2 where t1 = −1 and t3 = 0 for simplicity (no
broadening here). For large t2, a divergence of the DOS
appears at the lower edge of the spectrum. The reason is
the following: near the lower edge of the spectrum, that
is around k = 0, we have:

ν(k) = νmin +Ak2 +Bk4 (B1)

with A = 3|t1|/4−9|t2|/2 and B = −3|t1|/64+27|t2|/32.
The density of states per unit cell reads:

ρ(ν) =
3
√

3

8π

1√
A2 + 4B(ν − νmin)

(B2)

At ν = νmin, we find the expression (18). As |t2|/|t1|
increases, A and B evolves and several behaviors can be

identified (see inset in Fig. 9).

i) For |t2|/|t1| < 1/18, we have A > 0 and B < 0.
Since B � A, the DOS is almost constant near the edge
(as expected for a quadratic dispersion relation in 2D),
with a linear correction.

ρ(ν) =
3
√

3

8π

(
1− 2B

A2
(ν − νmin)

)
(B3)

The linear term becomes negative for 1/18 < |t2|/|t1| <
1/6 (i.e. when A > 0 and B > 0). Such evolutions are
observed in the Fig. 9(a-d).

ii) At the critical point, for |t2|/|t1| = 1/6 we have A =
0. The DOS exhibits the following square root behavior:

ρ(ν) =
3
√

3

8π

1√
4B(ν − νmin)

(B4)

At ν = νmin, as observed in Fig. 9(e), the DOS diverges.

iii) For |t2|/|t1| > 1/6, the square root behavior still
remains [see Fig. 9(f)]:

ρ(ν) =
3
√

3

8π

1√
4B(ν − ν1)

(B5)

with ν1 = νmin −A2/4B.

Similarly, one can show that, in the case of the square
lattice, for t2 < t1/2, the DOS at ν = νmin increases as
follows:

ρ(νmin) =
3
√

3

8π
√
|t1| − 2|t2|

(B6)

Therefore, in view of eq. (18), it increases much slower
than for the hc lattice as seen by comparing Fig. 8(a,b)
and Fig. 8(c,d).
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K. Horn, J. González, and E. Rotenberg, Phys. Rev. Lett.
104, 136803 (2010).

19 C. Bena and L. Simon, Phys. Rev. B 83, 115404 (2011).
20 K. Sasaki, S. Murakami, and R. Saito, Appl. Phys. Lett.

88, 113110 (2006).
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