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1 Introduction

In this paper we prove the existence of a generalized eigenvalue and a cor-
responding eigenfunction for fully nonlinear operators singular or degenerate,
homogeneous of degree 1+, o > —1 in unbounded domains of IR"Y. The main
tool will be the Harnack’s inequality. The key hypotheses on the operator,
homogeneity (H1) and ellipticity (H2) are given later.

Very recently Davila, Felmer and Quaas [14, 15] proved Harnack’s inequality
in all dimensions N but in the singular case i.e. a < 0. Here, in the two
dimensional case, we prove Harnack’s inequality for any o > —1. The proof
uses in an essential way this dimensional restriction. It follows the lines of the
original proof of Serrin [25] in the linear case. For Harnack’s inequalities in
quasi-linear cases see [26] and [27]. Very recently C. Imbert [17] has proved
an Harnack’s inequality for fully nonlinear degenerate elliptic operators; let us
mention that the class of operators he considers does not include those treated
in this paper (see also [16] for degenerate elliptic equations in divergence form).

It is well known that Harnack’s inequality allows to control the oscillations
of the solutions and hence it is used to prove uniform Holder’s estimates. It
has been generalized to many 'weak’ and nonlinear context, we are thinking for
example about those due to Krylov and Safonov for ”strong solutions” [20, 21],
or the results of Caffarelli, Cabré [12] for fully nonlinear equations that are
uniformly elliptic.

Let us mention that in previous works on singular or degenerate fully non-
linear operators [4, 5] we proved Holder’s regularity of the solutions of Dirichlet
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problems in bounded domains. There the proof relied on the regularity of the
solution on the boundary and the supremum of the solution. Hence in un-
bounded domains that tool cannot be used.

In the case treated here of fully nonlinear operators homogenous of degree
1 4+ «, the Harnack inequality, due to Davila, Felmer and Quaas [14], is the
following

Suppose that F' does not depend on x and it satisfies

(H1) and (H2) as defined later and that —1 < o < 0. Suppose that V', h
and f are continuous and that u is a nonnegative solution of

F(Vu, D*u) + h(z) - Vu|Vu|* + V(2)u'™> = f in Q.

Then for all Q' CC Q) there exists some constant C which depends on a, A, «,
V,h, N, Q, Q, such that

1
supu < C(infu + || f|| [¥)-
Q &

Among all the consequences of Harnack’s inequality, Berestycki, Nirenberg
and Varadhan in their acclaimed paper [1] proved the existence of an eigenfunc-
tion for a linear, uniformly elliptic operator when no regularity of the boundary
of the domain is known. The idea being that, close to the boundary, the solu-
tions are controlled by the maximum principle in ”small” domains, and, in the
interior, one can use Harnack’s inequality.

As it is well known, inspired by [1], the concept of eigenvalue in the case of
bounded regular domains has lately been extended to fully nonlinear operators
(see [7], [24], [4, 5], [18]). Two ”principal eigenvalues” can be defined as the
extremum of the values for which the maximum principle or respectively the
minimum principle holds.

In this article we want to use the Harnack inequality obtained here and in
[14, 15] (see also [8]) to study the eigenvalue problem in unbounded domains.
Let us recall that in general, even for the Laplacian operator, the maximum
principle does not hold in unbounded domain, hence we cannot define the ” prin-
cipal” eigenvalue in the same way as in the case of bounded domains. In [10]
and [11] Capuzzo Dolcetta, Leoni and Vitolo study the conditions on the do-
main {2 in order for the Maximum principle to hold for fully nonlinear operators,
extending the result of Cabré [9)].

Furthermore let us mention that in unbounded domains, even for the Lapla-
cian, there are several possible definitions of ”eigenvalues” as the reader can see



in Berestycki and Rossi [2] . Here we define the first eigenvalue as the infimum
of the first eigenvalues for bounded smooth domains included in €2. We prove
the existence of a positive eigenfunction for this so called eigenvalue, using
Harnack’s inequality.

We shall also prove the existence of solutions for equations below the eigen-
values. Observe that differently from the case of bounded domains, we can’t
use the maximum principle since in general it won’t hold.

The paper is organized as follows. In the next section we state the main
assumptions and some key theorem, in section 3 we state precisely the main re-
sults i.e. Harnack’s inequality and existence of solutions in unbounded domains.
Finally the proofs are given in the last section.

2 Assumptions and known results.

2.1 Hypotheses

Let Q be a domain of IRY. In the whole paper we consider solutions of the
equation

F(x,Vu, D*u) + h(z).Vu|Vu|* + V(2)u'™ = f(z) in Q, (2.1)

with the following hypotheses on F'; h and V.
Let @« > —1 and S be the set of symmetric N x N matrices:

(H1) F is continuous on Q x RN\ {0} x S — R, and Vt € R\ {0}, u > 0,
F(z,tp, pX) = [t|*nF (z, p, X).

(H2) There exists 0 < a < A such that for p € RM\{0}, M € S, N € S, N >0

alp[*tr(N) < F(z,p, M + N) = F(x,p, M) < Alp|*tr(N).

(H3) There exists a continuous function w with w(0) = 0, such that if (X,Y) €
S? and ¢ € IR* satisfy

<o r)=(hv)=e(5 )

and [ is the identity matrix in IRY, then for all (z,y) € R, 2 # vy



Observe that when F' is independent of z, condition (H3) is a consequence
of (H2).

We assume that h and V' are some continuous bounded functions on € and
h satisfies
(H4) - Either a < 0 and h is Holder continuous of exponent 1 + «,

-or >0 and

(h(z) = h(y)) - (z —y) < 0.

Recall that examples of operators satisfying these conditions include the p-
Laplacian with o = p — 2 and

F(Vu, D*u) = |Vu|aM;fA( %u)

where M , is the Pucci operator My ,(M) = ATr(M*) — aTr(M~) and
Mg (M) = aTe(M*) — ATr(M 7).

For another example let a < 0, B be some matrix with Lipschitz coefficients,
and invertible for all = € 2. Let us consider A(z) = B*B(z) and the operator

F(a,p, M) = [p|®(tr(A(z)(M)).
Then F satisfies (H1),.., (H3).

Remark 2.1 When no ambiguity arises we shall sometimes write F[u] to sig-
nify F(z,Vu, D*u).

The solutions that we consider will be taken in a generalized viscosity sense
see e.g. [3] for precise definitions, let us recall that in particular we do not test
when the gradient of the test function is null.

2.2 Known results in bounded domains.

We assume in this subsection that €2 is a bounded domain.
We first recall a weak comparison principle, (see [3]), which will be used in
the proof of Theorem 3.1.

Theorem 2.2 Suppose that f and g are continuous and bounded and that u
and v satisfy

F(x,Vu, D*u) + h(z) - Vu|Vu|* + V(2)|u|*uv > g in €,
F(x,Vv, D*v) + h(x) - Vo|[Vo|* + V(z)v|*v < f in Q,
u<wv on OSL.



If V<0 and f < g then u < v in (.
If V<0 and f < g thenu < v in €.

We shall also need for the proof of Theorem 3.1 another comparison principle :

Theorem 2.3 [5] Suppose that 7 < X(Q), f <0, f is upper semi-continuous
and g is lower semi-continuous with f < g.
Suppose that there exist u continuous and v > 0 and continuous, satisfying

F(x,Vu, D*u) + h(z) - Vu|Vul* + (V(z) + 7)|u|*s > g in Q,
F(x,Vv,D*v) + h(x) - Vo|Vu|* + (V(2) + 7)ot < f in Q,
u<w on 0.

Then v < v 21 Q in each of these three cases:
1)v>0o0nQand f <0 inQ,
2)v>0o0nQ and (f(z)=0= g(z) > 0),

>0 Q, f<0inQand f <g on Q.
We also recall the following regularity result:

Proposition 2.4 [5]
Let Q be a smooth domain. Let f be a continuous function in 2. Let u be
a viscosity non-negative bounded solution of

{ F(z,Vu, D*u) + h(zx) - Vu|Vu|* = f in Q,

u=0 m O0f). (2.2)

Then, for any v < 1, there exists a constant C' which depends only on |f|so,
|h|oo and |u|s such that :

u(z) —u(y)] < Cle —y|”

for any (x,y) € .

3 Main results

3.1 Harnack’s inequality in the two dimensional case.

In this subsection we state Harnack’s inequality, together with some impor-
tant corollary. These results will be proved in section 4 and used in the next
subsection.



Theorem 3.1 (Harnack’s inequality) Suppose that §2 is a bounded domain
in IR?and that f is continuous on Q. Let u be a positive solution of

F(x,Vu, D*u) + h(x).Vu|Vu|* + V(z)u't = f(z) in Q. (3.1)
Let Q' CC Q. Then there exists K = K(2,8, A, a,|hloo, |V|s) such that
_1
supugK(iSrzl/fu—l—méJ“). (3.2)
Q/

Corollary 3.2 Let u be a positive solution of (3.1). Let R, be such that
B(0,R,) C Q. Then there exists K which depends only on A, a,|h|s and R,,
such that for any R < R,:

24« 1
sup v < K( inf w4+ Rive|f|3d*). 3.3
sup < K( it 71E) (3.3

As a consequence, for any solution u of (3.1) and for any Q) CC (Q, there exists

B € (0,1) depending on Harnack’s constant K in (3.3) such that u € C*P(Q)).

An immediate consequence of Harnack’s inequality is the following Liouville
type result :

Corollary 3.3 (Liouville) Let u be a solution of F(x,Vu, D*u) = 0 in IR?,
if u 1s bounded from below, then u is constant.

See [13] for other Liouville results.

3.2 Existence’s results in unbounded domains.

Before stating the results in unbounded domains we recall what we mean by
first eigenvalue and the property of these eigenvalues in the bounded case.
When €2 is a bounded domain we define

Q) =sup{\, T p€CQ), p>0 in
Flp] + h(z) - Vo[ Ve|* + (V(z) + A)p'™ < 0},

and

M) =sup{\, T p€CQ), p<0 in
Flo] + h(z) - Vo[Vl + (V(2) + Melp|* = 0}.
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We proved in [5] that when  is a smooth bounded domain, there exists ¢ > 0
and ¢ < 0 in Q which are respectively a solution of

{ Fl] +n(z) - Vo[Vl + (V(z) + X)) =0 in 9,
=0 on 0f2,

and

{ Fl] + h(z) - VOI[VY|* + (V(z) + AQ)|[$|*Y =0 in Q,
=0 on Of).

Moreover ¢ and 1) are Holder continuous as recalled in Proposition 2.4.
When Q € IRY is unbounded, we extend in the following way the definition
of the ”eigenvalues”:

A(Q) = inf{\(A), for all smooth bounded domain A, A C Q},

and
A(Q) = inf{\(A), for all smooth bounded domain A, A C Q}.

When no ambiguity arises we shall omit to write the dependence of the eigen-
values with respect to the domain (2.

We start by giving some lower bounds on the eigenvalues. For simplicity
this will be done for h = 0, V = 0. If Q is bounded it is easy to see that
A(Q) > 0, while it is obvious that for Q = RN, A\(Q) = 0. We wish to prove
that this is not the case for all unbounded domains, in fact we shall see that if
Q) is bounded in one direction, then A\(2) > 0.

Proposition 3.4 Suppose that € is contained in a strip of width M i.e. up to
translation and rotation
QcC[0,M] x RN~
then there ezists C' = C(a,a) > 0 such that
— C
/\<Q) Z M2+o’ (34)

Proof: Let u(z) = 4M? — (z; + M)?. Then u'™ < (3M?)'™* and Flu] <
—21=lelpreg in [0, M] x RN~!. Hence A(2) > % This gives (3.4) and it

ends the proof.

In the next theorem we want to be in the same hypotheses for which Harnack’s
inequality is known, hence we consider the following condition:
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(C) N >3, F is independent of x and —1 < a < 0;
or N=2, a>—1, F may depend on x .

Theorem 3.5 Suppose that ) is a (possibly unbounded) domain of RY. Sup-
pose that I satisfies (C). Then there exists a positive function ¢, respectively a
negative function 1 , which is a solution of

Plg] + h(x) - VOIV|* + (V(2) + ()™ =0 in Q,
respectively

Fly] + h(z) - VY[ VY[* + (V(2) + AQ))[¢]* = 0 in Q.
Furthermore ¢ and 1 are Holder continuous.

Remark 3.6 In Theorem 3.5, we do not require that ¢ and v be zero on Of).
Nonetheless infq ¢ = infg [1)| = 0 otherwise it would contradict the definition
of eigenvalues.

In the next proposition we prove some existence’s result "below” the eigenval-
ues.

Proposition 3.7 For any A < \Q) (respectively X < X)) , for any f €
C.(2) non positive (respectively non negative), there exists a solution v > 0
(respectively v < 0) of

Flv] 4+ h(z) - Vo|Vo|* + (V(z) + N|v|*v = [ in Q.
Furthermore, in both cases, for f # 0 there exists C' such that

_1
[V]oe < Cf]ac™

Remark 3.8 As mentioned in Proposition 2.4, we proved some Hélder’s reg-
ularity result for all B € [0,1] in bounded regular domains for homogeneous
or reqular boundary conditions, [4]. More precisely the Hélder’s constants de-
pend on the L norm of u and uw is zero on the boundary. This gives also
some Holder’s uniform estimates for sequences of solutions. As a consequence,
a sequence of solutions converges, for a subsequence, towards a solution. This
cannot be used in the proof of the results above, indeed we shall need compactness
results inside bounded sets (), whose size increases, for sequence of functions
which have uniform L bounds on bounded fized sets, but for which the L>(€,)
norm may go to infinity.



4 Proofs of the Main results

4.1 Proof of existence

We start by the existence of some ”eigenfunction”.

Proof of Theorem 3.5. We shall only give the proof for the positive eigen-
function ¢, the case of the negative eigenfunction ¢ being analogous. Let (€2,),
be a sequence of smooth, bounded domains such that

0, CC Qa1 CC Q. AQ2) = AQ) and U, Q, =Q.

Let f, be a sequence of functions in Ce(Q2\ Q2,21), fr <0 and not identically
zero. Since A(€2,) > A(2), for any n, there exists u,, > 0 in §2,, which solves

Flu,) 4 h(z) - V|V, |* + (A(Q) + V(z))ulte = f, in Q,,
Up =0 on 0f),.

Fix z¢ € (1, let

Un ()

, forall xe€q,.
un (7o)

un(2) =
We extend them to zero in  \ €2,, obtaining in such a way a sequence of
continuous functions in €2. Let O’, O be regular domains such that O CC
O' cC Q. We prove that (v,), converges uniformly on K’ = O'. Indeed there
exists Ny such that for all n > Ny, €2, contains K’ . As a consequence we have,
for such n |

Flvn] + h(z) - V|V, |* + (V(z) + X(Q)vit =0 in O.

Moreover v,(zg) = 1. By Harnack’s inequality of Theorem 3.1 there exists a
constant C'xs such that

supv, < Cks(infv,) < Ckr.

This implies in particular that v,, is bounded independently of n in K’.

Using Corollary 3.2 on the open set O’ one gets that (v,), is relatively
compact in C(O). A subsequence of (v,), will converge towards ¢, a solution
of

F[¢] + h(z) - Vo|Vo|* + (V(z) + X)) ™™ =0 in O.



Since ¢(xg) = limw,(xg) = 1, ¢ cannot be identically zero. By the strong
maximum principle on compact subdomains of €2, ¢ > 0 inside ). Since O can
be taken arbitrarily large this ends the proof.

Proof of Proposition 3.7. We consider only the case f < 0 and A < A(Q).
We first treat f £ 0. Let K be the compact support of f. As in the previous
proof let (£2,),, be a sequence of bounded smooth domains, such that

Qn, C Qpyq and U, Q, = .

Since A(€2,) > A\(Q2), according to the existence’s results in [5], there exists u,,
a positive solution of

Flu,] + h(z) - Vug|Vu,|* + (V(z) + Nult™ = f  in Q,,
U, =0 on 0f),,.

Let ¢ be the function given in Theorem 3.5 such that
Flpt] + h(z) - Vo [Vt |* + (V(z) + A(Q) (") =0 in Q,

with maxx ¢ = 1. By homogeneity, the function

sup | 7|
o) = =22 iy
(A = N) T inf g ot

is a solution of

2)- o . I+a _ (y _ Y (p*) ' sup(—f)
Flo] +h(a) - Vol Vol + (V@) + )6l = (A= R e P <

Since 1 > 0 on 0f),, the comparison principle in Theorem 2.3, gives for any n
O S Up, S ¥1 in Qn

The same argument as in the proof of Theorem 3.5 shows that there is a sub-
sequence of (uy),, converging on every compact subset of {2, to a solution wu
of

Fu] + h(x) - Vu|Vul* + (V(2) + Mu'T* = f  in Q.

The strong maximum principle applied on bounded subdomains of €2 implies
that v > 0.
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We now consider the case f = 0. We only give the proof in the case
A < A(2), the other case being analogous.
Let (€2,), be a sequence of smooth bounded domains such that

Q) C Quiy and U, Q, = Q.

For any n, let u, be the solution of

Flu,] + h(x) - Vu,|Vu,|* + (V(z) + Nuplua|* =0 in Q,,
Up =1 on 0f),.

Since, A < A(Q,), u, is well defined and u, > 0 in €, (see [6]).

Fix g € ;. Observe that v,, = un“(f;o) is a solution of

Flv,] + h(z) - Vo, |Vo,|* + (V(x) + Norte = 0.
By Harnack’s inequality, for every O such that O CC 2, (vy), is bounded on
" :UsOlng Corollary 3.2 as before, there exists a subsequence of (v,), which
converges uniformly on every compact subdomain of €2, to v which is a solution
o F[v] + h(z) - Vo|Vo|* + (V(z) + Aot =0 in Q.

Moreover v(zg) = 1, therefore v is not identically zero. By the strong maximum
principle v > 0 in §2. This ends the proof.

4.2 Proofs of Harnack’s inequality in the two dimen-
sional case.

The proof that we propose follows the lines of the proof of Serrin [25], see also
Gilbarg Trudinger [19], with some new arguments that make explicit use of the
eigenfunction in bounded domains. This extends the result of [14] to the case
a > 0, but only in the two dimensional case.

In the proof of Theorem 3.1 we shall use the following

Lemma 4.1 Let b and ¢ be some positive numbers, x, = (o, To,) € IR%. Let

_ 2 _ 2 b
E— {l‘ _ (ZL‘l,ZL’Q), 0_2(1,) — (1’1 fﬂol) + (.%2 moz) <1,z — 2, > 5} )

b2 c?
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Then there exist two constants v > 0 and € > 0 such that the function

e—10% (@) _ o=

v(e) = ——p—

satisfies
F[v] = |h|oo| VO[T = V]t > € in E, (4.1)

and v =0 on OE N {1 — z,, > 5}

Remark 4.2 The same result holds for the symmetric part of ellipsis : E =
{o = (21,22), 0*(2) <1, 21— 2, < 2}

Proof of Lemma 4.1. Without loss of generality one can assume that x, = 0.
Let © = % and let B be the diagonal 2 x 2 matrix, with By, = biz
and By = %. Then Vv = —2y0Bx and

D?*v = (2v)(2yBx ® Bx — B)%.

Since B and Bx ® Bx are both nonnegative,

— r? 1 1 B
a(tr(D20)+) — A(tr(D*v)™) > (cwzél(b—i + C—i) —2(A+ a)v(ﬁ + §)> 0.
We define
: —a 9 1 1 a a 1 1| 140
m:mf(b ,2 (ﬁ‘i‘g) /2> and M = 21+ (b_2+§)2
Choosing
A(A + D ARl MB [ 4]V]ocb\ 7
v = sup (u(l—k?), s R ( s ) > , (42)
a c ma am

and using (H1), there exists € > 0 such that :

F(x, Vv, D*v) + h(z) - Vo|Vo|* + V(z)v'T* >
> |Vol*(a(tr(D*v)") — A(tr(D?v)7)) — |hle| VO — [V ]! T > e > 0.

This ends the proof of Lemma 4.1.
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Proof of Theorem 3.1:

Let us remark that « > 0 implies that A(€2) > 0, according to the definition
of A\(Q2). Moreover without loss of generality we can suppose that A(€2) > 0.
Indeed, using again the definition of the eigenvalue, there exists 2; C €2 such
that Q' CC Q; and A(€) > A(Q) > 0. Then we consider the proof in €
instead of 2.

The proof proceeds in the following way, we first prove (3.2) in a ball of
radius 1. The homogeneity of the equation allows to extent it to balls of any
bounded radius R. Finally, for general bounded domains €2, (3.2) is proved
using an argument that is standard in potential theory.

So we begin with the following
Claim: Suppose that Q@ = B(0,1). There exists K which depends only on a,
A, and bounds on h and V' such that

w(0) < K (min w |f|;§ﬂ> . (4.3)

B(0,3)

Proof of the Claim : Since AB(0,1)) > 0, for § > 0 sufficiently small, \; :=
A(B(0,1+4)) > 0 as well.
We show first that there exists a constant € > 0 such that if maxp( 1) | f| <€,

then for some constant K > 1

u(0) < K(min u+1).

o B(0,3)

If u(0) < 1, every K greater than 1 is convenient. We assume then that
u(0) > 1.

Let ¢5 be some positive eigenfunction in B(0, 1+ 4) such that |@s|s = 3 i.c.
¢s satisfies

Flos) +h(x) - V5| Vs|* + (V(2) +X) 65 =0 in B(0,1+9),
¢s =0 on 0B(0,1+94).

For ¢, = % minpgo,1) ¢§+a7 we then have
Flgs) + h(z) - Vo5 Vos|* + (V(z) + Xs) ¢57* < =26 in B(0,1).  (4.4)

Since u(0) > 1, the function x = u(0)¢ps satisfies (4.4) as ¢s5. We assume that
€ < €1, then
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FIx] + hiz) - VXV + (V@) + ) X' < @) —a in B(O,1).

Let G denote the connected component of the set {x € B(0,1), | u(z) > x(z)}
which contains 0. Observe that G contains at least one point, say P, on 9B(0, 1).
Indeed, if not, G would be contained in the interior of B(0,1). Since u(x)
on 0GN B(0,1) = 0G, Theorem 2.3 applied in the set G, implies that u(x)
in G. This is a contradiction since it would imply that «(0) < @. Wit
loss of generality one may suppose that P, = (0, 1).

For : =1, 2,3, we now introduce F; given by:

+ 2)2 3
By = {(z1,22), % + 4(zy — %)2 <1, x; > —1},
512
- 3
Ey = {(z1,22), S 9 L + (22 — \/T_)Z <1, x; <1},
To — ]_ — ﬁ ?
E3 = {(l’l,l'g), 432'% + 2 S 17.%2 S \/5/4}
2+ ¥

Observe that B(0, %) is contained in the interior of £5 and that the boundary
OFj3 consists of the elliptic part 0E; N {(x1, z2) |x2 < \/Tg} and the line segment

V3 11 V3
Ly :=0F =—}=]—,= — .
3= 0B N (21, 22) | w2 = ==} =[5, 5] < {7}
Furthermore the straight segment L3 is contained in the interior of £ N Fj.
For ¢+ = 1,2,3 let v;, be the functions given in Lemma 4.1. We recall that
0 <wv; <1, v; =0 on the elliptic boundary of E; and there exists a constant
g9 > 0 such that v; satisfies
Flvi] + h(z) - V| Vog|* + V()21 > 6.
Let ¢ : [0,1] — G be a simple and regular curve which connects (0, 0) and (0, 1)
i.e. (0) = (0,0) and (1) = (0,1). We denote by I' the image of ¢ and define
FE = E, U E,. We also introduce

3
OET = {(l’l,.ﬁﬂg) € 0F ’[L’Q > %, \xll < 1}
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and

OFE™ ={(1,22) € OF |12 < \/Tg, |zq| < 1}.

Necessarily T' intersects ET and OF~. Let t— = sup{t,¢(t) € OE~} and
tT = inf{t, o(t) € IET}. Note that the portion ¢(]t~,¢[) of the curve I is in
the interior of £ and that this portion of curve separates E in two parts, the
left part F; and the right part F,.

Let Dy := E1NE, and Dy := Ey N E;, and note that £y N Ey C Dy U Do,

8D1 = (g@(]t_,t+[) N Dl)U(6E1 N Dl) and 8D2 == (@(]t_,t+[) N DQ)U(@EQ N DQ) .

Setting k1 := inf ¢s5 > 0, we have
B(0,1)

u— ru(0)vy > k1u(0)(1 —wv1) > 0 on o(Jt—,t7]) N Dy,

u—ru(0)vyy =u>0 on O0F; ND;.
Analogously

u — k1u(0)vy > k1u(0)(1 —v) >0 on  @(Jt7,¢T[) N Dy,
u—rku(0)ve =u>0 on OFEyN Ds.
For i = 1,2 we define w; = k1u(0)v; which satisfies
Flwi] = || Vi — |V ]oow; T > (k1u(0)) e, in  E;.

In addition to the first condition on € we then assume that € < K/%+a€2 so that

Flw;] — [h|oo| Vw77 — |[V]w!™ > f(z) in Ei
The comparison principle in Theorem 2.3 gives
uw(z) > kiu(0) min{vy (P),v2(P)} forall z € E;N Es.
In particular, setting

Ko = min max{v; (x), va(x)},
z€L3

and recalling that Lj is contained in the interior of £ N Fs, we have

min u(z) > k1kou(0). (4.5)
rEL3
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Choose w3 = K1kou(0)vs so that
Flws] = |h]oo|Vws "™ = [V ]wwi™ > (k152u(0)) "% in  Ej.
Furthermore, by (4.5)

V3

3
u>ws on Ls and u>O:w30n8Egﬂ{x2<T},

ie. w3 < u on 0F3. We are in a position to use the comparison principle in
Theorem 2.3 and get that u > w3 in E3. Since B(0, %) C Es5, we have finally
obtained

min u > k1kou(0) min vs.
B(0,3) B(0,3)
Let K = (kikzminp1)vs) "

u(0) < K min u,
B(0,3)

14+«

provided € < min{e;, /{%J’_OCEQ, (k1k2)' @€y}, In particular, since K > 1, we have

in both cases u(0) < 1 and u(0) > 1

Now we remove the restriction |f|o < €. If [floo > €, let v = ( ¢ >1Tau7

observe that v satisfies

Fv] + h(z) - Vo|Vo|* + V(2)v't™ = %

By (4.3), v satisfies:

Therefore
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Hence
u(0) < K max <1,e_1+%> min u + |f]”"
B(0,3)
This ends the proof of the Claim by identifying K and K max <1, e_h%a).

Remark that the inequality (4.3) is equivalent to

)+ M1 < K (o) + 11T )

Fix any point Z in B(0, 1). Then

3 1
B(z, é_l) C B(0,1), and 0 € B(z, 1)

Hence, using one again (4.3):

@) + 1157 < K (u0)+ 115

but always using the Claim,

WO+ M <K (o) + 2 AE ) e

Now we consider the case where Q@ = B(0, R) and u is a positive solution of
(3.1). Using the homogeneity of the equation v(x) := u(Rz) satisfies

F(Rz, Vv, D*v)+Rh(Rx)-Vv|Vu|*+R***(V(Rx))v*™ = R*™f(Rx) in B(0,1).

By (4.6), with h replaced by Rh(Rz) and V(z) replaced by R*"?V(Rx), v
satisfies, for any z € B(0, 1):

a K _1 o
(0) +Rai§ |f|ég-a S K( ( )+Rﬂﬁ |f|l+a)
K-1
ie.
o K 1
u(0) + Raﬁ - 1|f’éo+a <K (u( )+ Ra+1 |f’l+a) for 7 € B(0, §>
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Observe that K depends on 7y (see (4.2)), but when R < R, it can be chosen
independently on R.

For any bounded domain 2 we follow a standard procedure in potential
theory. Let €' such that Q' CC Q. Let R = inf{r,sup _o d(z,0Q) < r}. There

€2
exists k& € N, such that for any pair (Z,z) of points in ﬁl, and for at most k
points T = x1, X, ...,z = x the following holds:

R
x; € QI, |£CZ — xi+1‘ S Z, B(LC“R> C Q.
Hence applying the previous results, observing that
Q) < X(B(zi, R)),

we get, for some constant S which depends on K and R,

(@) + BIAIET < K(u(w) + B FIE7)
< K2(uws) + BIfIET) < K*(ulz) + B F157).

A

Since this inequality holds for any Z,x in €', this ends the proof of Theorem
3.1.

Proof of Corollary 3.2.  Suppose that u is a solution in 2 which contains
B(0, R,). Let v be defined as v(z) =: u(Rz) . Then v satisfies in B(0, Z2)

F(Rz,Vv, D*v)(z) + Rh(Rz) - Vo|Vo|* + R*T*V(Rz)v'™™ = R*** f(Rx).

Applying (4.3) for v we get (3.3) for u.

We now prove that u is Holder’s continuous.
Let R, > 0 such that B(x,,4R,) C ' CC . We define for any R < R,

M; = max u, m;= min u
B(z0,iR) B(z0,iR)

for i =1 and i = 4. Then u — m; is a solution of

Flu —m;] + h(2)V(u — m)|V(u—m)|* = =V (z)u' T + f(z)
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in B(z,,iR) and hence u satisfies

sup (U(I) —m4) S K inf (u(x) m4) +KR0¢+1 (M4|V|1+a + |f|1+a) ( )
B(zo,R) B(zo,R)

In the same way, using the operator G(z,p, M) = —F(z,p,—M), and the
function M; — u, we get in B(0,iR),

G(z,Vu, D*(M; — u)) + h(z) - [V(M; — u)|*V(M; —u) = V(z)u'™ — f(z).

For K as above, we have obtained that

sup (My—u(x)) < K inf (M; —u(z)) + K Ra% (M4]V]”°‘ + \f]”“).
B(zo,R) B(wzo,R)

Summing this inequality with (4.7), for some constant K’ independent of R <
R,, we obtain

M, — (M4 — m4) + K’ RO‘JFl

™SR
The rest of the proof is classical, just apply Lemma 8.23 in [19].

Proof of Corollary 3.3. Let ¢y = infrz u and let w = u — ¢y. Clearly w satisfies
in IR?%:
Flw] =0, w >0, infw = 0.

Suppose by contradiction that w > 0 somewhere, then applying the strong
maximum principle one gets that w > 0 in the whole of IR2.

By definition of the infimum, for any ¢ > 0 there exists z € IR? such that
w(z) < e. Now for any z € IR? consider the ball B(z, 4|x — z|), by Harnack’s
inequality , we get that

w(z) < Kw(z) < Ke.

Observe that K doesn’t depend on the distance |z — x| because h =V = 0,
hence it doesn’t depend on the choice of z. Since this holds for any ¢ we get
w = 0.
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