N
N

N

HAL

open science

Acoustic counting and monitoring of shad fish
populations

Daniel Diep, Hervé Nonon, Isabelle Marc, Jonathan Delhom, Frédéric Roure

» To cite this version:

Daniel Diep, Hervé Nonon, Isabelle Marc, Jonathan Delhom, Frédéric Roure. Acoustic counting and
monitoring of shad fish populations. International AmiBio Workshop: Recent Progress in Computa-

tional Bioacoustics for Assessing Biodiversity, Jun 2013, Bonn, Germany. hal-00838600

HAL Id: hal-00838600
https://hal.science/hal-00838600

Submitted on 26 Jun 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00838600
https://hal.archives-ouvertes.fr

ACOUSTIC COUNTING AND MONITORING OF SHAD FISH POPULATIONS

Daniel Dieg, Hervé Nonof Isabelle Mar¢, Jonathan Delhof Frédéric Rouré

1LGI2P, Ecole des Mines d'Alés, France ({daniel.dispbelle.marc}@mines-ales.fr)
?DIVULCO, Montpellier, France (herve.nonon@divulagp

3MRM - Migrateurs Rhone Méditerranée, Arles,

Fragoadelhom@migrateursrhonemediterranee.org)

*GECO Ingénierie, Laudun, France (geco.ingenierie@wao.fr)

ABSTRACT

To estimate the population of migrating shad fishivers, a
method analysing acoustic signals during spawnisg

proposed. This method is based on a short-termtrgppec part of the operator

analysis, combined with a classification with a &san
mixture model, it results in detecting and countistgad
spawning acts. The application has been implemented
smartphone, which serves as an automatic coungngel
and a sound recorder, integrating a number

communication facilities. In terms of detectione tresults
obtained are very promising, although they showas bf

estimation. The deployment of this device will helgsess
the population of migrating shad fish and monitbeit

behaviour from year to year.

Index Terms— acoustic recognition, classification,
smartphone application, shad, Alosa fallax rhodaisen

1. INTRODUCTION

Twaite shad (Alosa fallax) is a migratory fish tigi
primarily in the seas which goes up the rivers tteed in
spring. In Europe, this species has considerabtiirds in
the midth of the 20th century due to overfishingllygion
and obstacles to migration, and for this reasarois given
considerable legal protection [1]. Monitoring thenmbers of
shads at their reproduction sites is an importadgiicator for
measuring interannual changes in their populatiom.
particular, it enables the evaluation of the effestess of

Recently, thanks to technological advances initid bf
multimedia, particularly audio media, counting dm4d
using microphones and portable recorders have seteunp;
ihowever, they still require considerable interventon the
(installation, monitoring ohet

equipment, deinstallation, listening to the recogdi,
spawning recognition and counting), and clearlmisses a
device that would automatically recognize spawning
splashes.

of In this paper, we present the design of a new e
achieved to automatically count the spawning attshads
(SSAs) at a reproduction site. The central partttaé
equipment is a smartphone, and this configurati@bkes to
benefit from all the functions attached to it: audecording
capability, high storage capacity, wireless comroation,
large power autonomy, the whole being integrated \rery
small size device.

Automatic detection is a key issue for this appiasg it
has been decomposed in two steps: in the first, step
characteristic features are extracted from the stéou
signals in order to provide a representation ofdiigaals in
a space of reduced dimension. The second stepst®nsi
classifying the signals and detecting spawningsspa, on
the basis of a training phase with recorded data.
Furthermore, the implementation of the detectiothoe in
real time on a simple smartphone obliges to condiast
algorithms necessitating few resources.

The paper is organized as follows: Section 2 deesti
spawning splashes signals, Section 3 presents éttgooh of

automatic detection and Section 4 presents the

structures such as sluices and fish passes, created implementation on a smartphone. Finally, some tesare

facilitate their annual upstream migration [2],.[3]

Shad reproduce at night near to the surface ofvtiter,
turning quickly and noisily at the time of egg-lagi and
emitting a characteristic sound lasting a few sdsdmown

given in Section 5.

Related work

as a "spawning splash”. The currently used meagurinAlthough a number of studies exist related to thoitoring

method is manual counting, from the river bank, dy
observer who listens and counts the splashes. mhisual
counting method is highly restrictive and costlytémms of
human resources.

of twaite shad and its relative species allis sabbsa
alosa) using acoustic records [4], to our knowledgsy few
authors have been working on the automatic deteatio
shad spawning acts. Only [5] and [6] have condustade
experiments with these acoustic signals, extracsipgctra



estimates with autoregressive parameters using tH&g.2). Measurements revealed that both sensors hery
Levinson-Durbin method, and classifying shad spdash close characteristics in sensitivity, range anddivity.
using a Multi-Layer Perceptron neural network. Hoere
the results showed an important sensitivity to emmnent
noise, yielding a high rate of false detectiongtt@rmore,
such experiments have not been followed by actigdd f
exploitation.

2. ACOUSTIC SIGNALS

Acoustic signals generated by shad spawning a&8)8re
particularly difficult to analyze and discriminatéey occur

at random in a noisy environment populated by aolot
nocturnal animals; their statistics are non-statigrand the
sounds may notably differ from one to the otheydrdally,
their modeling is complex, although some numerical
simulation models [7] are able to reproduce them. Fig. 2: The Sony ECM-PB1C microphone (right) and its
Non-stationarity of the phenomenon is clearly Jisibn the substitute (left)

spectrogram of Figure 1b, which represents theutionl of

power spectrum versus time.

3. AUTOMATIC DETECTION

05| | | | | | | The method of automatic detection of shad spawaictg
0 ‘ comprises an extraction of signal features, folldviy an
o5k algorithm of classification.
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3.1. Sound database

Our database was built from 272 records segmented
manually, and was composed of sounds sampled at 44.
KHz, having a duration between 3 s and 10 s, amicbla
amplitudes (table 1).

Frequency [kHz]

data set SSA non SSA total
training 56 80 13€
tes 56 8C 13€

Table 1: Sound database

500 1000 1500 2000 2500 3000
Time [ms]

Non-SSA signals are all types of environmental sisun
Fig. 1. a SSA signal a) vs. time, b) time - frequency  encountered during the recordings, such as frolg,ocdbg
spectrogram barkings, wind, train passings or human voices. &om
sounds overlapping with SSAs were also includetthéntest

Sensors set.

An important part of the study has been devotedhtm
selection of the acoustic sensor. We started auordéngs
with a microphone equipped with a parabolic refiectike
for optic or electromagnetic waves, the parabadiftector
concentrates at its focus point the power of sowades
parallel to the central axis [8]. The Sony ECM-EB1
microphone, which integrates a 17 cm diameter pdi@b
reflector, was found to realize a good compromisevben
size, price and quality.

Unfortunately Sony stopped its production and werewe
conducted to create a substitute with a tailor-mzatabolic
dish associated with Olympus ME52W microphone (se

3.2. Feature extraction

Signals were analyzed in the time-frequency doniain
order to extract pertinent features. In this worle w
considered spectrum coefficients calculated on esgice
time frames of 4096 samples, corresponding to 93Hus
each frame, the energy of the signal has been deehpu
using FFT (Fast Fourier Transform) along 10 spébmads
covering a frequency range from 100 Hz to 5000 Hzao
logarithmic scale. The 10 triangular filters arenteged on
elOO, 274, 485, 742, 1055, 1435, 1899, 2426, 31984 3z.



The calculation of spectrum coefficients is stréfigtward, 3.3 Classification
operations are schematized in Figure 2a.

Classification of signals in the acoustic domaircéavered
In  comparison, MFCC (Mel Frequency Cepstrumby a set of statistical methods such as HMM (hidden
Coefficients) need more computation steps. MFCGs arMarkov models), NN (artificial neural networks) 8VM
features commonly used to process acoustic siguals as (support vector machines), which are supervisednieg
speech or music. In association with HMM (Hiddenrkéewy  models (see e.g. [10] or [11] for an overview).
Models), they have proven to constitute an efficimol in  However, the non-stationarity of SSA signals intksathat
the domain of speech recognition [9]. extracted features evolve in a discontinuous wegture
Figure 2b summarizes the sequence of operationgectors of a given shape seeming to occur inteemtitf.
composing a MFCC calculation. After signal conditt@y  Therefore, instant features corresponding to tirfiees
with a pre-emphasis filter and a Hamming windove, BFT  cannot be all tagged as being parts of a SSA sigras
spectral transform is filtered by a bank of 42efit particularity led us to orientate the detectioruésgoward
distributed along a Mel scale, filter centers raggirom 133  unsupervised learning, i.e. clustering methods. this
to 6854 Hz. Finally, 13 MFCC parameters are exémhct domain, the GMM is a well understood statistical delo
after a log transform and a DCT (Discrete Cosineand presents the advantage of computational effigie
Transform). We used for MFCC the same time slide83o

ms as previously. GMM (Gaussian Mixture Model)
acouste — " Spectrum This clustering method assumes that the data arergted
> indow il > bank > by a mixture of probability distributions in whichach
component represents a different cluster.
acoustic - s Consider a set of N pointsy(x.., Xy) in Rd to be clustered
signal pre- amminy MEI Mree 1
{ et | indon ” e ’ into K groups. The data is seen as N observatiéres o
dimensional random vector with density:
Fig. 2: Feature extraction of a) spectrum coefficients b) K
MFCCs ®,(3) =D a,,(%
k=1
where @ is the density of the normal distributionN.)
20 energy and o, the weight of this component in the mixture
2OMM (3. a, =1). The paramete=(a,p,%) defines the model,
. ‘ ‘ ‘ ‘ ‘ ‘ with o=(ay,...,0k), H=(y, ..., k) andZ=(Zy,...,2).
0 05 1 15 2 25 3 The Expectation-Maximization or EM algorithm gives

means to estimate the parameters of the modek Hemote
p,(w, | x) the posterior probability that given the point

belongs to clustewy, the EM algorithm maximizes the
likelihood function off :

L&) =[] Poles 1 %)

Once clusters have been determined using the EM
algorithm, it is simple to obtain a classifier. \&&sociate to

. each class (SSA /non SSA) the combination of ctastee.

time the mixture of Gaussian densities that provideshiljbest

) ) score, the score being the sum of true positivek false
Fig. 3: Features extracted from a SSA signal, a) energynegatives in the confusion matrix.

b) spectrum coefficients, ¢) MFCCs

e
N A OON
' B

Results of this classification with a varying numbef
Figure 3 shows the features extracted from the S8Aal  ¢|ysters Nc are reported in Table 2, where theesbas been
presented in Figure 1. Energy per frame has bdenlated expressed as a percentage.
using short-time FFT, spectral coefficients and MIsGare  \we observe that the scores do not progress wher Bic
represented versus time on a colored scale of adps. Spectrum coefficients give generally better resuhan
MFCCs.



spectrum coef. MFCCs Splash detection and countintfpis function implements the
nb. clusters training | test training  test automatic SSA detection presented in Section 3edan
2 67.6 60.3 75.0 70.6 spectrum coefficients and GMM classification. To ane
3 86.8 77.9 713 69.9 real-time constraints, a particular attention hesrbgiven to
4 89.7 82.4 83.¢ 77.€ the programming code, e.g. by using an integer-FFT
5 912 85.3 88.2 89.7 algorithm. Furthermore, some thresholds have beletech
? 22-52 787496 8250 727'; 7 on signal energy and detection trigger in ordeadapt the
8 89.0 824 57 E =9 method to on-line detection.
9 90.4 88.2 85.2 75.C

Task schedulerthis component gives the ability to launch

Table 2: percentages of correct classification applications at pre-defined times. It allows theaghone
to remain on standby during day and to start resroeshd

As an example, Table 3 shows the confusion matrixletection at night.

obtained with Nc=5 and spectrum coefficients on tinst

set. For this classification, we obtained a TrusitR@ Rate = Remote control via GSM and SMBis communication tool

(TPR) of 78.6% and a False Positive Rate (FPRPd%. has been designed to drive the smartphone and endhit

remotely, in case of difficulty to access the devigvhen

detected | detected as solicited, the smartphone sends reports aboutate,sSSA
as SSA non SSA counts, etc.

actual SSA 44 12

actuanon SS/ 8 72 Wireless LAN (WiFi)this module can be possibly used to

download data towards a collecting device, as lasg
transfer times are not excessive.

Table 3: A confusion matrix

4. A SMARTPHONE IMPLEMENTATION Autonomy:a 32 GB SD memory card and a 9600 mAh
battery enable the device to work in autonomy dudme

The target device of our application is a Samsuri G week. To improve energetic autonqmy, a phot.ovoltaic
B7350 Omnia Pro4, a cell phone running Windows Neobi S€nsor has been added to the equipment. Besides, da
6.5. To connect the microphone with its parabaiiteana to ~ Storage capability can be much improved by usirspund
the audio input of the smartphone, we inserteddafitianal ~ COmMpression technique such as MP3 or Ogg-Vorbisdop

preamp in order to adapt the input level. not yet implemented).

Splashmeter & & X)) @ o9:s7

& Y4 @ 17:1

According to our needs, we developed the following

g~ L2
software functions: * @ ®)
Iwork: Stop Working, ‘Splash meter Distance threshold: 0,2
. . . . . Power threshold: 6,06
Handheld recorderthis application aims at recording and @ @ @ - ot

storing all sounds of interest, and to build a dasz for bk buewey e o R oot thesnor: 276-4
further analyses. The recorder makes use of théoaud @ , @ [ Qe coefioenss
functionality of the cell phone and its facility sforage on a - mg = S—

SDHC memory card. To reduce the volume of data, a [ =T

suppression of blanks has also been included.

Start Auto Settings Exit B

Fig. 5: Displays of the smartphone application

= preamp
smartphone. . F i
/

5.RESULTS

A test version of the smartphone was installed pring
2012 on a shad spawning ground located on riveeCéz
the south of France. The smartphone equipped with a
parabolic microphone and a battery was mountedtdpad
parabolic placed on the bank, at a height of 3 meters.

reflector

microphone

external
battery

b Unitary tests of the prototype have allowed to detié the
Fig. 4: A view of the device setup choices of configuration. More specifically, audiles have
been recorded and used to evaluate the method Af SS
detection. They cover 10 days during which sounaéeh



been continuously recorded between 11 pm and 3 am,

giving 40 hours of recordings.

At first, a training set has been selected withfite&s of 5
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