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On the Geometrical Gyro-Kinetic Theory

Emmanuel Frénod* Mathieu Lutz’

Abstract - Considering a Hamiltonian Dynamical System describing the motion of charged
particle in a Tokamak or a Stellarator, we build a change of coordinates to reduce its dimension. This
change of coordinates is in fact an intricate succession of mappings that are built using Hyperbolic
Partial Differential Equations, Differential Geometry, Hamiltonian Dynamical System Theory and
Symplectic Geometry, Lie Transforms and a new tool which is here introduced : Partial Lie Sums.

Keywords - Tokamak; Stellarator; Gyro-Kinetic Approximation; Hyperbolic Partial Differen-
tial Equations; Differential Geometry; Hamiltonian Dynamical System Theory; Symplectic Geome-
try; Lie Transforms; Partial Lie Sums.

Notations

1. For a 2m-periodic set 17 included in R, Cg%r (I #) stands of the space of functions being
in C®(I*) and 2m-periodic.

2. For a set 97 included in R™ (where m € N and m > 2) which is 27-periodic with
respect to the I-th variable (I < m) we denote by C;EOJ (931#) the space of functions

being in C*(9M*) and 27-periodic with respect to the l-th variable.

4. For m € N*, C;°(R™) stands of the space of functions being in C**(R") and with their
derivatives at any order which are bounded.

5. O%?b stands for the algebra of functions spanned by the functions of the form

(v,0) = f1(y)cos () + fa (y) sin (0) ,
where fi, fo € C° (RQ).

6. Q%% » stands for the space of functions
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OF) = {feCOO (R x (0,+2)), f(y.0.k) = > cn(y, 0) V"

nel f

where Iy < Z is finite and VYn € Iy, ¢, € (93971)}.

7. For an open subset U < RP, we denote by A (U) the space of real analytic functions

on U.

8. For a formal power series S, we denote by g its set of convergence.

9. b"(my, Ry) stands for the open euclidian ball of radius Ry and of center mg in R™.

10. b#(mo,RmO) stands for
{m e R? s.t. (my, ma, my) € b?’(mo,Rmo)}
11. &(a,b) stands for the open crown
€(a,b) = {veR?s.t. |v|e (a,b)}
12. CO(mg, Ry; a,b) stands for the subset of R* defined by

CO(myg, Ry; a,b) = b*(mg, Ry) x R x (a,b).
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1 Introduction

At the end of the 70’, Littlejohn [22] 23] 24] shed new light on what is called the Guiding
Center Approximation. His approach incorporated high level mathematical concepts from
Hamiltonian Mechanics, Differential Geometry and Symplectic Geometry into a physical af-
fordable theory in order to clarify what has been done for years in the domain (see Kruskal
[21], Gardner [10], Northrop [25], Northrop & Rome [26]). This theory is a nice success.
It has been beeing widely used by physicists to deduce related models (Finite Larmor Ra-
dius Approzimation, Drift-Kinetic Model, Quasi-Neutral Gyro-Kinetic Model, etc., see for
instance Brizard [1], Dubin et al. [3], Frieman & Chen [§], Hahm [I5], Hahm, Lee & Brizard
[17], Parra & Catto [28] 29] [30]) making up the Gyro-Kinetic Approximation Theory, which
is the basis of all kinetic codes used to simulate Plasma Turbulence emergence and evolution
in Tokamaks and Stellarators (see for instance Brizard [I], Quin et al [3I], 32], Kawamura
& Fukuyama [20], Hahm [16], Hahm, Wang & Madsen [18], Grandgirard et al. [13] 14], and
the review of Garbet et al. [9]).

Yet, the resulting Geometrical Gyro-Kinetic Approximation Theory remains a physical the-
ory which is formal from the mathematical point of view and not directly accessible for
mathematicians. The present paper is a first step towards providing a mathematical afford-
able theory, particularly for the analysis, the applied mathematics and computer sciences
communities.

Notice that, beside this Geometrical Gyro-Kinetic Approximation Theory, an alternative
approach, based on Asymptotic Analysis and Homogenization Methods was developed by
Frénod & Sonnendriicker [5], [, [7], Frénod, Raviart & Sonnendriicker [4], Golse & Saint-
Raymond [12] and Ghendrih, Hauray & Nouri [11].

The purpose of this paper is to provide a mathematical framework for the formal Guiding-
Center reduction introduced in Littlejohn [22]. The domain of application of this theory is
that of a charged particle under the action of a strong magnetic field. Hence we will consider



the following dynamical system :

% ~V, X (0) = xo, (1.1)
v 1 . -
o~ BX)7V, V(0) = vo, (1.2)

where X = (X1, X») stands for the position, V. = (Vi, V) stands for the velocity, V+ =
(Va,—=V1), xo and vq stand for the initial position and velocity, and € is a small parameter.
We notice that equations (LI)-(L2) can be obtained from the six dimensional system by
taking a magnetic field in the xs-direction that only depends on xy and xs.
When the magnetic field is constant, the trajectory associated with (LI)-(L2) is a circle
of center ¢y = xo + evg and of radius € |vg|. Otherwise, the dynamical system (LII)-(L2])
can be viewed as a perturbation of the system obtained when the magnetic field is constant.
Hence, in the general case of a magnetic field depending on position, the evolution of a given
particle’s position is a combination of two disparate in time motions: a slow evolution of
what is the center of the circle in the case when B is constant, usually called the Guiding
Center, and a fast rotation with a small radius about it. The Guiding-Center reduction
consists in replacing the trajectory of the particle by the trajectory of a quantity close to
the guiding-center and free of fast oscillations.

This purpose can easily be translated within a geometric formalism. In any system
of coordinates on a manifold M, a Hamiltonian dynamical system whose solution is R =
R(t;rp) can be written in the following form

R

ot
where P(r) is a matrix called the matrix of the Poisson Bracket (or Poisson Matrix in short),
and H(r) is called the Hamiltonian function. The Poisson Matrix is a skew-symmetric
matrix satisfying the Jacobi identity and the Hamiltonian function is a smooth function (see
Appendix [A)). Tt is obvious to show that dynamical system (LI])-(L2]) is Hamiltonian and to
find its related Poisson Matrix P.(x, v) and Hamiltonian function H.(x,v) (see Section 21
Within this geometrical framework, the goal of the Guiding-Center reduction is to make a

succession of changes of coordinates in order to satisfy the assumptions of the following
theorem.

= P(R)V:H(R), R(0,r) = ro, (1.3)

Theorem 1.1. If, in a given coordinate system r = (r1,r2,73,74), the Poisson Matriz has
the following form:

0
0
Psa |’

)

M) ‘
P@)=1"50 ‘
00 | —Pss 0

0
5 (1.4)

where P34 is a non-zero constant, and if the Hamiltonian function does not depend on the
penultimate variable, i.e.

OH

a0 (1.5)



then, submatrix M does not depend on the two last variables, i.e.

oM oM
— =0 and — = 0. (1.6)
67’3 67’4
Consequently, the time-evolution of the two first components Ry, Ro is independent of the
penultimate component Rs; and, the last component Ry of the trajectory is not time-evolving,
i.e.
0R4
ot
Theorem [[T] is the Key Result that brings the understanding of the Guiding-Center
reduction: the Guiding-Center reduction consists in writing dynamical system (LII)-(L2])
within a system of coordinates, called the Guiding-Center Coordinate System, that satisfies
the assumptions of Theorem [[.Tland which is close to the Historic Guiding-Center Coordinate
System, usually defined by:

~0. (1.7)

v
y?gc =z — &?m cos (), (1.8)
h v .
y2gc = X2 +€m sin (9), (19)
ghae = ¢, (1.10)
2
v
e = 1.11
et (1.11)
where v = |v| and where # is the angle between the zj-axis and the gyro-radius vector
p.(x,v) = — B(Ex) v measured in a clockwise sense.

Once this done, if we are just interested in the motion of the particle in the physical
space, i.e. just in the evolution of the two first components, solving the dynamical system
in the new system of coordinates, reduces to find a trajectory in R2, in place of a trajectory
in R* when it is solved in the original system of coordinates.

In [22], Littlejohn proposed a construction of the Guiding-Center Coordinates based on

formal series expansion in power of €. This approach cannot be made mathematically rig-
orous because no argument can insure the validity of the series expansion.
In the present paper we adopt a different strategy. We will derive for each positive integer
N a coordinate system, the so-called Guiding-Center Coordinates of order N, whose expan-
sion in power of €, up to any order N, coincides with the Guiding-Center coordinates given
in [22]. Moreover, for each integer N we will construct a Hamiltonian dynamical system
satisfying Theorem [[.1] and approximating uniformly in time, with accuracy in proportion
to eV~!, the Hamiltonian dynamical system (LI)-(L2) written within the Guiding-Center
Coordinates of order V.

The Guiding-Center reduction consists essentially in a succession of three change of co-
ordinates: a polar in velocity change of coordinates (x,v) — (x,6,v) with 6 and v defined
above, a second change of coordinates called the Darboux change of coordinates, and a
last change of coordinates called the Lie change of coordinates. The objective of the first
change of coordinates is to concentrate the fast oscillations on the 6 variable. The second



one, consists in finding a coordinate system in which the Poisson Matrix has the required
form to apply Theorem [T and eventually the last change of coordinates (which is in fact
the succession of N changes of coordinates) consists in removing the oscillations from the
Hamiltonian function while keeping the same expression of the Poisson Matrix.

All along this paper we will assume that the magnetic field B is analytic, that all its
derivatives are bounded, and that B is nowhere close to 0, i.e. that inf B > 1.

The three main results of this paper are the following. The first one concerns the Darboux
change of coordinates.

Theorem 1.2. There exists a C*-diffeomorphism Y. : (x,0,v) — (y,0,k) one to one from
R? xR x (0, +00) onto itself, smooth with respect to €, such that the Poisson Matriz expressed
in the (y,0,k) coordinate system reads:

13
8 “Bm 0 O
0 o -1 0

Moreover, the reciprocal map k. = Yo' is smooth with respect to ¢ € Ry, and for any
positive real numbers ap and bp (with ap < bp) and for any t € [0,+00), the trajectory
associated with (LI)-(L2)), with initial condition (xo,vo) € R? x &€(ap,bp) (see Notation

2 2
a b7,

[I1) and expressed in the Darbouz coordinates, belongs to R? x [ﬁ, 51
0

Subsections [3.4] B.5] and [3.7] constitute the proof of Theorem

Theorem 1.3. For each positive integer N, for each compact set Kr, and for each positive
real numbers ¢z and dp (with ¢z < dg), there exists a diffeomorphism xY : (y,0,k) — (2,7, J)
defined on Kz xR x (¢z,de) and a positive real number ny, such that, for any € € [0, 1, |, the
expansion in power of € of the Hamiltonian function H. of system [CI)-([@C2) in the (z,7,))
coordinates does not depend to the oscillation variable v up to order N, i.e.

H.(2,7,j) = Ho (2,) + €H (2,5) + ... + eV Hy (2,§) + " pR(es2,7,5),  (1.13)
and such that the Poisson Matriz expressed in the (z,7,7) coordinate system reads:
eP-(2,7.]) = eP:(2,7,5) + " 2P} (e:2,7,7) , (1.14)

where pg and pg are in CZ([0,nk,] x Kz x R x [¢z,dc]).
The proof of Theorem [[.3]is given in Subsection 71

Remark 1.4. Theorem[IL.3is consistent with Theorem[I.2. Indeed, in Subsection[3.9 we will
show that for any T € [0, +0), for any compact set K¢, and for any positive real numbers cc
and d¢ (with c¢ < dc¢), there exists a positive real number 1), a compact set K, and positive



real numbers cg and dg (with cg < dg) such that for any t € [0,T] and for any € € [0,n] the
trajectory associated with (ILI))-([L2), with initial condition (xg,vo) € K¢ X €(ac,be) (see
Notation [I1]) and expressed in the Darboux coordinates, belongs to Ky x R x [az,br].

Theorem 1.5. With the same notations as in Theorem [I.3, we consider the function ﬁév
defined by:

}AIF{V (Zvj) = ﬁo (Zvj) + €g1 (Z7j) +... 6NﬁN (Z7j) ) (115)
where Hy,...,Hy are the N first terms in expansion (C13) of H., and we denote by

(Z,T,7) =(Z,T,7)(t; 20,70, Jo) the trajectory of Hamiltonian system (LI)-({L2), expressed
in the (z,7,7) coordinate system, associated with initial condition zg,~o, jo. Let

ZT
% ?; —P.(z")vaY (27,57, (1.16)

be the Hamiltonian dynamical system associated with the Hamiltonian function ]fIéV and
with the Poisson Matriz P. defined by (LI12). Then, this system satisfies the assumptions of
Theorem [I1l. Moreover, for any T € [0,40), for any compact set K¢, and for any positive
real numbers cc and dc (with c¢ < dc), there exists a real number ng, and a constant Cg,
independant of €, such that for any t € [0,T] and for any € € [0, 7k, |

sup {‘(Z,j)(t, 207707,7‘0) - (ZTajT)<t7 ZOij) L e [OaT]7 (Z07707j0) € UC} < CEN_la
(1.17)

where Ue is the range of Ke x €(ce,dc) in the Guiding-Center coordinates of order N i.e.
by diffeomorphism xN.

The proof of Theorem is led in Subsection E8l

The paper is organized as follows. In Section 2] we briefly recall the main steps of
the Guiding-Center reduction and we give a proof of Theorem [[LII Then, Section [ is
devoted to the construction of the Darboux change of coordinates. Especially, we will
introduce an intermediary PDE from which the Darboux coordinates can be deduced. We
will also perform a detailed analysis of the regularity of the change of coordinates and its
inverse, including the regularity with respect to the small parameter e, and we will give
the expansions with respect to € of the change of coordinates, of its inverse, and of the
Hamiltonian function. In Section d] we introduce a partial Lie transform method leading to
the Guiding-Center coordinate system of order N. Eventually, in Sections [4.7] and E.§] we
will prove Theorems [[.3] and

2 Schematic description of the Guiding-Center reduction

2.1 Panorama

A schematic description of the Guiding-Center change of coordinates is summarized in Figure
21l The three main steps of the reduction was already discussed in the introduction. They
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Figure 1: A schematic description of the method leading the Gyro-Kinetic Approximation.



are symbolized by arrows 3, 4, and 5. The first step consists in finding an adequate symplectic
structure from which the expressions of the Poisson Matrix and the Hamiltonian function
are deduced. To achieve this goal we will introduce the canonical coordinates defined by:

L 1
qzxandpz%(x,v):v+EA(x), (2.1)
where
2
L. (x,v) = % + 1V A (%), (2.2)
€

is the dimensionless electromagnetic Lagrangian and A is the potential vector. Then, the
Symplectic Two-Form (2. that is considered is the unique Two-Form whose expression in
the Canonical Coordinate chart is given by

We = dq A dp. (2.3)
Consequently, the Poisson matrix is given by:

v

P.(q,p) = <IC€ (q, p)) s { _?d ig } ; (2.4)

where K. is the matrix associated with .. Eventually it is obvious to show that dynamical
system (LI)-(L2) is Hamiltonian with Hamiltonian function H. (q,p) = 3 |p — %A(q)’2
and Poisson Matrix 75E

Using the usual change of coordinates rules for the Poisson Matrix and the Hamiltonian
function (see Appendix [Al) we obtain the following expressions of the Hamiltonian function
and of the Poisson Matrix, in the Cartesian Coordinates:

0 0 1 0
o) =M | 000 (2.5)
X, V) = —, X, V) = Bx) | )
: 2 : -1 0 BO s
0 -1 -2 g

and, more interesting in the perspective of the next steps, in the Polar in velocity Coordi-
nates:

~ 1)2

H. (x,0,v) = bX (2.6)
0 0 —%@ —sin (0)

~ 0 0 sin®)  _ cos (0

P (X7 0, U) = cos(d) _ sin(9) 8 B(x)( ) (27)
v v EV

sin (f) cos (0) —Bx) 0

EV

Before turning to the fourth step we give the proof of Theorem [l



2.2 Proof of Theorem [I.1]
When the Poisson Matrix has the form given by (L4)), the last line of (3] reads

0R4 oH

W = = 3’45—7’3 (R)

Hence, if the Hamiltonian function does not depend on the penultimate variable, then, the
last component Ry of the trajectory is not time-evolving. Now, introducing the Poisson
Bracket of two functions f = f (r) and g = g (r) defined by

{95 (®) = [Vef @] P (r) Vag (), (2.8)
where P(r) is the Poisson Matrix, we have
Py = {ri,r;}. fori,j=1,2,3,4, (2.9)

where r; is the i-th coordinate function r — 7; and a direct computation leads to

573172 5731,2

{{ri,ro}y w3} (r) = =P34 - (r) and {{ry,ra}.,ra}, (r) = Psq o (r).  (2.10)
Using the Jacobi identity saying that for any regular function f, g, h,
{59k 0l + {0 Fh gl + o Rl 1 =0, (2.11)
and the facts that P31 = Pa3 = Py1 = Pag = 0, we obtain
{{r1,r2}, ,r3}, = — {{r3,r1}, ,r2}, — {{ra,r3},,r1}, =0, (2.12)
{{ri,roly raly = — {{ra,rufy ro}, — {{r2,ruly i}, = 0. (2.13)

and consequently, since P11 = Pa o = 0, (2.10) brings (L)), ending the proof of the theorem.

3 The Darboux algorithm

3.1 Objectives

At this stage, the three first steps of the reduction are already done. The fourth step (see
Figure 2.1) on the way to build the Guiding-Center Approximation is the application of
the mathematical algorithm, so called the Darboux Algorithm, to build a global Coordinate
System (y1,y2,6, k) close to the Historic Guiding-Center Coordinate System (L8))—(TIT),
and in which the Poisson Matrix has the required form (I4) to apply the Key Result
(Theorem [II]). In order to manage the small parameter €, we will build the Coordinate
System (y1, 2,0, k) in order to have 7. (y, 0, k) with the following form:

] M| §
P (y.0,k) = 00 0 I (3.1)

£

00 ‘_g 0

10



Using the usual change of coordinates rule for the Poisson Matrix, finding this coordinate
system remains to find a diffeomorphism

ps (X7 97 U) = (Tl (X7 97 U) ’ pe; (Xa 07 U) ) 3 (Xa 07 U) ) Yy (X7 97 U)) ) (32)
whose components satisfy the following non-linear hyperbolic system of PDE:
{T17 T3}x,671) = 07 {T17 T4}x7071) = 07 (33)
{T27 T3}x,671) = 07 {T27 T4}x7071) = 07 (34)
1
{T37 T4}x,€,v -7 (3'5)

The resolution of this set of PDE constitutes the Darboux method.

The first stage of the method consists in setting
T3 =6. (3.6)

Consequently, the non-linear nature of ([B.3)-(B.5]) is balanced by the fact that 6 is left
unchanged. With the aim of being close to the Historical Guiding-Center coordinates (see

(LR)-(TI1)), the boundary conditions are fixed at v = 0 as follows:
Y (x,6,0) = 24,
Yo (x,0,0) = x2, (3.7)
Yy (x,60,0) = 0.

Since the Poisson Matrix P. given by [20) has a singularity at v = 0, this choice leads to

a small difficulty. Nevertheless, it is not a difficult task to fix it. Let w. be the function
defined by:

we(x,v) = B;:), (3.8)
and let QE be the matrix related with the Poisson Matrix by:
Pe (%,6,0) = we (x,0) Qe (x,0,0). (3.9)
Then, the system of PDE ([33)-([33) is equivalent, for v # 0, to equations involving Q.:
(VY1) - (Q(VT3)) =0, (VY1) - (Qe(VT4)) =0, (3.10)
(VY2) - (Q:(VY3)) =0, (VY2) - (Qe(VYy4)) =0, (3.11)
(VY) - (O=(VY3)) = —ﬁ, (3.12)

that have no singularity in v = 0. Consequently in place of solving ([B.3))-(B.5]) we will solve
BI0)-([BI2) provided with the set of boundary conditions (3.7)).

In this Section, we will not follow the method given in [22]. We will base the resolution
of (BI0)-(3I2) on an intermediary PDE from which the solutions of (B.10)-([312]) will be
deduced. Afterwards, we will construct for any fixed ¢ map Y. Then, we will show that
Y is well a change of coordinates and study its regularity with respect to €. Finally, we
will prove Theorem and in view of the last Section we will give estimates related to the
expression of the characteristics expressed in the Darboux Coordinate System.

11



3.2 An intermediary equation

The intermediary equation that we consider in this Section is the following:

Op
A
gy TeA e =0 (3.13)
C,D(X,H,’U = 0) = %o (X79)7
where
(x,0) = — (3.14)
(100 X, - B (X)’ .
and where A is the vector field defined by:
cos(f) 0  sin(f) 0
A = — = —. 1
(x,9) B(x) 0ry B (x) 019 (315)

We denote by G its flow and by A" its iterated application acting on regular functions f
as

cos(0) of sin(6) of
Bx) or B(x) ry’ (310

A" f=A- (A" f), Vn=2 (3.17)

Ao'f:fv Alf:

In a first place, we give the regularity property of Gy.

Lemma 3.1. Flow Gy = G\(x,0) of vector field A is complete, in C*(R?), (gi,gi) is in
C% 3(R?) (see Notation[d), and G3(x,6) = 6.

Then, using this lemma, which proof is straightforward, we obtain the following Theorem.

Theorem 3.2. The unique solution ¢ to [BI3)) is given by

1
Gl.,(x,0),G%,, (x,0))

o(x,0,v) = B( (3.18)

Moreover, ¢ is in C;O(R‘l) and is bounded.

Proof. The proof of Theorem is performed with the usual characteristics’ method. Let
F (v,s,x,0) be the characteristic associated with (3I3]), i.e. the solution of

(0F1 cos (F3)
— 6 s
811 B (]:1,]:2)
0F2 sin (F3)
P S VA = 3.19
av €B(]:1,]:2)’ ]:(8787)(79) (X79) ( )
0F3
U v 0,

12



By definition the flow Gy of A satisfies:
(oG} cos (G})

AT BG.6Y
oG _ sin(d))

—A = Go (x,0) = (x,0). (3.20)
Gy
Lax ~
Then, we deduce that F (v,s,x,0) = Ge(,—s) (X,0). Eventually Duhamel’s formula yields:
1
X,0,v) = F(0,v,x,0 3.21
This ends the proof of Theorem. O

We will end this Section by giving a Taylor expansion, with respect to €, of the solution
¢ to [BI3]). Such kind of Taylor expansions are usually referred in the literature (see Olver
[27]) as Lie expansions.

Definition 3.3. If A is a vector field of R? with coefficients which are in CI?O(]R?’), then we
define the Lie Series ST° (A)- associated with A by

SE(A) =Y (3.22)

=0

where (A)! is defined by BI6) and BIT), and the partial Lie Sum of order n:

n L.
A= (Az') (3.23)

It is known that, formally, the flow G, associated with A may be expressed in terms of

the Lie Series of A:

l
G = 57 () = YA (321)
=0 )

More rigorously, as the flow is Complete using its partial Lie Sum we have
foGy= f f A”+1 f) o Gudu, (3.25)
for any function f: R3 — R being C*(R3).

Taking now % as function f and —ev as parameter A in (3.28]), we obtain

) = (w2 [ (e 2 g0
(3.26)

v (x,0,v)

Hence we have proven the following lemma.

13



Lemma 3.4. Function ¢, solution to PDE ([BI3), admits for any n € N, for any e € R and
for any (x,0,v) € R* the followmg expansz’on in power of €

S ()

L& E)"HL( ;!U) <A"+1.%>og€u(x,9)du.

¢ (x,6,v)

(3.27)

n!

Moreover, for anyl € N, (Al . %) 8 in Cig(R?’) N CgO(R?’); for any n € N, (g,%x,0,v) —
g(v 7) (An+1

(e.x,0) = 5 ST (A LY 0 Gy (x,8) du is bounded by CF (v) = 00 A1 L)

£) 0 Gy (x,0)du is in C;O(R‘r’); and for any v € R and any n € N,

3.3 The other equations

In the following Theorem, we will deduce from Theorem the solutions Yy, Yo, and Yy
of the PDEs that are in the left in equalities (3.10)-(3.12]).

Theorem 3.5. The unique solutions X1, Y, and Y4 of

(VY1) - (Q:(VY3)) =0, Y (x,6,0) = 1, (3.28)
(VX2) - (Qe(V3)) =0, Y, (x,6,0) = xo, (3.29)
(VY1) - (O (VY3)) = —Bq()x), Y, (x,6,0) =0, (3.30)
are given by

Y (%, 9,1)) =z —ecos(0) Y (x,0,v), (3.31)
Y (x,0,v) = 29 +esin(0) ¥ (x,0,v), (3.32)
f ¥ (x,6,s) (3.33)

where 1 is defined by:
Y (x,0,v) = LU v (x,0,s)ds, (3.34)

with ¢ given by (B.I8).
Proof. We will only prove Formula ([8:31)). The others ((8.32]) and (8.33))) are easily obtained

with similar arguments. Firstly, we notice that ([3.28]) can be rewritten as
oYy L 08 (0) oYy 6Sin (#) oYy _0
ov B (x) 0x1 B (x) 0z ’ (3.35)
Tl (X, 9, 0) =I.

Secondly, integrating (B.I3]) between 0 and v we obtain

6_1/1+€cos( ) oY 6sin(@)@_w 1
{ ov B(x ) o1 B(x) dza  B(x)’ (3.36)
¥ (x,0,0) =
Hence by linearity, Y7 given by (BBII) is solution of (335]). The unicity is obvious. O

14



To end the resolution of (B.I0)-(B12) we only have to check that Y; and Yy given by
B31) and ([B32) are also solutions to the additional equations that are in the right in

BI10-B.12).
Theorem 3.6. Functions X1 and Yo, defined by B31)) and [B32), and solutions of ([B.28)
and ([329), are also solutions to

(VX)) - (Q=(Vy)) =0, (3.37)
(VY2) - (Q(VLy)) =0, (3.38)

where Xy is defined by B.33) and is solution of ([B3.30]).

Proof. Firstly, we show that {Y1, Yy}, which is defined for v # 0 because of the singularity
of P., can be extended smoothly by 0 in v = 0. Integrating expansion ([3.27) (with n = 1)
between 0 and v, we obtain

Y1 (x,0,v) =21 — % + &2 cos (0) Lv (v —u) (A : %) (G_cu (x,0))du.  (3.39)
In the same way, integrating twice (3.27) (with n = 0) we obtain:
Y, (x,0,v) = v _< f} (v—u) (A . i) (G—cu (x,0)) du. (3.40)
2B (x) 2 J B
Differentiating (3.39) with respect to z1 yields
oYy

S (ef) =1 —ccos () (8—21 (é)) )
+ % cos (6) f” (v —u) Ki <A . %)) (G (x.0)) gL, .6)

0 ox1 0z
+ (a% <A. %)) (G (%,0)) ag;“ (x, 9)] du. (3.41)

1 2
As % and all its derivatives are bounded and as % and % are continuous with respect to
A we obtain the following estimate:

oY 01
lx,0,0) <1+elv]|—=

8m1 8m1 B 0
21,2 oGl 0G?

+ Gl X i <A- l)‘ sup Q,Eu + Hi (A . i)‘ sup 9=eu (x,0)|.
2 o1 Bl wet=polon| 01 Oz2 B/ leo uel=lollon | 021

Hence gi (x,0,v) = ;! (x,0,v) with el (x,0,v) such that for any (x,0), v €! (x,0,v)
is smooth, and is bounded in the neighborhood of v = 0. In the same way, we can show that

g;il (x,0,v) = Ueyl (x,0,v), 8;1 (x,0,v) = Uezl (x,0,v),

651 (x,0,v) = ¢, (x,0,v), ?914 (x,0,v) = U2€£1 (x,0,v),

Ly o oy (3.42)
0 (x,0,v) = v7e” (x,0,v), 20 (x,0,v) = v3€l (x,0,v),

654 (x,0,v) = vep (x,0,v) .
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with €2 (x,6,v), ezl (x,0,v), €, (x,0,v), &' (x,0,v), € (x,0,v), el (x,0,v), € (x,0,v)

such that for any (x,#), the functions v — €} (x,6,v) are smooth, and are bounded in the
neighborhood of v = 0. Injecting these expressions in {Y, Yy} (x,60,v) = (VYy)- (72VT4>
we obtain {7, Y4} (x,6,v) = vey, 1 (x,0,v) with €, 1 (x, 0, v) such that v — €, 1 (x,6,v) is
smooth, and is bounded in the neighborhood of v = 0 leading that {7, X4} can be smoothly
extended by 0 in v = 0.

As the last step of this proof, because of the Jacobi identity we have

Yv # 0, {{Tl, T4},T3} + {{Tg, Tl},T4} + {{T4, Tg},rl} =0, (3.43)

which reads, because the gradient of a constant is zero, because, according to (B.33)),

{Yy, Y3} = L and, as we just saw, because Y given by (B3I) satisfies { Y3, 11} = 0,
{1, Y4}, X3} = 0. (3.44)

Dividing (3.44) by w. (x,6) defined by (3.8]), we obtain that for v # 0, {¥y, X4} is solution

to
(V{11 Y1) - (- (V1)) = 0. (3.45)

By continuity of the left hand side of (3.45) on R*, we deduce that equality ([3.45) is valid
on R*. As {Yy, Y} may be smoothly extended by 0 in v = 0, and as the unique solution
of (3.40) satisfying the boundary condition {Y7, Y4} (x,6,0) = 0 is zero, we deduce that Y
given by (B3] satisfies {1, X4} = 0 for all (x,6,v). Hence ([B37) follows.

The proof that Yy, defined by (3:32]) and solution of ([3.29), is solutions of (B.38) is very
similar. This ends the proof of Theorem O

3.4 The Darboux coordinate system

In subsection B3] we solved equations ([310)-(B12), with initial conditions (B.7), on R%. Now,
we need to check that the restriction of X to R? x R x (0, +00), also denoted by Y, is a
diffeomorphism (onto R? x R x (0,+00)) and hence that (y,,k) makes a true coordinate
system on R? x R x (0, +0).

Firstly, using expressions ([3.31]) and (B8.32) of Yy and Ys, formula ([B.I8) that gives the
expression of ¢ = g—f, expression [B.I5) of A, and by definition of its flow Gy (see (3.20)),
we deduce that

oY 0
@—1)1 (x,0,v) = %glw (x,6), (3.46)
oY 0
a—; (x,0,v) = %gzw (x,6), (3.47)
oY d
= (x0.0) = 267, (x.6). (3.48)

Hence, since Y (x,6,0) = 21, Y5 (x,6,0) = z9 and Y3 (x,60,0) = 6 we obtain that

(Y (x,60,v),Ys(x,0,v),Y5(x,0,v)) = G_y (x,6). (3.49)
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From this, it is clear that (y,#,v) makes a coordinate system and that the reciprocal change
of coordinates is given by (x,6,v) = (Gey (y,0) ,v).

In order to show that (y, 8, k) makes also a coordinate system we will proceed as follows:
we will express Yy in the (y,6,v)-coordinate system and using this expression, we will
express v in terms of y and 6 and the yielding expression of Y4 in the (y, 8, v)-coordinate
system.

Lemma 3.7. The representative of Xy in the (y, 0, v)-coordinate system is given by

U
T4 (Y7 97 U) =

jo B(GL, (v,0),G2,(v,9))
Proof. Using function ¢ involved in the expression of Yy (see (3.33) and (8:34)), we obtain:

n(x,e,u)_f(
-, (

_ L (v — ) o (x, 0, u) du.

du. (3.50)

f o (x,0,u) du) ds

0

fv ¢ (x,0,u) ds> du (3.51)

u

Now, using expressions ([3.I8)) of ¢ and ([8.49) of (Y, Xz, X3), we obtain

B v (U — u)
Y, (x,60,v) = L B(GL., (x,0),G2., (x,0))

= j” Chatl) du

du

0 B (G (Goco (x.0)).G%,_y (Geo (x.6))) (3.52)
~ [ ) pl0as ) 0= ),

= j uwp (Tl (X7 97 U) ) T2 (Xv 97 U) ’ T3 (X7 97 U) ) —U) du7
0

implying, using again (B.I8]) and that Y3 (x,6,v), Y (x,6,v) and Y3 (x,60,v) are the expres-
sion of y1, y2 and @, ([B.50) and consequently proving the lemma. O

Having expression (3:50) of Yy on hand, for all (y, #) € R? we can define the parametrized
smooth function n = [n (y,0)] of v by

[ (y,0)] (v) = Y4 (y,0,v). (3.53)

Lemma 3.8. For any (y,0) € R? x R, function [n(y,0)] is a C*-diffeomorphism from
(0, +0) onto itself and function ) =7 (y, 0, k) defined by:

U] (yv 0, k) = [77 (yv 9)]71 (k) (354)

which gives the expression of v, is in C;gf(}R2 x R x (0, +00)).
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Proof. As

> 0,

d[n (y,0)] _ v
[ dv ](”)‘B<g§v<y,e>,gzv<y,e>>

[n (y,0)] is a C*-diffeomorphism from (0, +00) onto

(1 [y 1 ). tim, [ (5,01 0 ) (3.55)

v—0

for all (y,#). Moreover, according to formula ([3.50) we have for any v > 0 the following
estimates:

v? v?

2B, <[n(y,0)] () < Ok (3.56)

and consequently for any (y,6) € R3

[ (y,0)] (0, +-0)) = (0, +0) (3.57)
Particularly, for any v € (0, +00) there exists k € (0, +o0) such that
v="[n(y,0)]"" (k). (3.58)

The regularity of 77 with respect to k is easily obtained from the fact that [n (y, )] is a C*
diffeomorphism. The C*nature of 7 with respect to y and 6 is obtained by computing the
successive derivatives of [1 (y,0)] o [n (y,0)] " = id and using the regularity of 5 that comes
from the regularity of Yy, itself coming from the regularity of B and flow Gy. Moreover,
the periodicity of 77 with respect to 6 comes from the fact that 6 — (Q}\(x, 0), 9/2\ (x, 9)) is in
C%Z (R) (see Notation [)) for any x € R? as set out in Lemma [3.11 O

per

Hence we have proven the following theorem.

Theorem 3.9. (y, 0, k) makes a coordinate system on R? x R x (0, +00) and function k =
Y1 is given by

K (ya 07 k) = (gaﬁ(yﬂ,k) (Y7 9) 777] (Y7 97 k)) ) (359)

where 1 is defined by (3.54).

3.5 Regularity with respect to ¢ of the change of coordinates

In this Subection, we will focus on the e-dependency of k. According to Formula (3.59)
and since A — G is smooth (see Lemma [B.I)) we only have to study the regularity with
respect to € of the fourth component , of k. To this aim, we will introduce for any
(y,0,k) € R? x (0,400) the parametrized functions o = [« (y,8)](v), which is defined for
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veRy, B =[B(y,0,k)](e), which is defined for € € (0,+00), and vy = [y (y, 0, k)] (), which
is defined for € € R, by

6010 = |, Frga am ™ (60
[8(y.0.k)](e) = [a(y,0)] 7" (°F) . (3.61)
[v (v, 0, k)] (¢) = L;)](s). (3.62)
Thus, by construction (see Formula ([3.50)) we have
Yy (y.0.0) = 6% [ (y,0)] (ev) or ev = [a (y,0)] " (*Xuly, 0,v)), (3.63)
and in view of (3.61])
Ve >0, r (3, 0,k) = = [3(y,0,k)] <) (3.64)

€
With their help, we can state the following lemma.

Lemma 3.10. For any (y,0,k) € R3 x (0, +o0), function 3 defined by formula B.61) admits
a smooth continuation to Ry such that

(6 (y.0,k)](0) =0, (3.65)

Moreover, for any € > 0 we have
[3(v,0, k)] () =

where v is defined by (3:62]).
Proof. By definition, function € — [B(y, 0, k)](¢) is in C*(R?.) for every (y, 0, k) € R? x R x
(0, +00). Moreover, function ~ is such that

Ve > 0, [7 <Y767k)]<€) = [/8 (y767k)]_1(€) : (367)

Hence, in order to show that 8 admits a smooth continuation on R, we just have to show
that v admits a smooth inverse function in the neighborhood of 0 in R;. And yet, for all
€ = 0, we have

1
[v (v.0,0)] ([B (v, 0. k)]())

(3.66)

1! U
N = \/ i rmes me ™ 369

This function is in C*(R4 ) and

de V/2kB (y)
Hence, there exists a neighborhood I of 0 and a smooth function § = [§ (y, 8, k)] (¢) defined
on J = [v(y,0,k)] (I nRy) such that [y (y,0,k)] o[ (y,0, k)] = id. Hence we have shown

that the smooth function 8 defined on R’ admits a smooth continuation to Ry. Then, since

(B60) follows directly (B.67)), Lemma B.10lis proven. O

£ 0. (3.69)
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Lemma 3.11. Function
(v,0,k,¢) = [B(y,0,k)](e), (3.70)
is in C$73(R2 x R x (0,+00) x Ry).

The proof of the periodicity with respect to the third variable is similar to the one of
Lemma, 3.8

We will now use Formula (3.64]), Lemmas .10l and B.IT] to deduce an expression of the

expansion with respect to e of the v-component of k = ¥~ 1.

Lemma 3.12. For anyn € N*, there exists P, € R,,—1[ X1, ..., Xy] (where R,,_1[ X1, ..., X,]
stands for the space of the homogeneous polynomial of degree n—1 in n variables) such that

P (6,610 (B (), [y (3,6, (8 ()
CEAAISICICN

18 (y,0,k)]™ () = (3.71)

Moreover, thanks to formula [B.72), the P, can easily be computed by induction.

Proof. Proof of Lemma [3.12]is easily done by induction. Notice that the inductive formula
for P, is given by:

Poy1 (X1, Xny1) = —(2n — 1) Xo P (X1, ., X)) +

= oP,
ZXle-i-laTn (Xb s 7Xn) :
k=1 k

(3.72)

O

Hence finding an expansion of k, remains to find the successive derivatives of [7 (y,0, k‘)]
evaluated at € = 0. The following lemma and its proof constitute a constructive way to
compute them.

Lemma 3.13. For any | € N*, there exists a; € OF, (see Notation[3) such that

1
Proof. On the one hand, for any (y,0, k) and for any n € N, [y (y, 0, k)] admits a Taylor-

MacLaurin expansion of order n.

n

[y (5:6. 0] (&) = [7 (3.6, K] (0) + € [y (3.6, 6)] ") (0) + ..+ = [y (5.6, )] (0)
. f D& 0.0 e g,

0 n'

(3.74)
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On the other hand, applying formula (B.25]) with %, multiplying by A and integrating
between 0 and ¢ yields:

n !
la(y,0)] () = e? <Zﬁ <Al ) %) (v,0)
1=0 ’

+£J1(1— )"0+ 1+ u) RIS L P d)
(n+ 1) J e “ B) 7))

Injecting formula (B75) in ([B.62) yields:
[v(y,0,k)] (e) =

€ n el 1 en+1 1 . N )
EJ (gm (Al.§> (Y,G)erL 1—u)"""(n+1+u) <A + 'E)Ogs“d”)'

(3.75)

Expanding formula (B.76]) with respect to ¢, up to order n, by using the usual expansion
of s — 4/1+ s, and identifying with formula ([B.74) yields that for any [ € {0,...,n},
VE[y (v.6.0)]" (0) € OF,

Finally, using formula (3.7I)) we obtain formula ([3.73]). This ends the proof of Lemma
B.13 O

The two previous Lemmas and Formula (B.64) lead to the following Theorem.

Theorem 3.14. For any (y,0,k) € R x R? x (0, +00), the v-component Kk, of & = X!
admits the following expansion in power of e:

)

141 €
o (y,0,k) = Z\f ai+1 (¥,0) 77—

t+1
+1< ) ) (3.77)
" _\n+l (n+2)
o | =0 B 0k e
where the terms a; of the expansion are defined in Lemma T3 Moreover,
(v,0,k,¢) — f W) [8 (. 6, k)] " (eu) du € CF5(R? x R x (0, +00) x B ).
(3.78)

Remark 3.15. The terms a; of expansion [B17) can be obtained by an inductive process.
More precisely, expanding formula [B76l) with respect to €, up to order n, by using the usual
expansion of s — /1 + s, leads to the n-th first derivatives of [y (y,0, k)] evaluated at e = 0.
Applying inductively formula [B12) yields easily the expression of P, involved in Formula
BTI). Thus, evaluating P, at the n first derivatives of [y (y,0,k)] evaluated at e = 0, we
obtain the expression of the coefficient a,, involved in Formula ([B.77).
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Applying Theorem B.T4] up to order 2, we obtain

R (30K = VKB (v) + <22 o (6) v, )

2, [FB(y) T 2 a(0)"Hp(y)a(s)
— e’k BB@fwwyv¢uw>— 2B (y)? (3.79)
+ 3—3; (1= 0 (8500 (e
- JO
where a = a () is defined by
a(h) = < _fZif?g) ) (3.80)

and where Hp is the Hessian Matrix of B.

Remark 3.16. Formula (319) can already be found in Littlejohn [22] but without estimation
of the rest. In the present paper formula [B.79) gives an expansion in power of € of a well
defined diffeomorphism even though it is obtained in Littlejohn [22] by truncating a formal
Hilbert expansion.

3.6 Expression of the Hamiltonian function and the Darboux Matrix

Theorem 3.17. The Poisson Matrix in the Darboux Coordinate System is given by

0 5y 00
Pe(y,0,k) = T> g 82 (3.81)
0 0 —%6

Proof. By construction, from formula (2.9), we know all the Poisson Matrix entries, except
its entry number (1,2): {Yy, Yo} (k (y,0,k)). Hence, the proof of Theorem B.IT reduces
to show that:

x,0,v

3

(Y1 (x,0,0), Y (x,0,0)) (3.82)

{T17 Tz}xﬂ;v (X7 97 U) = _B

For that purpose, we will identify the Poisson Bracket between Y; and Yy as the unique
solution of the PDE of unknown u
ou

—eAlu- 5 =0,

—e
B(x)’

(3.83)
u(x,60,0) =

In a first place, as function ¢ defined by ([BI8) is the unique solution of ([BI3]), the unique
solution of (3.83) is given by

u(x,0,v) = —ep (x,0,v); (3.84)
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i.e. by (3:82).
On another hand as for any v # 0, {Y3, Y}
identity ensures that

= 0 and {Yy, Y3} = 0, the Jacobi

x,0,v x,0,v

Yo # 0, {{Tl, TQ} s Tg} = 0. (385)

x,0,v
Hence, dividing ([3.85]) by w.(x,v), we obtain that for v # 0, {Xy, Y2} is solution of (B.83)).

Using now the same method as when proving Theorem B.6] we obtain

3
{Tlv T2}x,€,v (X7 g, U) = _m T Uy, (Xv 0, U) ) (3-86)

with €y, 4, (x,0,v) such that for any (x,6), v — €, 4, (x,6,v) is bounded in the neighbor-
hood of v = 0 and consequently that {Y, T2}x79’v (x,60,0) = B?i).

As a conclusion, {Yi, Yo}, ,, = u, and u is given by (3.82). Hence the Theorem is
proven. O

In the sequel, we will denote by {f, g}, the Poisson bracket expressed in the Darboux
coordinate system, i.e. for any smooth functions f = f(y,0,k) and g = ¢g(y,0,k) :

{f.9% = (Viyonf) - P-Viyong) - (3.87)

In the Darboux Coordinate System the Hamiltonian function is given by H. (y,0,k) =
H. (k(y,0,k)). Since H, (x,0,v) =

we have

k2 (y.0,k)
e

2 I

Hence, according to Theorem [3.14] Hamiltonian function H, is regular with respect to € on
R, and it admits an expansion in power of €. More precisely, using expansion (B.77)), we
obtain the following corollaries.

Corollary 3.18. The Hamiltonian function in the Darbour Coordinate System admits the
following expansion in power of €:

H. (y,0,k) = Ho (y,k n(7,0,k) + eV i (6,y,0, k), (3.89)

HMZ

where function tyy1 1S in C;;E(RJr x R?2 x R x (0,+®)). Moreover, for any n € {1,...,N}
there exists a function b, € (98971, such that

H, (v,0,k) = VE b, (v.6). (3.90)

Remark 3.19. Notice that expansion (3.77), where the coefficients a; are computed by using
the algorithm given in Remark[313, and Formula [B.88)) give a constructive way to compute
the b, and consequently the H,.

For instance up to order 2 we obtain:
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Corollary 3.20. The Hamiltonian function in the Darboux Coordinate System admits, up
to order 2, the following expansion in power of €:

3B (y)*
2
2% [—é (6)-VxB(y) +3B(y)a(0)" Hp (y)a (9)]

+ €3L3 (y7 07 ka 6) )

H.(y,0,k) = B(y)k+e (2B (y) k)?

(3.91)

where a is defined by [B.80), function vz is in C;f’?)(Rz x R x (0,+00) x Ry), and where Hp

stands for the Hessian matrix associated with B.

Remark 3.21. In expression ([389), there is an important fact for the setting out of the to
come Lie Transform based Method: the first term is independent of 6.

Remark 3.22. Formula B91)) can also be found in a formal way in Littlejohn [22].

3.7 Trajectory localization in the Darboux Coordinate System

Subsequently, we will denote by (Y7,Y5, 0%, K5ae) (¥, 0, k) the trajectories of the dy-
namical system expressed in the Darboux Coordinates and by (X§ ol ©%,Ve)(t;x, 0, v) their
expressions in the Polar in velocity Coordinate System.

Lemma 3.23. Let [a,b] be an interval such that [a,b] = (0,+0). Then, for any (y,0) € R3
and for any v € [a,b], YX4(x,0,v) € 2HB2H

T(R3 x [a, b]), for any € € (0,+), and for any t € R, K&, (t;y,0,k) € [ﬁ, %]

] Moreover, for any initial condition (y,0,k) €

Lemma 3.24. Let [a,b] be an interval such that [a,b] < (0,400) and T be a positive real
number. Then, for any initial condition (x,0,v) € R3 x [a,b] and for any t € [0,T], we have

Tl (X%}OI (t,X, 07’0) ’ CX (t7X7 07’0) 7’0) = (X 0 U) P (t'&'X 0 U) (3 92)
T (Xigor (13,0,0) 6 (1.%,0,0) ,0) = Yo (x.0.0) + py (t:5:.0,0). |
where py and py satisfy
0) - VxB (x) 1
s (te:x,0,0)| < Tle|b? sup (—‘+€2b2 A-—H . 3.93
i TR s | 5 69

Lemma 3.25. Let [a,b] be an interval such that [a,b] < (0,+00). Then, for any (x,0,v) €
R? x [a,b] we have

Yi(x,60,v) = 21 + pg (€5, 0,0) (3.94)
To(x,0,0) = z2 + py (£:%,0,0) |
where ps and p, satisfy
19, (6:%,0,0)] < b, (3.95)

We will prove Lemmas B.23] B.24] and 325 in Subsection [B.8]
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3.8 Proof of Lemmas [3.23] [3.24] and [3.25]

By definition Y4(x,6,v) So (x,0,s)ds, where 9 is defined by ([B.34]) with ¢ given by
Theorem Hence,

S

S 1 s
poxbuiu= | @0 .Coxo)  Z B, %

vixbs) = |

0

and consequently, for any v € [a, b] and for any (x,6) € R? x R, we obtain

2 2

v v a
Yy(x,0,v) = J Y (x,0,s)ds = > .
0 2|Ble — 2]Blle

(3.97)

On another hand, since inﬂ{QB (x) = 1, we obtain 9 (x,0,s) < s, and consequently for any
XE.

v € [a,b] and for any (x,6), we obtain

2 b2

2<Z. (3.98)

Yi(x,0,v) <
4(X7 7U) 2 2

Since for any (x,60,v) € R? x R x (0, 4+0) and for any ¢ € R,

ove

W(t,x,@,v) = 0, (399)

we obtain V¢ (t;x,60,v) = v, and consequently for any (y,0,k) € R? x R x (0, +0) and for
any t € R, we have:
Dar (6,0, k) = Xy (X1 (16 (y,0, %)), O° (16 (y,0,k)) , V° (6 (y,0,k)))
= Y4 (Xor (6 (y.0,5)),0° (L6 (y,0,k)) , ko (v, 0, )) -
Now, for any (y,0,k) € ¥ (R? x R x [a,b]), Ky (y,0,k) € [a,b] and estimates (B37) and
39]) yield that K, (t;y,0,k) € [W’ %] This ends the proof of Lemma [3.23] O

(3.100)

Concerning Lemma .24 for any (x,6) € R? x R and for any v € [a,b], function )
satisfies |9 (x,6,v)| < b. Applying formula (3:39) yields:

Y (x,6,v) = X5 (x,0,v) + Y{ (x,0,v), (3.101)
where
Y (x,0,v) =21 — e (0),
B (%)
i’ , (3.102)
Y} (x,0,v) = —%cos (H)J (v—u) <A- E) (G—cu (x,0)) du.
0
For any (x,0) € R? x R, for any v € [a,b] and for any ¢ € R we have:
272
b alal P
‘rl (x,@,v)’ <S-|a BHOO’ (3.103)
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and consequently for any (x,0) € R? x R, for any v € [a,b], for any ¢ € R* and for any t € R
272
e°b

‘le( %Ul(t;x’e’v)’Qe(tvxyeyv)7’0)‘< 2

1
A 104
sl o

On another hand, evaluating Y7 in (Xf‘pol (t;x,0,v),0° (t;%x,0,v) ,v) and differentiat-
ing with respect to ¢ yields:

& (0°) - Vi B (Xgm[)

D) )
B (Xgpo[>

0
% (Tf ( fpol,@a,v)) = ev? cos (O%)

(3.105)

where

€(0) = <_ COS(@)> , (3.106)

and consequently

0 ¢(0) - VB (x)
— (X} (X&,40,O%, v ’ < el b? sup | ——X 2 (3.107)
875 ( 1 ( Pol )) (X,G)ER3 B (X)2

This ends the proof of Lemma, [3.24] O

The proof of Lemma [3.25] is obvious.

3.9 Proof of Theorem and Remark [1.4]

Theorem and remark [[.4] are a synthesis of Theorems and 3.17 and of Lemmas [3.23]
3.24] and [3.25] O

4 The Partial Lie Transform Method

The last step on the way to build the Guiding-Center Coordinates of order N is to build
a coordinate system (z,7,7) close to the Historical Guiding-Center coordinate system in
which the Poisson Matrix and the Hamiltonian function are given by ([LI3]) and (LI4). To
this aim we will construct a new algorithm, the so-called Partial Lie Transform Method.

Remark 4.1. In [22], to build the Guiding-Center coordinate system, Littlejohn construct a
normal form theory based on formal Lie series using Hamiltonian vector fields. The drawback
of using such a formal Lie Series method is that its convergence is neither ensured nor
controlled.

4.1 The Partial Lie Change of Coordinates of order N
We start this Section by defining the partial Lie sums. Let N € N*. For i € [1, N|, we define

the positive integer o; n by
N
a;n =E (—) +1, (4.1)
i

where E stands for the integer part.
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Definition 4.2. For any g = g(y,0,k) in CZ(R* xR x (0, +0)) (see Notation[3), let 9o N’
be the differential operator acting on functions f = f(y,0,k) of COO(R2 x R x (0, +oo)) in
the following way:

al , 5 —E =
N = Z k‘_ 759 : fv (42)

where X,Eg is the Hamiltonian vector field associated with —eg. From operator ¥_" ZN’ we

define, with the same notation, function 9. ZN’ = 190”1\7’ (y,0,k) from R? x R x (0, ~|—oo) to
R* by

19?’1"_1;7@ _ ((19?71',_1\‘1],2 . Y1) el <,19?7i,_1\‘é,7« . k)) 7 (4.3)
where y1, y2, 6, k stand for yy : (y,0,k) — y1, ..., k: (y,0,k) — k.

Definition 4.3. 0Zi;]§’i is called the Partial Lie Sum of order (i, N) generated by g.

Theorem 4.4. Let §1,...,gnN € Q%b (see Notation[l) and ¢ and d be positive real numbers
(with ¢ < d). Then there exists n > 0 such that for any ¢ € [-n,1], x~, defined by

71 72 7N
N _ ﬂal,N o 19042,N o o 1904N,N (44)

Xe = Ve g €,—g2 €,—gnN

is well defined on R3 x (c,d) and is a diffeomorphism. Moreover, for any intervals (c*,d*)
and (c*,d®) such that ¢* > 0 and

[, d®] & (¢, d) & [e,d] & (¢7,d7) (4.5)
there exists a real number n** > 0 such that for any e € [—n®*,n**]:
R? x (c*,d*) = XY (R® x (c,d)) < R® x (c*,d"). (4.6)
The proof of Theorem 4] is given in subsection 4]

Definition 4.5. With assumptions of Theorem on the gi, XY is called the partial Lie
change of coordinates of order N. We denote by )\év the inverse function of x .

Remark 4.6. An immediate Corollary to Theorem[].4)is that for € small enough )\év is well
defined on R? x (c*,d").
4.2 Main properties of the partial Lie change of coordinates of order N

The main properties of the partial Lie change of coordinates of order N are summarized in
the following Theorem.

Theorem 4.7. With the same notations and under the same assumptions as in Theorem
assuming moreover that g1, ..., gn € A(R3 x (0, +m)) (see Notation[q), for any compact
set K < R? and for any interval [co,do] such that [co,do] c (c*,d*), there exists a real
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number nig > 0 such that for any ¢ € [0,nx] and for any (z,v,j) € K x R x [co,do], the
inverse function )\év of X has the following expression:

ANz, 7, §) = 90N 922N gty 5y L N pN (g i) (4T)

€,91 €,92 &,9gN

Moreover, on [0,nx ] x K xR x [co, do], we have the following expressions of the Hamiltonian

function H. and the Poisson Matriz P. in the (z,7,j)-coordinate system:

HE(Z,’Y,j) _ 19011,1\771 ) 19012,1\772 o 19OJN,N7N . E[E(Z,"}/,j) + ENHP%(E; Z,’Y,j) , (4.8)

€,91 €,92 &,gN

eP: (2,7, 7) = €P- (2,7,5) + eV T2 PR (e52,7, ) , (4.9)

where He is given by [B88) or BR9), P. by BII) and where pY, pg, and pg are in
CE([0,nk] x K x R x [¢©,d®]).

The proof of Theorem (7] is given in subsection

4.3 The Partial Lie Change of Coordinates Algorithm

In this Section, we will deduce from Formula (4.§]) the Partial Lie Change of Coordinates
Algorithm.

Theorem 4.8. With the same notations and under the same assumptions as in Theorems

and [{7, from formula (£8) we have
I:IE<Z777]‘) = I:IO (Z,j) + Eﬁl (Z,’Y,j) +...+ EA]\[*I?JV (Zaf}/aj) + ENJrlpg(E;Za’Yaj) ) (410)

with pg n C%O([O,m(] x K x R x [co,do]) and

I:IO (Zvj) :ﬁo (Zvj)7 (411)
1 (8,7,9) = ~B () (a7, ) — i (27,), (1.12)
By (2,7,) = ~B () 2 (s, ) ~ Va(a) (2:7.3) (1.13)
iy (27,0) = ~B(@) Dy, ) = Vn@r gy 1) (), (414)

where for each i€ [1,N], Vi(g1,...,3i—1) only depends on g1, ...,Gi—1, Ho, ..., H; and their
derivatives.

The proof of Theorem (4.8 is given in subsection

From Theorem [4.8 we construct the following inductive Algorithm to determine gy, ..., gy,
Hy, ..., Hy and consequently the partial Lie change of coordinates of order V.
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Algorithm 4.9. Set

2
Hl (znyvj) :_2_ Hl (2777‘7.) de? (415)
T Jo
and get g1 by solving
0g1 . = . R .
—B(z)— =H - — H dry.
(z) 2 (2,7,5) = Hi(2,7,)) = 5 , (z,7,7) dv (4.16)
g1 <Z707j) = 0.
Then for i€ [1,N], set
~ 1 21
Hi(z,7,5) = —5- , Vi (9152 Gi-1))(2, 7, 5) dv, (4.17)
and get g; and by solving:
09; . _ _ . I _ _ .
-B (Z) o (Zvlyvj) = Vi(gb cee 797271) (Zalyvj) 5 [Vl (glv s 7gi71)](Z777]) d7
oy 21 Jo
gi (Z707j) =0.

(4.18)

By construction functions gi,...,gny and Hi,...,Hy obtained by applying Algorithm
satisfy the following Theorem.

Theorem 4.10. Let g1,...,g9Ny and Hy,... ,];:IN be cgnstructed by applying Algorithm [{.9
Then, g1,...,gn € A(R? x (0, +0)) N OF,, Hi,....,Hy € C;EO(R?’ x (0,+0)), and for each
i€ [1,N], H; does not depend on 7.

4.4 Proof of Theorem [4.4]

The first step to prove Theorem [£.4] consists in proving that the partial Lie sums are diffeo-
morphisms and to localize their ranges.

Theorem 4.11. Let i€ [1,N], g; € QF, and c and d be positive real numbers (with ¢ < d).
Then there exists n > 0 such that for any € € [—n,1], function 92", defined by @E3), is

€,—gi’
a diffeomorphism from R3 x (c,d) onto its range. Moreover, for any interval (c*,d*) and
(¢*,d*) such that ¢* >0 and

[c*,d*] € (¢,d) & [e,d] € (c*,d") (4.19)
there exists a real number n** > 0 such that for any e € [—n**,n**]:
R3 x (c*,d®) ﬁgf’f\éj (R? x (c,d)) = R? x (¢*,d*). (4.20)
Subsequently we will denote by

—l N, . . ;N
E."" the inverse function of Y. 7" (4.21)
’ gl ) g'L
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Proof. In a first place, we will show that 190” 1\1; is a diffeomorphism from R? x (c,d) onto

its range. To this aim, we will check that there exists a real number 71 such that for any
€ [—71,m], the map 9, ”\i’_ satisfies the assumptions of the classical global inversion

Theorem.

Remark 4.12. This theorem claims that if A is a continuous homeomorphism from a Ba-
nach space onto a normed vector space and if ¢ is Lipschitz-continuous from the same Banach

space onto the same normed vector space with a Lipschitz constant smaller than || A1~
then A + ¢ is invertible and its inverse map is Lipschitz-continuous.
Function v, %, N’ , defined as being such that
Qi N, Qi N,
1957_’3 id + ev, J\i_ (4.22)

and whose expression, because of ([£2), is given by

aini _ [ s X° ) et < V.k 4.23
Velg = Z 4! ( —€§i) 'y17"'72 4! ( —5571') ’ ) ( )
j=1 j=1

is differentiable and its differential is bounded on R? x [¢,d]. Moreover, & — v, o N’ S (y,0,k)
is clearly in C*(R) for any (y,0,k) € R? x (0, +00). Hence, we can define

Qj N

‘ L2 = sup (dl/?if};i) , (4.24)
’ Lo (y,0,k)eR3 x[c,d] ’ (y,0,k)
where function ¢ — V?ifg’_i is clearly in C*(R). Now, since ¢ ‘ V?i’f;’.i — 0 when
El K3 0 ’ 3 l,OO
e — 0, there exists a real number 1’ > 0 such that
Qi N 7i

vee [~ ], |e ( po m‘ <1. (4.25)

Hence, we deduce that for € small enough EVO“ ]};Z is Lipschitz continuous on R? x [c, d] and

that its Lipschitz constant is smaller than sz 1” 001 = 1. Consequently ([£.22]) and the global

inversion Theorem imply that 19 > 1\1; is invertible and Lipschitz continuous.

The second step consists in checklng that for any (y, 0, k) € R? x [c,d] the differential

a2
< &9 ) (y.,0,k)

is an isomorphism. As

A9 id + e (dv2! 4.26
( &g )(y,&,k) e ( Voo )(y,e,k) ’ (4.26)
the Jacobian Matrix of 19?;%? in (y,0,k) € R3 x [¢,d] can be rewritten as

Jac(92%") (v.0,k) = 1+ ex(e,y, 0,k) | (4.27)
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where  is bounded with respect to (y, 8, k) € R? x [¢,d] and € — x(e,y, 8, k) is in C*(R) for
any <y7 97 k) € R? x [C, d] Hence, denoting HX <E7 ) ‘OO,R3X[c,d] = SUD(y 0,k)eR3 x [c,d] ‘X (57 ) ‘7

there exists a real number 7" > 0 such that for any € € [-1",7"], |e|x (¢, ‘)HOO’RSX[C’d]’ < 1.

Consequently, (y,0,k) — (dﬂ?f’_%f)(yﬂ’k) is invertible and Lipschitz Continuqus.
Hence for |e| < 71, where 7; = min (1',1"), we can conclude that ﬁgi;%;l is a diffeomor-
phism on R? x [e, d].

The second part of the proof concerns inclusions (£20). Using Formula (£22]) we obtain
easily the second inclusion. Hence, we will focus on the first one. Its proof is based on the
Brouwer Theorem (see Brouwer [2] or Istratescu [19]).

We fix two positive real numbers Rj and Rj such that R§ < Rj. Then we will fix
myg € R? and we will show that there exists a positive real number 7, that does not depend
on my, such that for any e € [—n, ]

b2 (mo, R§) x R x (¢*,d*) < 9255 (b2 (mo, Rb) x R x (¢,d)), (4.28)
or according to Notation [12]
CO(my, Ry; c*,d®) < ﬂgi'_%;i (CO(myg, Roy; ¢, d)). (4.29)

Consequently, since 1 does not depend on mg we will obtain (£.20]).
Let Ré2), R(()?’), aéZ), aég), 6(2), c(3), d® and d® be real numbers satisfying

Ry <RY <RY <Ry, 0<al <o, and
[c*,d*] < <c(2),d(2)> c [0(2),d(2)] c (c(?’),d(?’)) c [c(?’),d(?’)] c (¢,d),

I be an integer, and let &5 and R} be the compact and convex subsets of R? x R x (0, +o0)
defined by

& = b(my, R(()2)) X [(l —)nm— oz((]z), (l+1)7+ oz(()z)] X [6(2),d(2)] (4.30)
and
& = b3mo, BY) x [(1 = )7 = oY, 1+ ) 7w+ of | x |®,a® . (431)
Since e ‘ V?if}’.i — 0 when € — 0, we can define 7 > 0 (that depends neither on I
> 7 lloo,R3 % (c,d)

nor my) such that for any e € [—n, 7], for any [ € Z, and for any (y',6', k') € &),

1, 7' 3
¥ =l + Rl < B
0 —1 Oli,zxgi < (3)
’ ﬂ-‘ + |€| Va,—gl OO,R3><(c7d) aO ’ (432)
K+ ’ oV e [¢®),d®0.
£ fe] Ve 4. 0,R3 x (¢,d) [c ]
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Now, for all (y’,8', k") € &, we define the function F&r iy bY
F(Ey/79/7k/) : ﬁé — R47 (y, 0, k) = (y/,e/, k ) — EVal N7 (y, 0 k) (433)

Qi N7 I 3 . l
By construction and because of the properties of v. g F (v 0 k7) 18 continuous on K3 and

for any e € [—n,n] and any (y, 0, k) € RS,

‘(F(ay',ezk')(%evk))m—mo |y — mo| + e ( Gy, 0, k)>172 <R, s
‘<1«“(€y,,6,,k,)(y,9,l<:)>3 - lw‘ < |0 =] + || ‘(vii’f};i (Y,H,k;))g‘ <af?,
and
K- <€VO“N’ (y.6, k;)) [c(3),d(3)], (4.35)

meaning F] (Ey,ﬂ,’k,)(ﬁé) c ﬁé Hence, invoking the Brouwer Theorem and more precisely its

convex compact version, function F (Ey, o k) has a fixed point in ﬁé So we have proven that
I >0, Ve,le| <n, VIeZ, ¥ (y.0K)e R I(y,0,k) e &, 19"““ (v.0,k) = (v, 0. K),

meaning that 190” AN (ﬁl) ) ﬁé and consequently, since n does not depend on [, that

9o <ng§§> > U Rh. (4.36)

leZ

Since (see Notation [I2)) CO(my, R(()?’); e dB)) = luzﬁé and CO(my), R((]z); c?,d2) = U R,
€

(#30) can be rewritten as ﬁalN’ (C(’)(mo,Rég);c(?)),d(?)))) ) C(’)(mo,R@);c(?),d(?)), Fi-

nally, since

CO(my, Ry;c*,d") < CO(mO,R((]z); @ d?) < CO(mO,R((]g); c®),d®)) = CO(myg, Ry; c,d)

we obtain the inclusion in (£.28]).
Eventually, since 7 does not depend on m we obtain the first inclusion of ([€20]), ending
the proof of the theorem O

Proof of Theorem [{.4 Eventually, a straightforward induction using essentially Theorem
[4.17], leads to Theorem 441 O

Remark 4.13. Notice that )\év s given by

N _ -:OCN,NvN .:OCLN,I
Ae =B 5y ©0...0F o (4.37)
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4.5 Proof of Theorem [4.7]

We begin by giving and proving preliminary results that are needed for the proof of Theorem
47 Tts proof is then led in the last part of this subsection.

Property 4.14. Leti € [1,N] and f, gi and h be three functions in C3 (R3 x (0, +0)).
Then, the following equalities hold true on R3 x (0, +00):

(w2t (rmy) = (9 1) (925" ) + 2N pies - ), (4.38)
(?”;; (Fihp) = {92t 00y m 4+ NN, ) (439)

where pgﬁ and pg’é are in C3; (R x R? x (0, +0)).

Proof. The proofs of Formulas ([A38)) and (£39) are very similar. Consequently, we will only
give the proof of Formula (£39]).

In a first place, starting from is the following equality

feg {f h}D - {X f h}D + {f X h}p7 (4'40)

which is a direct consequence of the Jacobi identity, it is obvious to show by induction that

(Xiegi)n‘{f, hyp = Z Ch {( ) f, (X 7%)”_]6 : h}D. (4.41)
k=0
Secondly, we will define on R? x (0, +00) the function {f, h}ﬁ ={f, h}ﬁ(y, 0, k) by
U] (v,0,%) = (To(v,0,k) Vh(y, 0,k)) - (V£(y,0,k) (4.42)
where
Te = P, (4.43)

and notice that e — {f,h }ﬁ(y,ﬁ k) is in C*(R) for any (y,0,k) € R? x (0, ~|—oo)

Hence, expanding 92"+ {f,h} using Formula. (II), expanding {92 - £, 9225 n},

and making the dlfference between these two expansions yields (£.39) Wlth

pré(e ) =
20, N =
: . 1 . T (4.44)
o Z git=(V+2) Z mlp! {( 597,) -1, ( —€9i )p ’ h} :
k=a; Nn+1 (m,p)e[1,N]? s.t. m+p=k

Asioyny = N +1, all k > oy v + 1 satisfy ik > N + 2. Consequently, €~ pPC(e y,0.k) is

in C*(R) for any (y, 0, k) € R3 x (0, +00). In addition, (y,8,k) ,OP I(e,y,0,k) is clearly
in C (R3 x (0,+00)) for any ¢ € R. O
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Remark 4.15. The expression of the rest in Formula (£39) is given by

pg}g <E7 ’ ) =
204, N (4.45)
_ ih—(N+2) L= A (X
Ek Z +1€ (m.p)el NI; t. m+ km!p! <(X7€gi) f> <(X7€gi) h> '
=Q; N m,p)E(1, s.t. m+p=

Theorem 4.16. With the same notations and under the same assumptions as in Theorem
{7 let i€ [1,N] and he be in QF, N A(R? x R x (0,400)) for every e in some interval I
containing 0 and such that & — he(7) is in CP(I) for any ¥ € R? x (0,+0). Then, there
exists a real number ng > 0 such that for any ¢ € [-ni,nx| 0 I and for any (y,0,k) €
K xR x [co,do], we have

he (D (v,0,K) ) = 02" ey, 0,k) + &N piY (s, 0,k) (4.46)

where PV is in C%O((I N [=nx,nk]) x K x R x [¢©,d?]).
Proof. Since h. € QF,, and by linearity, the proof of the theorem reduces to prove formula

(A46)) with function h. of the form

n

he(y,0,k) = cost(0) sin™(0) & (y) VEk (4.47)

where d° = d*(y) € A(R?) n C° (R?).
Let 7o = (yo,60,k0) € K x R x [co,do]. As df € A(R2), and as <I<:»—>\/En> €

A((0,40)), there exists a real number Rz, > 0 and a formal power series Ty, of three
variables whose set of convergence contains the closure of [13(0, R,:O), which are such that

[13((y0, ko), Rr,) © R? x (c*,d*) and such that for any (y,k) € [13((y0, ko), R#,),

& () VE" = Tr,((v,0) = (y0,00)) = D ak™ ((y,k) = (y0,00))". (4.48)
leN3

In addition, since (6 — cos!(6)sin™(f)) is a power series of convergence radius 400 with

respect to 6, there exists a formal power series Sy, such that b#(O, Rs) X Sy, and such
that

V7 = (y.0,k) € b7 (7o, Ry, ), he(7) = Sp,(F — Fo) = Y hE™ (7 — 7). (4.49)
leN4

Let R, € (0, Ry,). Then, using similar arguments as in the proof of Theorem 4l we easily
obtain that there exists a real number NRzy Ry > 0 such that for any ¢ € [*WRFD Ry s MR, R'*o]’
Eg PFa% 7ol

go (b# (7"07R,F0)) < b% (79, Rr,) . Hence, for any 7 = (y,0,k) € b¥ (7o, Ry, ), we have

‘
h€< G ) 3 h“"0< i )—Fo)l. (4.50)

leN4
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On another hand, let ©, = O(F) = (Oc.m (7)) ent .t im|<; D€ the smooth function that
are such that, for all smooth functions f.,

(925 1) ®) = S Oemn(P) a_fa (7). (4.51)

|m|<i

We have, for any 7 € b#(Fo,R;O),

(ﬁ?,ﬁl\éj’ hE) (F) = Z @a,m (F) ;:;1 (F) = Z O, m T (Z hlE’FO I',l,z()) (’F) ,

|m|<i |m|<i leN4

(4.52)

where IL stand for the function 7 — (71 — (70)1)" (T2 — (70)2)" (73 — (70)3)"™ (Fa — (Fo)a)".
Since b#(O, R7,) < 257"0’ we can permute summation and derivations and we obtain:

(92" R ) () = D) Ocm(F) D AL Zrﬁ;f (v) = Do pbmo (924w (7). (453)

|m|<i leN4 leN4

Besides, using Property A1l and the link (£.3)) between function 190“ Ai;_ and operator 19?;%?,
we obtain that, for any 1€ N*,

;N _ N, — _ N, — _ 1 N,i,j _
(w2, ) (7) = (92257 (1 = (Fo)u), o O (Fa = (Fo)a) ) (7) + N plid (e, 7)

o o 1 o
= <<19O”;A1’.Z'F 19%;19’-1?4)(?)—?0) + NN (o )

€,—3gi 1s 7 TE, G4 ,T0
R 1 .
— <<'¢9§"_J§;Z) (7) — 'Fo) 4+ gV+L f\%” (e,7),
(4.54)
with 7 pN’w( 7) in QF, and € N’Z’] ) in C*(R
— T,b - 10 ( €, ) mn ( )

As both 3 pETO <'¢9af_1\;; (7) — r0> and Y] hE™ <’l9§z_]\£];2 I'}:O) (7) converge normally on
leN4 leN4
b#(Fo, R},), their difference

( DR p (e —)> (4.55)

leN4
also converges normally on this subset and we can deduce that, for any 7 € b#(Fo, R;:O),

<h5 o ﬁg‘jfg;’) (7) = (1933;;". h£> (7) + N+ ( S pkFoplid ( )) . (4.56)

leN4

Finally, as

K x [c®,d¢ b° ((yo, ko) , By 4.57
] e e e (ko) ) (457)
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and as K x [c<>, do] is compact, there exists (y(l), k‘é) sy (Yh, kB) such that
K x [0,d%] ¢ ,§lb3<(yg,kg) ,R;(i)) . (4.58)

Setting 75 = rglun R JR , we obtain equality (£40]) for all (y,0,k) € K x R x [co,do]
0

PARRS)

and for all e € I n [—75, 775], for any function of the form (A.4T]).
Consequently, as seen in the beginning of the proof, equality (£.40) is true for any h. in

QF, N A(R2 x R x (0, ~|—oo)), proving the Theorem. O

Remark 4.17. Formulas (IBED (IB}ZI) and ([AA4G) are also valid if we replace 190‘”” by
[} ,1 [ ,2 [} s [l s a JIN—1 a s

CACREREE - ~1957%’NN or by 19511;\7 SN El_Z; .The extensions of (IZBEI)

and [E39) are easily obtained by induction. The extensions of Formula (&48) are obtained

by replacing 97" N’l by 9LV 9ozt 92N NN o by N NN 0;@;;2]\[_1 - .1931;1;;%

the proof of Theorem [£.16

Property 14l Theorem [£16] and Remark LI7 are the main tools we need to prove
Theorem 71

Proof of Theorem [{.7. Since function v2" J\il’_ of equahty ([£22]) satisfies the assumptions of

Theorem [£.16], formula (4.40)) is valid Wlth 1932_]\;1’_ in the role of h.. Hence, for any i € [1, N,
we deduce
BN 0 92N (.9, k) = 9N 9N (y 0, k) + N TN (65,6, k) (4.59)

&,—3gi £,9i

with pgé in C;f(([ N [=nk,nk]) x K x R x [co,do]). And, an easy computation leads to

QN C‘sz7 ( & (_Ei)k e \k . N+1 N,
196@' - I 6571' ’ Z k! (Xagi) ] =id+e ARG
=0 k=0

(4.60)

with (y,0,k) — p2'( - ,y,0,k) in Q7F, and € — pY(e, - ) in C*(R). Injecting E6Q) in
(m, applying ._.82 J\i’_ (see (@.21))) to both sides, and using a Taylor expansion to expand

alN7

= (1d NNty N+l p]}”) (which is possible since Theorem E4] implies that = L’\;
is well defined on ]R3 X (¢,d)), we obtain that

BN (v, 0,k) = 905N (v,0,k) + eN Tl (e1y, 0, k) (4.61)

&€,—9i &,9i

with 2" in C% ((I n [-nx,nx]) x K x R x [¢©,d®]).
Then, a straightforward induction, using essentially the extension of Formula (4.4€) given
in Remark .17 we obtain Formula (.T]).

By definition, the expression of the Hamiltonian function in the Partial Lie Coordinate
System of order N is given by

H.(z,7,j) = H. (AN (z,7,7)) . (4.62)
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Hence, using Formula (£7), making a Taylor expansion, and using the extension of Theorem
416 and formula (£46) given in Remark AI7, we obtain Formula (£8]). According to the
regularity property of H. with respect to € we can take interval I of Theorem [4.16] as being

[0, +00).

By definition, entry (I, m) of the Poisson Matrix, expressed in the Partial Lie Coordinate
System of order N induced by xZ, is given by

(P.), @30 = {1 ()b p ANz 74) - (4.63)

)

Using the extension of Formula (4.40]) given in Remark [A.17] it is an easy task to show by
induction that the {-th component of xév is given by
N 1

(xY), =020y 9t 4 N ], (4.64)
where #1 = y1, 72 = yo, 73 = 0, and 74 = k (see Definition £2)), and with p¥ in
CE((I n [—nx,nx]) x K xR x [¢©,d°]).
Injecting Formula (€.64]) in the right hand side of (£.G3]), using the bi-linearity of the Poisson
Bracket, and the extension of Formula (£39]) given in Remark 17 we obtain

a N al N,1 _
{(Xév)l ’ (Xév)m}D(y’ 9’ k) = 195,]1’;1\; et 19571;{:7{1 : {’rl’ rm}’D(yv 97 k) + €N+1pé\/ (6; Yy, 07 k) )
(4.65)

with p3 in CZ (I n [-nx,mx]) x K x R x [¢©,d?]).
On another hand, using formula (£.64]) and the extension of Formula (£.46]) given in Remark
(417 we obtain

— o « ,1 N
{rlv ’rm}D (Xév (y’ 0, k)) = 19&,111517\7]\[ et 19&,1;];7[1 ’ {’rl’ rm}D (Y7 0, k) + €N+1pé\7 (53 y, 0, k) ’
(4.66)

with p3" in CZ (I n [-nx,mx]) x K x R x [¢©,d?]).
Eventually, combining the two previous Formulas yields Formula (£9). This ends the proof
of Theorem [A.7] O

4.6 Proof of Theorem 4.8

Having expansion (3.89) in mind, the proof of Theorem [L§ consists essentially in ordering
the terms in Formula (L8) with respect to their power of . More precisely, we will focus
on expanding

[e% ,1 as N,2 an. N, N 7 .
ﬂavglN ’ 19672;’)2]\7 et 1987151\7]\7 ' Hév(z7 ’Yu,]) ) (467)
where
Hé\f (y7 07 k) = HO (Y7 k) + 6H1 (Y7 97 k) +ooo+ €NHN (y7 07 k) . (468)
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We easily obtain that Formula (4.67) can be rewritten as

N n
Zs" (Zvi—k - Hy, (z,%j)> + €N+1Lg,.(€; 2 ). o)
with Lgv‘ in C;O((I N [—77K=77K]) x K x R x [co,do])7 where
. X€7 ml‘...‘XE— ml.
V}S = Z ( ag1) ' ( 'agz) ’ W
(m17“'7ml)eul may.... ml
with
p
Up = {1, mp) €N st ) oy = p)- (4.71)
k=1

The only possible values that m; can have in formula (£70) are 0 and 1. If m; = 1, then
mi1 = mo = ... = my_1 = 0. Hence, the only term in the sum of the right hand side of
([#10) that involves function g; is X Consequently the only term in

€gr-
k=0
that involves function g, is
X Hy = (n 0o Ogn0lly & (0gn 0o Ogn OHo
9o 0T 0k 00 00 ok B(y) \oy: oyr Oy1 Oy (473)
__@%_i@@@_@@) |
00 0k  B(y) \dy2 oy 0y1 Oy2 )
Consequently, gathering terms having the same power of € we obtain
ﬁaN(Za%j) = HO(Z/%]') + €IA{1(Z777]’) +...+ €NIA{N(Z777]') ) (474)
where
A — g1 8}_10
H =H ——=— 4.75
PN 00 ok (4.75)
and, for any i € {2,..., N}
A 0gi 0Ho _ _
HZ——%%—V(gl,...,gZ_l), (476)
with V (g1, ...,gi—1) depending only on g,...,g;—1 and their derivatives. Since
OH, :
— (2.7.0) = B(2), (4.77)

we obtain Formulas (A11)-(£.14).
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4.7 Proof of Theorem [1.3

Theorem [I.3]is a direct consequence of Theorems [A.4], A7 1.8, Algorithm .9, and Theorem
4100 O

4.8 Proof of Theorem

Applying Lemmas [3.23] and and because the Lie change of coordinates is close to
the identity (see formula ([4.22])), it is clear that there exists a compact set K, positive real
numbers ¢, and dg, and a positive real number 7y, such that for any € € [0, x|, for any
t € [0,T], and for any (x¢, vo) € K¢ x €(cc,dc), the characteristic (Z,T', J) associated with
the Hamiltonian system (L.I)-(L2]) and expressed in the (2,7, j) coordinate system stays in
K, xR x (¢z,dr). Consequently, we can apply Theorem [L.7]

To end this proof we will prove estimate (LI7). Setting

PN (e:2,7,5) = ( (Ppeszy,9) (PP (e, v.)) . > _ ((pg(s;z,fy,j))i’j)

(Pp(2.7.5) " (PP (s2,7.4)" =14
(4.78)
and using the skew-symmetry of P, in ([49)) yields:
75€(Z, v,J) =
1,2 1,3 1,4
0 ~5m T (PR) MH(pp) M (pp)

—55 — V(P 0 N (PR N (pR)
T 0 Leen(pp
L <

(4.79)

Now, we will check that (Z,7) is in CN~1([0,7k,]). In order to check this, we define
for any € € (0,nk,], for any t € [0,T], and for any (z,7v,j) € Uc, (Z,T,7) by

Z(t;2,7,J) Z(ct;z,7,])
U(t;z,7,5) |=| T(etiz,v.4) | (4.80)
j(t; Z,7,7) J(et;z,7,J)
It satisfies
7

0 ~ A/~ ~ ~ N [~ ~ ~

S| T 0=2P (Z0) . T0.T0) Vi(Z0).T0).F0). (4.81)

"\ 7

Since € — &P is in C% ([0, 7, ]), the solution of @XI) depends smoothly on the parameter
e. In particular function (Z,T',7), defined by (£80)), is smoothly extensible at ¢ = 0. On
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another hand, for any ¢ € (0,nk, ]|, and for any ¢ € [0,T], (Z, J) is solution to

o7 oYy
S —w@) (G @, 70+
022
N+1 apz N TL aHs N TR 6af{5 ~ t
N e R e )™ 2 ) R ™ & <z,r<—> ,j),
H e Lle €
0z9 0z2 0j
oJ N N 1,4 OH, N 2.4 OH, N 34 0H.  0pY
& = ¢ [E (Pp () oo +e(pp(e,.) P +e(pp(e,.) P +—0fy (e,.)
(21(2)7).
€
(4.82)
where
€
0 =
M (z) = e BO(Z) : (4.83)
B (z)
Notice that, in this system, I is known and then considered as given. Besides,
Py e o e
M| oy |+ (PR (e ) <§§;€>+ (PN (e,.)) (ng> (4.84)
0z2 022 0z2
and
N 1,4 OH. N 24 OH, N 34 0H.  0pY
e(pPp(e,.)) o +e(pp(e,.) P, +e(pple,.) P +—(3’7 (g,.) (4.85)

are 2m-periodic and smooth, and consequently C;°(R) with respect to the third variable
~. Hence, computing the successive derivatives of (£.82]) with respect to e, we obtain that

e (Z(t), J(t)) is C¥~1 in the neighborhood of & = 0.

Remark 4.18. The only obstruction to show that € — (Z(t), J(t)) is CVV is the last term
of Formula (4385).

Moreover, as (ZT, jT) is solution to

0z* < _513175 T T
W‘B(zq( ok |(Z5.T7)

g
0z1

(4.86)
0"
ot

(ZT, jT) is smooth with respect to ¢, for any t € [0,T7].

=0,
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Now, we will show that L defined for e € (0,nk,] by

L; T

g [ 1 Z Z

ol ‘sN—1<<J>_<JT>> 487
L

is extensible to [0, 7k, | and that the yielding extension is continuous with respect to . By
definition for any ¢ € (0,7k ], for any ¢ € [0,T], e — L¢ is CV=Y(0,mk,]). So, we just have
to show that € — L® is extensible as a continuous function on [0, 7k, ], i.e. that ¢ = 0 is
not a singularity.

In a first place, for any € € (0,7k,], we will explicit the dynamical system L satisfies.

Injecting
Y/ vA 3
( J > - ( 77 ) +eN L, (4.88)
in (L82)) gives
5 ZT +eNT1Lg
Z7 +eNTILg
ot
ony
wiap g« onp (3 Jirom e
022
Py o [ Qe L O
I jpz}v +(PNE) T 2 )+ (PR E )™ S
622H 0z2 7

~(t
Zi +"VL5, 25 + EN_lLE,P<g> T + EN_1L§> ,

07T il

o T A
0H. 0
=N [E (P5(e,)) +e(pN(e, .))3’4 P + %(E, )]

(le +eNL5, 25 + VLS, f(é) T+ sN—ng) .

14 OH,
0z1

2,4 OH,
522

+e(pple,)

(4.89)

Making a Taylor expansion in

oaN
Mo (Z] + N TLE, 23 + VL) (g)«zﬁ J') +NLe)

0z9
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we obtain

oHYN
M (Z] + NS, 2T + VL) (%)((ZT, JT) +eNTILE)
022
oHN (4.90)
—w(z) |y |27, 7) + N (e, 2T, T L),
3

522

where (; is smooth and periodic of period 27 with respect to 7. Injecting (£.90) in (489
and using (4.80) yields

o W
L e
T =5 (E7LeazT7jT) + £f2 <€7L€7ZT7\7T7F<E>> ’ (491)
and
oL3 e T LT (1
at _653<E7L 7Z 7t7 7P e 9 (492)

where (s and f3 are smooth and 27-periodic with respect to . Besides, the solutions of
this dynamical system are continuous with respect to . Clearly the initial data for L¢ is
Lc(0) = 0. Hence, L® is continuous with respect to . Since (Z,J) — (Z7,J7) = eV 1Le,
estimate (ILI7) follows. This ends the proof of Theorem O

A Appendix : Change of coordinates rules for the Poisson
Matrix and the Hamiltonian Function

A Poisson Matrix P on an open subset of R* is a skew-symmetric matrix satisfying:

Vi,j ke {l,...,4}, {{ri,r;},ri} + {{rp, i}, r;} + {{rj,re},r;} =0, (A1)

where r; is the i-th coordinate function r — 7r; and the Poisson Bracket {f,g} between
smooth functions f and g is defined by (2.8]).

In the case of a symplectic manifold, the Poisson Matrix in a given coordinate system is
defined as follow: it is the inverse of the transpose of the matrix of the expression of the
Symplectic Two-Form in this coordinate system. Notice that the Jacoby identities (ALl are
direct consequences of the closure of the Symplectic Two-Form.

We now turn to the change-of-coordinates rule for the Poisson Matrix. Firstly, if in a

given coordinate chart m, the matrix associated with the Symplectic Two-Form reads IC,
then, according to the previous definition, the Poisson Matrix is given by

P(m) = (K (m)) L. (A.2)
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If we make the change of coordinates o : m — 7, then the usual change-of-coordinates rule
for the expression of the Symplectic Two-Form leads to the following change of coordinates
rule for the Poisson Matrix

T

P'(r) = Vimo (67 () P (671 (1) [Vimo (c71 (r))] (A.3)

Using the Poisson Bracket defined in formula (2.8]), the change-of-coordinates rule for the
Poisson Matrix reads

Plij(r) = {oi,05}, (67 (r)). (A4)

A Hamiltonian function on a symplectic manifold (M, €2) is a smooth function on M
and the Hamiltonian vector field associated with Hamiltonian function G is the unique vector
field X g satisfying

i€ = dg, (A.5)

where ix,d(2 is the interior product of differential two-form d€2 by vector field Xg.
The expression of the Hamiltonian vector field associated with the Hamiltonian function G,
in the coordinate system m, is the vector field which reads:

X¢ (m) = P (m) VG (m) | (A.6)

where G is the representative of G in this coordinate system. In fact, we can consider
Hamiltonian vector fields on M, which requires that the Hamiltonian functions are smooth
functions on M, or just Hamiltonian vector fields on an open subset of M, which requires
that the Hamiltonian functions are defined on this open subset.

The Hamiltonian dynamical system associated with Hamiltonian function G on M is the
dynamical system which reads

T (1) = x5 (R(1). (A7)

or equivalently as said in the introduction, the dynamical system whose expression in every
coordinate system 7 is given by

JR

= =P R)V,C'(R). (A.8)

where G’ is the representative of G in this coordinate system, and P’ the expression of the
Poisson Matrix in this coordinate system. In particular, if we check that on a global coordi-
nate chart, a dynamical system is Hamiltonian, then the dynamical system is Hamiltonian
on M and its expression in every coordinate chart r is given by (A.g).
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