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Abstract: Product quality level is become a key factor fompanies’ competitiveness. A lot of time and
money are required to ensure and guaranty it. Besidhotivated by the need of traceability, collegti
production data is now commonplace in most comgai@err paper aims to show that we can ensure the
required quality thanks to an “on-line quality apgh” and proposes a neural network based process to
determine the optimal setting for production maekinWe will illustrate this with the Acta-Mobilier
case, which is a high quality lacquerer company.

Keywords Multivariate quality control, product quality, nedinetworks, computer experiments, Optimal

experimental Design, on-line control.

1. INTRODUCTION

In the mass customization context, the main catiieedack
of control in the manufacturing processes is linkedthe
quality problem. Policies such as Total Quality Mgement
(TQM) are defined to control it in the most effistevay. The
American Production and Inventory Control Sociegfites

they all suffer from having to be performed, “oiffid”. We
propose here an on-line method to improve prodaoctio
processes performance using neural networks toaaxtr
knowledge coming from production data and consetiyien
to understand production parameters effects, i \ifth the
Taguchi Method. The main benefits of our approaehta
exploit data collected in real conditions withobe tneed of

Total Quality Management as "A management apprdach SPecific experiments, and to allow an “on-line” litya

long-term success through customer satisfactionMTi®
based on the participation of all members of aranization
in improving processes, goods, services, and thi@reuin
which they work". This definition is actually nfar from the
definition of Just in Time (JiT) which the same tihgion
presents as “A philosophy of manufacturing based

planned elimination of all wastes and on continuous

improvement of productivity. One of the main elertsenf

JiT is to improve quality to zero defects. In thedd sense, it

applies to all forms of manufacturing”. JiT and TQl also

2 major concepts related to Lean manufacturing —-L
(Vollmann et al, 84). Quality needs to be source-controlle

It means that we must verify quality level as cldeethe
defect as possible. Taguchi is the first to consile quality
before the product origination with the set-up pasters
control. But, this approach present the drawbackeooff-
line. Production processes control requires tapet reactive
control assistance system as well as quality confro do
that, the Deming wheel (Plan-Do-Check-Act) deswilbiee
different steps of the continuous improvement pssoghere
a fifth step, observation, may be added (OPDCA ejyah
order to highlight the need of measurement andyaisafirst.
Different tools may be used to improve quality sashthe 7
basic quality tools (Ishikawa chart, check sheetntiol
charts, histogram, Pareto chart, scatter
stratification), or experimental designs. Theselsioalong
with the Taguchi Method, are well known in the istiy but

diagram,

control. First, we will see globally the processestrol and
then we will discuss the proposed methodology totrod
quality processes. We will illustrate this methamtpt with an
application case in the company Acta-Mobilier. Astst|
conclusion and outlook are presented.

on
2. PRODUCTION PROCESSES CONTROL

Processes control and continuous improvement aensal
points for ISO 9001. Quality process is often thist fto be

Nﬁtudied because it directly impacts productivityislalso the
0predominant concept in LM. Indeed, Lyonnet (201@} h

summarized the different approaches of LM to idgmgoints
of action in which quality plays a major role.

2.1 Quality versus Productivity

Productivity and quality improvements are insepkrab
because quality has consequences on productiocanrtcbl.
Overall, it is possible to classify non-quality sequences
on, at least, the following points:

» Either it leads to a complication of the physidaWf of
products that must be repaired.

Either it causes production and delivery delayssTé

the case of products which need to be made again
completely and which will not be ready for shipment



To summarize, products flow is disturbed by produtiat
must be reworked and those that should be treatpehtly.
This anomalous flow pattern fluctuates with noniliyaate.
These are the fluctuating and unpredictable disiuebs that
complicate the production management and underrfiae
development of product control system. Monitoringda
maintaining the quality level is a priority befoo@e can be
interested in production control.

2.2 How to control quality?

In order to control quality, we must first undergtdt. That is
why it is necessary to know precisely the factdifeciing
quality. The manufactured products quality relies the
effects of many factors which can be classifiedliffierent
ways. For example, we can classify them accordingN
(Ishikawa, 1986) of the Ishikawa chart
(technology), Method (process), Material,
Measurement (inspection), Milieu (environment).

considering their controllability, we can retaimfithe 6M:

e Environmental factors (Environment-Milieu) such as
temperature or humidity. These factors are generall

low- or non-controllable because, although theyemgy
to measure, it may be difficult to enslave them.
e Technical factors (Machine and Method)

These factors are controllable because they carnesp
exactly to the machine settings.

¢ Human factors (Man Power) in manual operationsyTh
are difficult to take into account because they etimmes
vary consequently between operators. So far,tleenatis
to control human factors (establishing standarasdkap
yoke) have limitations and constraints.

When we correctly analyze the influential factorge can
focus on the challenge for quality control. Gerlgrathe
"zero defect" can be obtained in 2 ways:

« By optimizing the initial settings of various facto
e By drifts monitoring and prevention.

Drifts monitoring and prevention lead for exampte the
implementation of standards to oversee human factor
preventive maintenance plans in order to limit tecal
factors drifts. Different ways may be used in order
optimize the initial settings of technical factokistorically,
there are 3 approaches to manage quality. Thedis} and
also the easiest, is to use the 7 basic qualitls tdshikawa
chart, check sheet, control charts, histogram, tBachart,
scatter diagram, stratification). In this approattte finished

(Machine
Man Paqwes
Whe

resultin
primarily from the machine state during operations.

€

studied for industrial applications, allows greatviags in
time and money by significantly reducing the needechber
of experiments to test the different influent fast@nd by
organizing and sequencing experiments in ordemtomize
settings time thanks to a fractional plan. Howeesen with
this low-costs method, it happens the decision msakefuse
to launch experiments, mainly because of 3 things:

The need for time. It is sometimes impossible touse
time to make experiments. For example, on a batlken
machine where the charge rate is optimized,
immobilizing the machine means a loss of production
with a direct impact on the delivery rate.

The need for material. Experiments on a machine
consume semi-finished products. The cost of thisise
finished products has to be taken into account for
calculating the experiment’s cost. Besides, expents
cannot be done with products destined for customers
because they usually produce defects.

The obtained set up of technical factors may béght

at the end of an experiment plans but it may not be
robust to the evolution of the production procesgfige

or modification of machines for example), because t
approach is off-line by nature.

These 3 points often result in the giving up ofetru
xperimental designs to the benefit of small "&shanges”
hose real impact is often appreciated more thaasmed.
Moreover, the Taguchi method has another significan
drawback, even if you decide to go on with experitag
which is the difficulty of finding the optimum sitg. Indeed,

in cases where there are to much factors, wheraiount
of non-controllable factors is too large, or wherere are too
many interactions, could make it difficult to deténe the
optimal level for each factor. For example, if teargture is
an important factor, it may be difficult to takgaraccount its
full range of variation and to preserve optimal tcohin the
same time. The third and last approach to contwality is
the on-line method. Perhaps, on-line control arerofset
aside because of the lack of resources or expelttisleed,
the crucial point for these methods is to produceaael of
the system as close to reality as possible in ciadrave it
behave quite the same way in all possible situatiém this
paper, we propose an on-line control method to rensu
quality control thanks to a data mining process.

3. METHODOLOGY FOR INDENTIFY AND MASTER
PROCESSES

Most companies work with a computerized production
monitoring witch collects production informatiorinie and
material consumption) in a semi-automated or autedha
way. Knowledge Discovery in Data (KDD) process nimggy

parts are a posteriori controlled and improvememerformed in order to identify valid, novel, usefahd

propositions are performed by using expert knowdedg a
second approach, the main goal is to control tloegss and
no longer the finished parts in order to tune thehnical
factors off-line by using experimental design methoVivier
(2002) shows that it is possible to make real expemtal
designs as well as virtual ones, primarily by semion. The
Taguchi method, with experimental

designs espsarcialk

understandable patterns by exploiting the amountatf
collected. A KDD process is performed in differesteps
(Patel and Panchal, 2012). We assign a letter ¢b step in
order to refer more easily to them later.

» Selection: obtain data from various sources (a),
Preprocessing: cleanse data (b),



Transformation; convert to common format, transfaom
new format (c),

Data mining: obtain desired results (d),
Interpretation/Evaluation/Presentation:; presentilteso
user in meaningful manner (e).

The 2 main steps are selection (a) and data migphgData
mining which is the core part of KDD is the process
analysing data and summarize it into useful infdroma
Different approaches can be used to perform it sash
artificial intelligence, machine learning, statisti and
database systems. Data mining may perform diffeseshis:

classes,

Regression: maps data from an input space to gubut
space,

Clustering: groups similar data together into @dust

simple descriptions,
Link analysis: uncovers relationships among data.

In a quality monitoring problem, the data mining shu
perform a classification of data into 2 classesfede
occurrence and no defect occurrence.

3.1 Selection (a), preprocessing (b) and transédiom (c)
of data

An important task in KDD process is the data caitet (a).
It is possible to collect the values of the differéactors that
influence quality in the same way. If data is cotiyestored,

counting and automatic selection of outgoing lopstdeam
of the workstation, it will collect the value offinencing
factors, focusing on automatic data input as ofteipossible
to save time for the operator and gather more bielia
information. For companies that have already -eistabd
production monitoring, interfaces for data inputfmu (such
as the time taken to complete a lot, the amounnaterial
consumed, the program used...) have already béeip sk is
necessary to consolidate the 2 types of input (mton
information and quality factor values) to ease tmark of
operators. Fortunately, due to traceability needsnpanies
often collect lots of data which can be exploitading the

Classification: maps data into predefined group akKDD process. This data must be preprocessed (loydar,

for example, to synchronize the different databakslete
evident outliers, and digitize qualitative datacakor (c)...

3.2 Datamining (d)

Summarization: maps data into subsets with asswtiat

As shown by Agard and Kusiak (2005), the volumeaih to
be analyzed is often weighty. Companies are usedduive,
primarily for traceability reasons but they raralge their
well of information and only as indicators for rdimhe
management methods. Management and quality imprenem
by data mining methods has been discussed in (Kusia
2001). Data mining is the part of Knowledge Disagvin
Data which consists in analyzing data in ordesummarize

it into useful information. In our case, data maishould
perform a classification of data into 2 classesfece
occurrence and no defect occurrence. To do th&erelnt
tools may be used such as Naive Bayes, Decisian tre
Support Vector Machine (SVM), neural networks (NN).
Decision tree is faster to classify data but dasswork well

we can analyze it in order to achieve a workstatiowith noisy data (Patel and Panchal, 2012). Sohia dase of

experimental design and obtain the same results)eéns
detecting low- or non-influents factors and settiother
factors at the best level. So, it seems to be blesaithout
additional cost, to prevent defect apparition andspecify
ameliorative settings from the input data retainddhe
availability of data is a crucial point for the djtaanalysis.

Data collection is certainly the most restrictivan. Indeed,

it implies that a brainstorming (identical to thathieved
before the implementation of an experimental Tagptdn

in order to list the factors affecting quality) hasen done
and it must then wait several months (and idealjjear) to
gather enough data to cover all cases of use ofmtaghine.
On the other hand, data collection is often seeam @&aste of
time because the operator must stop his work taewri
information not used directly in production. Espdlgi since
this collection should be done at 2 levels:

Upstream of the workstation to write the manufaetur
condition. It is at this point that we must colldtte
factor levels that are considered influential.

« Downstream of the workstation for defects input.

That is why it is very important to work on collea data
with the aim of making interfaces as intuitive amdjuiring
as little time input as possible. Downstream of th
workstation, one will collect the percentage ofucences of
each type of defect existing, focusing on compuiait

industrial data, the use of this approach is natiment.
Naive Bayes is dedicated to the treatment of disatata and
the use of continuous need to perform a discrébzabf
these data. Support Vector Machine and Neural nmétivoth
use very close concepts which lead to very closeilte
Sometimes, SVM gives better results (Meggral, 2003),
sometimes it is NN (Paliwal and Kumar, 2009; Hagid
Olej, 2010). In our case, in order to build thetegss model,
analysis is done directly through a neural netwofke
collected data is divided into 2 parts. One will dieed for
learning, and so for creating the model, while dtiger will
be used for validation. Which means checking thatroodel
has the same behaviour as the physical systemstfingture
of the neural network used here is recalled imie section.

4. STUDY CASE

4.1 Presentation of the company and its processes

The company Acta-Mobilier follows perfectly the ¢ext of
maintaining quality issues. It produces high gydhcquered
panels made in MDF (Medium Density Fiberboard) for
kitchens, bathrooms, offices, stands, shops, Hatelture...
In its quest for continuous improvement, the conyp&n
Bertified ISO 9001, ISO 14001, OHSAS 18001 and
implements the Kaisen process (5S). We recallghatof the



4 points that summarize the Kaisen ideology reterty to
quality with the goal of eliminating defects contglsy.

The activity is divided into 5 workshops. Each w&ir&p is
likely to generate defects and we should includguality
control at all stages of the manufacturing proteds able to
control the rate of defects. However, the main cisfare
generated in the lacquering step. So, this pameists on the
robotic lacquering workstation. Even if this woiksbn is
free of human factors, the production quality ipredictable
(we cannot know if there is a risk that productdl Wave
defects) and fluctuates (the percentage of defeetg be of

45% one day and down to 10% the next day withodt

changing the settings).

4.2 The neural network chosen: The multilayer pefroa

Because of this, the problem is to obtain a prditpabof
defect occurrencey,(.) being chosen sigmoidal.

Now, only the number of hidden neurons is alwaysnomn.

In order to determine it, the learning starts frosn
overparametrized structure. A weight eliminationtimoe is
used to remove spurious parameters (Setiono andv,Leo
2000). The learning of the MLP is performed in Spst

Initialisation of weights (Nguyen and Widrow, 1990)
Learning of parameters by using Levenberg-Marquard
algorithm with robust criterion (Thomas al, 1999).
Weights elimination (Setiono and Leow, 2000).

4.3 Results

Following the brainstorming about the factors iefiging the
quality level, we were able to classify them in &egories

We propose the use of neural networks (NN) to modepecified in paragraph 2.2. We could imagine theemtal

systems on which we can realise the Taguchi exgertisn
plan or global plans with an on-line control meathio order
to determine the best settings for each factor. athentages
of this approach are:

Exploitation of real data without carrying out deatied

drifts and associate a type of defect. This prelany work
results of expert knowledge. Only after the conglstudy
can we know accurately which factors affect whicfedts.
To illustrate these categories, we present in Tdbkome
trivial examples corresponding to experts ideas.

experiments as in experiments plan because we g&an u

the database collected during the production.

Simple implementation of the approach because the

Table 1. Examples of factors, deviations and assatéd

neural model design is partially automated.
On-line tuning of the quality monitoring process K

using actual production data in order to improve an Envi-

adapt the process to change.

In our approach, the neural model is performed bingi

production data representatives of all the conaig
encountered in the past and so, it can adapt iteethese
changeable conditions. This model is able to pmvaver
and upper limits for each controllable factor sefsi based on
all non-controllable factors. We are looking to lempent a

tool at the input of key machines, able to detearim real
time these landmarks, and to verify that factoes &ell set
within these landmarks.

defects for 3 types
Factors| Control- | Factor Deviation Defect
y types | lability
Middle | Tempe-| Increase at “Micro-
ron- rature midday— bubbling”
mental drying time
too short
Tech- Very Dust Decrease due| Grains
nigue good suction | to compressor
power | fatigue— rest
of dust before
lacquering
Hu- Low Spray | Slowdown due| Bands
man speed | to a pain— phenome-
dry lacquer non
covering up

The multilayer perception (MLP) seems to be the bidét
suited to our case. Works of Cybenko (1989) andaRashi
(1989) have proved that a MLP with only one hiddeyer
using a sigmoidal activation function and an outpyer can

Thanks to a production and quality management systata
corresponding to the factors studied since Febraai? are

approximate all non-linear functions with the wahte cojlected. Upstream of the robotic lacquering weatisn,

accuracy. Its structure is given by:
Ny Mo

e=a[S oS0 )+ o
i=1 h=1

where x° are then, inputs of the NN,

(1)

w;, are the weights

connecting the input layer to the hidden layk, are the
biases of the hidden neurorgg(.) is the activation function
of the hidden neurons (here, the hyperbolic tangestare

the weights connecting the hidden neurons to thpubwne,
b is the bias of the output neurap(.) is the activation
function of the output neuron arais the network output.

experts decided to collect factors such as loatbfanumber
of passes, time per table (lacquering batchesy, fier table,
basis weight, number of layers, number of prodiatsl
drying time.

We could add to these technical factors environaiemtes
such as temperature, atmospheric pressure and iymid
According to the experimental design approach, we c
classify these variables into 2 types of factonserinal ones
(load factor, number of passes, time per tabler, fier table,
basis weight, number of layers, number of prodiatsl
drying time) and external ones (temperature, humidi
pressure). 2 factors (passes number and numbayefs) are



discrete ones that can each take 3 states andréhhinarized
(Thomas and Thomas 2009).

We have 15 inputs to apply to the NN which 6 aneaby
ones. Downstream of the machine, we were able tectlap
to 30 different types of defects. The first workishwthe NN
prediction concerning a type of defects: "Staindbaok."

We have a total of 2270 data we will split into &al sets for
identification (1202 data) and validation (1068 ajatFirst,
learning is achieved by exploiting 25 neurons ia thdden
layer. Pruning phase can then eliminate spuriopatéand
hidden neurons. This is done 100 times with differiaitial

weight sets to avoid problem of trapping in locatimum.

After pruning, 6 hidden neurons and 1 input (passesber)
are eliminated. This means that the passes nunaserdry
little influence on the defect concerned and sosdus need
to be taken into account. This "data processinglisied to
simplify the model and avoid over fitting problem.

During the validation phase, we therefore compheerésults
of the NN with the real defects detection. For thefect
"Stains on back", we know that it occurs 127 timesthe
1068 data validation set. The NN can detect 112dsf
which lead to a non-detection rate of 11.8% (Fip. Tthe
proportion of false positive is 19.2%, which may [bertly

non-detection for 11% false positives. The non jotadle

defects depend certainly on other factors that wednto

determine and collect if we want to predict themtdtal, on

the 30 identified defects, 7 can be partially ekmd using
the variables collected. For the predictable defabere are 2
possible approaches:

e Warning. By analyzing the inputs through the NN, it
becomes possible to predict defects occurrence and
report it when conditions are met to create risk.

* Limitation. By using NN to limit the input factorky
upper and lower limits and prohibit the production
when one of the inputs is outside these limitst'¢f a
controllable factor, operators can modify it tooall
production. Otherwise, the production lot will be
rejected. It must be scheduled later when condition
become acceptable. To do that, factors must bsifiéas
into controllable ones (load factor, basis weighing
time, liters per table), non-controllable ones
(temperature, humidity, pressure) and protocolsnfyer
of passes, time per table, number of layers, amdbeu
of products). The NN is then used instead of thd re
system to perform experiments that achieve an eentir
plan without increasing the cost. The results, hare
still to be validated on the real system.

explained by the fact that some defects haven'tnbee

identified out of the machine.

Grain on back mesured (threshald = 0,1)
1 T r T

0.8 b

04 B

[] Il
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Grain on back predicted by NN (threshold = 0,1)

800

1000

1200

Fig. 1. Comparison of “Grain on back” defects dttdat the
robotic lacquering workstation output (top graphdl aefects
predicted by the NN (bottom graph)

It is obvious that this defect is largely explainbg the
archived operating conditions and it's possibleuge NN
upstream of the workstation to prevent the riskSthins on
back”. This NN is improved and adapted on line Isng
current production data and on line learning atbon We
repeated the experiment with other defects. Obljous
would first analyze 20% of defects that create 8¥%hon-
quality (Pareto). However, there are defects wit@hnot be
predicted with the NN in the conditions describdibe.
This is for example the case for “knock” where ygst 73%

We present the results of an entire plan in whibhlevels
were chosen for the 3 controllable factors (Fig. Bdr
protocol factors, we set the number of passes ayat to 1;
the time per table, and the liter of lack to theierage values;
and the number of products to its median value. Mé®
fixed non-controllable factors values to their age values.

Basisweighteffect Drytime effect x10° Load effect

0. 0.

Impac Impact| Impact|

on defect ondefects on defects|
occurence curen: curen:

. 0 E
0 50 100 150 200 250 0 500 1000 1500 2000 0 1 2 3 4 5
Range of variation Range of variation ariation

Fig. 2. Experience plan results by using NN model.

These figures show that the load factor has aivelgtsmall

impact on the defects occurrence. However, thecas® in

weight has a significant effect. High basis weigtaad to

create more defects. Drying time has also an impacause
too short drying time greatly increases the ocawee of

defects. In order to obtain the same results bygusin

experiments plan, we need to use 5 modalitiesriging time

and basis weight and 2 for the load factor thad eamany

experiments even using Taguchi plan. These predingin
results need to be confirmed by taking into accotlm

variation of non-controllable factors (temperatupgessure
and humidity) and validating the results on the sgatem.



4.4 Direct advantages : defect rate decrease

In our study, the most recurrent defect conceres“gnains
on face”. Unfortunately, we have seen that thigdiefvas not
predictable with our inputs. However, in occurreroreer,
the second default is the “microbubbling” which lIsti
represents 12% of all defects with a average oenuog of 72

defective products per week, which means 1.1% ef ﬂ?:unahashi

production. As this defect is difficult to recowvand it usually
needs to sand the product again and repeat theddng.
Avoiding this defect by eliminating the need of ogters as
soon as the conditions are met or by indicatingctrenge of
setting would make 20000 € saving per year.

4.5 Indirect advantages: reduction in the numbfer o
experiences

The saving shown in the previous paragraph is asaeng.
Indeed, it required no experience, so no maternatirne
consumption at the concerned production workstatibo
calculate the avoided costs, we still made the ysthg
Taguchi experimental plan. Depending on the nunddfer
input factors and the number of modality (oftenn@) had to
move towards a Taguchi matrix with 36 experimerits.
minimize costs, we may decide that each experienosists
in lacquering a table where there are at least @&ymts
(semi-finished). In these conditions, the Taguclanpwill
require the lacquering of 108 products on 36 tablég cost
of the Taguchi plan may be estimated by taking atoount,
time consumption, setting time, hourly cost for tlodotic
lacquering workstation, material consumption (sénished
products), lacquer consumption... We can also dlder @osts
that will result from the implementation of the Tai plan,
for example time for teams briefing, time to sumizedata,
the cost of moving away products from robotic lasipg to
manual lacquering where the hourly cost is higheiith all

this, we can estimate the overall cost of the Thguc
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5. CONLUSION AND OUTLOOK

It's important not to separate quality control gmmduction
management, first because the quality level hab gpact
on production management, and then because orte dety
elements, we mean the factor values collected duitie
operation can be directly related
information collected (time and material consummtio
Regarding the data processing, we have highlightes
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net savings without subtracting the costs of expenis.
Their implementation in the workshop will enable namo
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control. These data mining tools have their placthe heart
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