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The analysis of video acquired with a wearable camera is a challenge that multimedia community is facing with the proliferation
of such sensors in various applications. In this paper, we focus on the problem of automatic visual place recognition in a weakly
constrained environment, targeting the indexing of video streams by topological place recognition. We propose to combine several
machine learning approaches in a time regularized framework for image-based place recognition indoors.The framework combines
the power of multiple visual cues and integrates the temporal continuity information of video. We extend it with computationally
efficient semisupervised method leveraging unlabeled video sequences for an improved indexing performance. The proposed
approach was applied on challenging video corpora. Experiments on a public and a real-world video sequence databases show
the gain brought by the different stages of the method.

1. Introduction

Due to the recent achievements in the miniaturization of
cameras and their embedding in smart devices, a number
of video sequences captured using such wearable cameras
increased substantially.This opens new application fields and
renews the problematics posed to the Multimedia research
community earlier. For instance, visual lifelogs can record
daily activities of a person and constitute a rich source of
information for the task of monitoring persons in their daily
life [1–4]. Recordings captured using wearable camera depict
a view that is inside-out, close to the subjective view of the
camera wearer. It is a unique source of information, with
applications such as a memory refresh aid or as an additional
source of information for the analysis of various activities
and behavior related events in healthcare context. This often
comes at the price of contents with very high variability, rapid
camera displacement, and poorly constrained environments
in which the person moves. Search for specific events in such
multimedia streams is therefore particularly challenging. As
was shown in [5, 6], multiple aspects of the video content and
its context can be taken into account to provide a complete
view of activity related events: location, presence of objects

or persons, hand movements, and external information such
as Global Positioning System (GPS), Radio Frequency Iden-
tification (RFID), or motion sensor data. Amongst these,
location is an important contextual information, that restricts
the possible number of ongoing activities. Obtaining this
information directly from the video stream is an interesting
application in multimedia processing since no additional
equipment such as GPS or RFID is needed. In some applica-
tions, thismay be even be a constraint, since the access to such
modalities is limited in practice by the available devices and
the installation of any invasive equipment in the environment
(such as home) may not be welcome.

Considering the high cost of labeling data for training
when dealing with lifelogs, and therefore the low amount of
such labeling, inferring place recognition information from
such content is a particularly great challenge. For instance, in
the framework presented in [7], video lifelog recordings are
made in an unknown environment and ground truth location
information is limited to small parts of the recording. In such
setup, the information sources are short manual annotations
and large unlabeled recording parts.Theuse of unlabeled data
to improve recognition performance was up to now reserved
to more generic problems and was not evaluated in within
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the context of wearable video indexing. Efficient usage of this
information for place recognition in wearable video indexing
therefore defines the problem of the present work.

In this paper, we propose a novel strategy to incorporate
and take advantage of the unlabeled data for place recog-
nition. It takes into account both unlabeled data, multiple
features and time information. We present a complete pro-
cessing pipeline from low-level visual data extraction up to
the visual recognition.Theprincipal contribution of thiswork
constitutes a novel system for robust place recognition in
weakly annotated videos. We propose a combination of the
Co-Training algorithmwith classifier fusion to obtain a single
classification estimate that exploits bothmultiple features and
unlabeled data. In this context, we also study a range of
confidence computation techniques found in the literature
and introduce our own confidence measure that is designed
to reduce the impact of uncertain classification results. The
proposed system is designed as such that each component
is evaluated separately and its presence is justified. It will be
shown that each component yields an increase in classifica-
tion performance, both separately as well as in a combined
configuration, as demonstrated onpublic and our challenging
in-house datasets.

The system we propose in this paper is motivated by the
need to develop a robust image-based place recognition sys-
tem as a part of high-level activity analysis system developed
within the IMMED project [7]. As a part of this project,
a wearable video recording prototype (see Figure 1) video
annotation software and activity recognition algorithms were
developed as well but will be left out of the scope. More detail
on the latter can be found in [7, 8].

The paper is organized as follows. In Section 2, we
review related work from the literature with respect to visual
recognition, multiple feature fusion, and semisupervised
learning. In Section 3, we present the proposed approach
and algorithms. In Section 4, we report the experimental
evaluations done on two databases in real life conditions and
show the respective gains from the use of (a)multiple features,
(b) unsupervised data, and (c) temporal information within
our combined framework.

2. Literature Review

2.1. Activity Monitoring Context

2.1.1. Motivation. With this subsection we aim to put our
work in the context of activity detection and recognition in
video. Several setups have been used for that matter: ambient
and wearable sensors.

2.1.2. Monitoring Using Ambient Sensors. Activity recogni-
tion systems have emerged quickly due to recent advances
in large video recording and in the deployment of high
computation power systems. For this application field, most
of proposed methods originated from scene classification
where static image information is captured and categorized.

Authors in [9] use the SVM classifier to classify local
events such as “walking” and “running” in a database consist-
ing of very clean and unoccluded video sequences. Perhaps

Figure 1:Wearable camera recording prototype used in the IMMED
project.

in a more challenging setup, human behavior recognition
is performed in [10] by proposing specially crafted sparse
spatiotemporal features adapted for temporal visual data
description. Conceptually a similar approach is proposed
in [11] where each event in a soccer game is modeled as a
temporal sequence of Bag of VisualWords (BOVWs) features
used in a SVM classifier, termed strings, which are then
compared using the string kernel.

Detection and recognition of events in real-world indus-
trial workflows is a challenging problem because of great
intraclass variability (complex classifiers required), unknown
event start/end moments, and requirement to remember the
whole event history which violates Markovian assumptions
of conditional independence (e.g., HMM-based algorithms).
The problem is alleviated in [12], where authors propose an
online worker behavior classification system that integrates
particle filter and HMM.

2.1.3. Monitoring Using Wearable Sensors. Alternatively, ac-
tivity information can be also obtained from simple on-body
sensors (e.g., acceleration) and wearable video.

Authors in [13] investigated two methods for activity
context awareness in weakly annotated videos using 3D
accelerometer data. The first one is based on multi-instance
learning by grouping sensor data into bags of activities
(instead of labeling every frame).The second one uses a graph
structure for feature and time similarity representation and
label information transfer in those structures. Results favor
label propagation based methods in multiple feature graphs.

Visual lifelog indexing by human actions [2, 3, 14, 15]
is proposed recently in healthcare with expansion of the
Alzheimer disease. Early attempts to answer the challengewas
done in [1, 4] as a part of the SenseCam and IMMED projects
proposing lightweight devices and event segmentation algo-
rithms. A motion-based temporal video segmentation algo-
rithm with HMM at the core [8] identified strong correlation
between activities and localization. This study reveals the
complexity of the issuewhich consists in learning a generative
model from few training data, extension to larger scale, and in
difficulty to recognize short and infrequent activities. These
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and related issues were addressed in [16] with Hierarchical
HMM which simultaneously fusing complementary low-
level and midlevel (visual, motion, location, sound, and
speech) features and the contribution of an automatic audio-
visual stream segmentation algorithm. Results validate the
choice of two-level modeling of activities using Hierarchical
HMM and reveal improvement in recognition performance
when working with temporal segments. Optimal feature
fusion strategies using the Hierarchical HMM are studied
in [17]. The contributed intermediate level fusion at the
observation level, where all features are treated separately,
compares positively to more classic early and late fusion
approaches.

Thiswork is a part of an effort to detect and recognize per-
son’s activities from wearable videos in the context of health-
care within the IMMED (http://immed.labri.fr/) project [7]
and continued within the Dem@Care (http://www.demcare
.eu/) project. Localization information is one of multiple
possible cues to detect and recognize activities solely from the
egocentric point of view of the recording camera. Amongst
these location estimation is an important cue, which we now
discuss in more detail.

2.2. Visual Location Recognition

2.2.1. Motivation. Classifying the current location using
visual content only is a challenging problem. It relates to
several problematics that have been already addressed in
various contexts such as image retrieval from large databases,
semantic video retrieval, image-based place recognition in
robotics, and scene categorization. A survey [18] on image
and video retrieval methods covers the paradigms such as
semantic video retrieval, interactive retrieval, relevance feed-
back strategies, and intelligent summary creation. Another
comprehensive and systematic study in [19] that evaluates
multimodal models using visual and audio information for
video classification reveals the importance of global and
local features and the role of various fusion methods such
as ensembles, context fusion, and joint boosting. We will
hereafter focus on location recognition and classification.

To deal with location recognition from image content
only, we can consider two families of approaches: (a) from
retrieval point of view where a place is recognized as similar
to an existing labeled reference from which we can infer
the estimated location; (b) from a classification point of
view where the place corresponds to a class that can be
discriminated from other classes.

2.2.2. Image Retrieval for Place Recognition. Image retrieval
systems work by a principle that visual content presented in
a query image is visually similar or related to a portion of
images to be retrieved from database.

Pairwise image matching is a relatively simple and attrac-
tive approach. It implies query image comparison to all
annotated images in the database. Top ranked images are
selected as candidates and after some optional validation
procedures the retrieved images are presented as a result
to the query. In [20] SIFT feature matching followed by
voting and further improvement with spatial information is

performed to localize indoors with 18 locations with each of
them presented with 4 views. The voting scheme determines
locations whose keypoints were most frequently classified
as the nearest neighbors. Additionally, spatial information
is modeled using HMM bringing in neighbor location
relationships. A study [21] for place recognition in lifelogs
images found that the best matching technique is to use bi-
directional matching which nevertheless adds computational
complexity. This problem is resolved by using robust and
rapid to extract SURF features which are then hierarchically
clustered using the 𝑘-means algorithm in a vocabulary tree.
The vocabulary tree allows the rapid descriptor comparison
of query image descriptors to those of the database andwhere
the tree leaf note descriptor votes for the database image.

The success of matching for place recognition depends
greatly on the database which should contain a large amount
of annotated images. In many applications, this is a rather
strong assumption about the environment. In the absence
of prior knowledge brought by completely annotated image
database covering the environment, topological place recog-
nition discretizes otherwise continuous space. A typical
approach following this idea is presented in [22]. Authors
propose the gradient orientation histograms of the edge map
as image feature with a property that visually similar scenes
are described by a similar histogram. The Learning Vector
Quantization method is then used to retain only the most
characteristic descriptors for each topological location. An
unsupervised approach for robot place recognition indoors
is adapted in [23]. The method partitions the space into
convex subspaces representing room concepts by using
approximated graph-cut algorithm with the possibility for
user to inject can group and cannot group constraints. The
adapted similarity measure relies on the 8-point algorithm
constrained to planar camera motion and followed by robust
RANSAC to remove falsematches. Besides high computation
cost, the results show good clustering capabilities if graph
nodes representing individual locations are well selected
and the graph is properly built. Authors recognize that at
larger scale and more similarly looking locations, more false
matching images may appear.

2.2.3. Image Classification for Place Recognition. Training
visual appearance model and using it to classify unseen
images constitutes another family of approaches. Image
information is usually encoded using global or local patch
features.

In [24] an image is modeled as a collection of patches,
each of which is assigned a codeword using a prebuilt
codebook, yielding a bag of codewords. The generic Bag
of Word [25] approach has been quite successful as global
features. One of its main advantages is the ability to represent
possibly very complex visual contents and address scene
clutter problem. It is flexible enough to accommodate both
discrete features [25] and dense features [26], while letting
the possibility to include also weak spatial information by
spatial binning as in [27]. Authors in [6] argue that indoor
scenes recognition require location-specific global features
and propose a system recognizing locations by objects that
are present in them. An interesting result suggests that the
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final recognition performance can be boosted even further as
more object information is used in each image. A context-
based system for place and object recognition is presented
in [5]. The main idea is to use context (scene gist) as a
prior and then use it as a prior infer what objects can be
present in a scene.TheHMM-based place recognition system
requires a considerable amount of training data, possible
transition probabilities, and so forth, but integrates naturally
temporal information and confidence measure to detect the
fact of navigating in unknown locations. Probabilistic Latent
Semantic Analysis (pLSA) was used in [28] to discover higher
level topics (e.g., grass, forest, water) from low-level visual
features and building novel low dimensional representation
used afterwards in 𝑘-Nearest Neighbor classifier. The study
shows superior classification performance by passing from
low-level visual features to high-level topics that could be
loosely attributed to the context of the scene.

2.2.4. Place Recognition in Video. Place recognition from
recorded videos brings both novel opportunities and infor-
mation but also poses additional challenges and constraints.
Much more image data can be extracted from video while in
practice some small portion of it can be labeled manually. An
additional information that is often leveraged in the literature
is the temporal continuity of the video stream.

Matching-based approach has been used in [29] to
retrieve objects in video. Results show that simple matching
produces a large number of false positive matches but the
usage of stop list to remove most frequent and most specific
visual words followed by spatial consistency check signifi-
cantly improves retrieval result quality. In [30] belief func-
tions in the Bayesian filtering context are used to determine
the confidence of a particular location at any time moment.
The modeling involves sensor and motion models, which
have to be trained offline with sufficiently large annotated
database. Indeed, themodel has to learn themodel of allowed
transitions between places, which require the annotated data
to represent all possible transitions to be found in the test
data.

An important group of methods performing simultane-
ous place recognition and mapping (SLAM) is widely used
in robotics [31, 32]. The main idea in these methods is to
simultaneously build and update a map in an unknown
environment and track in real time the current position of
the camera. In our work, the construction of such map is
not necessary and may prove to be very challenging since the
environment can be very complex and constantly changing.

2.3. Multiple Feature Learning

2.3.1. Motivation. Different visual features capture different
aspects of a scene and correct choice depends on the task
to solve [33]. To this end, even humans perform poorly
when using only one information source of perception
[34]. Therefore, instead of designing a specific and adapted
descriptor for each specific case, several visual descriptors
can be combined in a more complex system while yielding
increased discrimination power in a wider range of applica-
tions. Following the survey [35], twomain approaches can be

identified for the fusion of multiple features, depending on
whether the fusion is done in the feature space (early fusion),
or in the decision space (late fusion).

2.3.2. Early Fusion. Early fusion strategies focus on the com-
bination of input features before using them in a classifier.
In the case of kernel classifiers, the features can be seen as
defining a new kernel that takes into account several features
at once. This can be done by concatenating the features
into a new larger feature vector. A more general approach,
Multiple Kernel Learning (MKL), also tries to estimate the
optimal parameters for kernel combination in addition to the
classifier model. In our work we evaluated the SimpleMKL
[36] algorithm as a representative algorithm of the MKL
family.The algorithm is based on gradient descent and learns
a weighted linear combination of kernels. This approach has
notably been applied in the context of object detection and
classification [37–39] and image classification [40, 41].

2.3.3. Late Fusion. In the late fusion, strategy several base
classifiers are trained independently and their outputs are fed
to a special decision layer. This fusion strategy is commonly
referred to as a stacking method and is discussed in depth
in the multiple classifiers systems literature [42–46]. This
type of fusion allows to use multiple visual features, leaving
their exploitation to an algorithm which performs automatic
feature selection or weighting respective to the utility of each
feature.

It is clear that nothing prevents using an SVM as base
classifier. Following the work of [47], it was shown that SVM
outputs, in the form of decision values, can be combined the
linearly using Discriminative Accumulation Scheme (DAS)
[48] for confidence-based place recognition indoors. The
following work evolved by relaxing the constraint of linearity
of combination using a kernel function on the outputs of
individual single feature outputs giving rise to Generalized
DAS [49]. Results show a clear gain of performance increase
when using different visual features or completely different
modalities. Other works follow a similar reasoning but use
different combination rules (max, product, etc.), as discussed
in [50]. A comprehensive comparison of different fusion
methods in the context of object classification is given in [51].

2.4. Learning with Unlabeled Data

2.4.1. Motivation. Standard supervised learning, with single
or multiple features, is successful if enough labeled training
samples are presented to the learning algorithm. In many
practical applications, the amount of training data is limited
while a wealth of unlabeled data is often available and is
largely unused. It is well known that the classifiers learned
using only training data may suffer from overfitting or
incapability to generalize on the unlabeled data. In contrast,
unsupervised methods do not use label information. They
may detect a structure of the data; however, a prior knowledge
and correct assumptions about the data is necessary to be able
to characterize a structure that is relevant for the task.

Semisupervised learning addresses this issue by leverag-
ing labeled as well as unlabeled data [52, 53].
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2.4.2. Graph-Based Learning. Given a labeled set 𝐿 =

{(x
𝑖
, 𝑦
𝑖
)}
𝑙

𝑖=1
and an unlabeled set 𝑈 = {x

𝑗
}
𝑙+𝑢

𝑗=𝑙+1
, where x ∈ X

and 𝑦 ∈ {−1, +1}, the goal is to estimate class labels for the
latter. The usual hypothesis is that the two sets are sampled
i.i.d. according to the same joint distribution 𝑝(x, 𝑦). There is
no intention to provide estimations on the data outside the
sets 𝐿 and𝑈. Deeper discussion on this issue can be found in
[54] and in references therein.

In graph-based learning, a graph composed of labeled or
unlabeled nodes (in our case representing the images) and
interconnected by edges encoding the similarities is built.
Application specific knowledge is used to construct such
graph in such a way that the labels of nodes connected with
a high weight link are similar and that no or a few weak
links are present between nodes of different classes. This
graph therefore encodes information on the smoothness of
a learned function 𝑓 on the graph, which corresponds to a
measure of compatibility with the graph connectivity. The
use of the graph Laplacian [55, 56] can then be used directly
as a connectivity information to propagate information from
labeled nodes to unlabeled nodes [57], or as a regularization
term that penalizes nonsmooth labelings within a classifier
such as the Lap-SVM [58, 59].

From a practical point of view, the algorithm requires the
construction of the full affinity matrix 𝑊 where all image
pairs in the sequences are compared and the computation
of the associated Laplacian matrix 𝐿, which requires large
amounts of memory in 𝑂(𝑛2). While theoretically attractive,
the direct method scales poorly with the size of the graph
nodes which seriously restricts its usage on a wide range of
practical applications working.

2.4.3. Co-Training from Multiple Features. The Co-Training
[60] is a wrapper algorithm that learns two discriminant
classifiers in a jointmanner.Themethod trains iteratively two
classifiers such that in each iteration the highest confidence
estimates on unlabeled data are fed into the training set of
another classifier. Classically two views on the data or two
single feature splits of a dataset are used. The main idea is
that the solution or hypothesis space is significantly reduced if
both trained classifiers agree on the data and reduce the risk
of overfitting since each classifier also fits the initial labeled
training set. More theoretical background and analysis of the
method is given in Section 3.3.2.

The algorithm of Co-Training was proposed in [60] as
a solution to classify Web pages using both link and word
information. The same method was applied to the problem
of Web image annotation in [61, 62] and automatic video
annotation in [63]. Generalization capacity of Co-Training on
different initial labeled training sets was studied in [64].More
analysis on theoretical properties of Co-Training method can
be found in [65] such as rough estimates of maximal number
of iterations. A reviewondifferent variants of theCo-Training
algorithm is given [66] together with their comparative
analysis.

2.4.4. Link between Graph and Co-Training Approaches. It
is interesting to note the link [67, 68] between Co-Training

method and label propagation in a graph since adding the
most confident estimations in each Co-Training iteration
can be seen as label propagation from labeled nodes to
unlabeled nodes in a graph. This view of the method is
further discussed and practically evaluated in [69] as a label
propagation method on a combined graph built from two
individual views.

Graph-based methods are limited by the fact that graph
edges encode low-level similarities that are computed directly
from the input features. The Co-Training algorithm uses a
discriminative model that can be adaptive to the data with
each iteration and therefore achieve better generalization on
unseen unlabeled data. In the next section, we will build a
framework based on the Co-Training algorithm to propose
our solution for image-based place recognition.

In this work we attempt to leverage all available infor-
mation from image data that could help to provide cues on
camera place recognition. Manual annotation of recorded
video sequences requires a lot of human labor.The aim of this
work is to evaluate the utility of unlabeled data within the Co-
Training framework for image-based place recognition.

3. Proposed Approach

In this section we present the architecture of the proposed
method which is based on the Co-Training algorithm and
then discuss each component of the system.The standardCo-
Training algorithm (see Figure 2) allows to benefit from the
information in the unlabeled part of the corpus by using a
feedback loop to augment the training set, thus producing
augmented performance classifiers. In the standard algo-
rithm formulation, the two classifiers are still separate, which
does not leverage their complementarity to its maximum.
The proposed method addresses this issue by providing a
single output using late classifier fusion and time filtering for
temporal constrain enforcement.

We will present the different elements of the system in
the order of increasing abstraction. Single feature extraction,
preparation, and classification using SVM will be presented
in Section 3.1. Multiple feature late fusion and a proposed
extension to take into account the time information will be
introduced in Section 3.2. The complete algorithm combin-
ing those elements with the Co-Training algorithm will be
developed in Section 3.3.

3.1. Single Feature Recognition Module. Each image is repre-
sented by a global signature vector. In the following sections,
the visual features x(𝑗)

𝑖
∈ X(𝑗) correspond to numerical

representations of the visual content of the images where the
superscript (𝑗) denotes the type of visual features.

3.1.1. SVM Classifier. In our work we rely on Support Vector
Machine (SVM) classifiers to carry out decision operations. It
aims at finding the best class separation instead of modeling
potentially complex within class probability densities as in
generative models such as Naive Bayes [70]. The maxi-
mal margin separating hyperplane is motivated from the
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Figure 2: Workflow of the Co-Training algorithm.

statistical learning theory viewpoint by linking the margin
width to classifier’s generalization capability.

Given a labeled set 𝐿 = {(x
𝑖
, 𝑦
𝑖
)}
𝑙

𝑖=1
, where x ∈ R𝑑, 𝑦 ∈

{−1, +1}, a linear maximal margin classifier 𝑓(x) = w𝑇x + 𝑏
can be found by solving

min
w,𝑏,𝜉

𝑙

∑

𝑖=1

𝜉
𝑖
+ 𝜆‖w‖2

s.t. 𝑦
𝑖
(w𝑇x
𝑖
+ 𝑏) ≥ 1 − 𝜉

𝑖
, 𝜉
𝑖
≥ 0, ∀𝑖, 𝑖 = 1, . . . , 𝑙

(1)

for hyperplane w ∈ R𝑑 and its offset 𝑏 ∈ R. In regularization
framework, the loss function called Hinge loss is

ℓ (x, 𝑦, 𝑓 (x)) = max (1 − 𝑦
𝑖
𝑓 (x
𝑖
) , 0) , ∀𝑖, 𝑖 = 1, . . . , 𝑙 (2)

and the regularizer

ΩSVM (𝑓) = ‖w‖
2
. (3)

As it will be seen from discussion, the regularizer plays
an important role in the design of learning methods. In the
case of an SVM classifiers, the regularizer in (3) reflects the
objective to bemaximized—maximummargin separation on
the training data.

3.1.2. Processing of Nonlinear Kernels. The power of the SVM
classifier owes its easy extension to the nonlinear case [71].
Highly nonlinear nature of data can be taken into account
seamlessly by using kernel trick such that the hyperplane
is found in a feature space induced by an adapted kernel
function 𝑘(x

𝑖
, x
𝑗
) = ⟨Φ(x

𝑖
), Φ(x

𝑗
)⟩ in Reproducing Kernel

Hilbert Space (RKHS). The implicit mapping x 󳨃→ Φ(x)
means that we can no longer find an explicit hyperplane {w, 𝑏}

since the mapping function is not known and may be of very
large dimensionality. Fortunately, the decision function can
be formulated in so-called dual representation [71] and then
the solution minimizing regularized risk according to the
Representer theorem is

𝑓
𝑘 (x) =

𝑙

∑

𝑖=1

𝛼
𝑖
𝑦
𝑖
𝑘 (x
𝑖
, x) + 𝑏, 𝑘 = 1, . . . , 𝑐, (4)

where 𝑙 is the number of labeled samples.
Bag of Words descriptors have been used intensively

for efficient and discriminant image description. The linear
kernel does not provide the best results with such repre-
sentations, which has been more successful with kernels
such as the Hellinger kernel, 𝜒2-kernel, or the intersection
kernel [6, 27, 33]. Unfortunately, training with such kernels
using the standard SVM tools is much less computationally
efficient than using the linear inner product kernel, for which
efficient SVM implementations exist [72]. In this work, we
have therefore chosen to adapt the input features to the linear
context, using two different techniques. For the BOVW (Bag
of Visual Words) [25] and SPH (Spatial Pyramid Histogram)
[27] features, a Hellinger kernel was used. This kernel admits
an explicit mapping function, using a square root transfor-
mation 𝜙([𝑥

1
⋅ ⋅ ⋅ 𝑥
𝑑
]
𝑇
) = [√𝑥1 ⋅ ⋅ ⋅ √𝑥𝑑]

𝑇. In this particular
case, a linear embedding x󸀠 = 𝜙(x) can be computed explicity
and will have the same dimensionality as input feature. For
the CRFH (Composed Receptive Field Histogram) features
[26], the feature vector has very large number of dimensions,
but is also extremely sparse, with between 500 and 4000
nonzeros coefficients frommany millions of features in total.
These features could be transformed into a linear embedding
using Kernel Principal Component Analysis [73], in order
to reduce it to a 500-dimension linear embedding vector.
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In the following, we will therefore consider that features are
all processed into a linear embedding x

𝑖
that is suitable for

efficient linear SVM. Utility of this processing will be evident
in the context of the Co-Training algorithm, which requires
multiple retraining and prediction operations of two visual
feature classifiers. Other forms of efficient embedding, pro-
posed in [38], could be also used to reduce learning time.This
preprocessing is done only once, right after feature extraction
from image data. In order to simplify the explanations, we
will slightly abuse notation by denoting directly by x

𝑖
the

linearized descriptors without further indication in the rest
of this document.

3.1.3. Multiclass Classification. Visual place recognition is a
truly multiclass classification problem. The extension of the
binary SVM classifier to 𝑐 > 2 classes is considered in
a one-versus-all setup. Therefore 𝑐 independent classifiers
are trained on the labeled data, each of which learns the
separation between one class and the other classes. We will
denote by 𝑓

𝑘
the decision function associated to class 𝑘 ∈

[| 1, . . . 𝑐 |]. The outcome of the classifier bank for a sample
x can be represented as a scores vector s(x) by concatenating
individual decision scores:

s (x) = (𝑓1 (x) , . . . , 𝑓𝑐 (x)) . (5)

In that case, the estimated class of a testing sample x
𝑖
is

estimated from the largest positive score:

𝑦
𝑖
= arg max

𝑘=1,...,𝑐

𝑓
𝑘
(x
𝑖
) . (6)

3.2. Multiple Feature FusionModule and Its Extension to Time
Information. In this work, we follow a late classifier fusion
paradigmwith several classifiers being trained independently
on different visual cues and fusing the outputs for a single
final decision. We motivate this choice compared to early
fusion paradigm as it will allow easier integration at the
decision level of augmented classifiers obtained by the Co-
Training algorithm, as well as providing a natural extension
to inject temporal continuity information of video.

3.2.1. Objective Statement. We denote the training set by 𝐿 =
{(x
𝑖
, 𝑦
𝑖
)}
𝑙

𝑖=1
and the unlabeled set of patterns by 𝑈 = {x

𝑗
}
𝑙+𝑢

𝑗=𝑙+1

where x ∈ X and the outcome of classification is a binary
output: 𝑦 ∈ {−1, +1}.

The visual data may have 𝑝 multiple cues describing the
same image 𝐼

𝑖
. Suppose that 𝑝 cues has been extracted from

an image 𝐼
𝑖
:

x
𝑖
󳨀→ (x(1)

𝑖
, x(2)
𝑖
, . . . , x(𝑝)

𝑖
) , (7)

where each cue x(𝑗)
𝑖

belongs to an associated descriptor space
X(𝑗).

Denote also by 𝑝 the decision functions 𝑓(1), 𝑓(2), . . . ,
𝑓
(𝑝), where 𝑓(𝑗) ∈ F(𝑗) are trained on the respective visual

cues and are providing estimation 𝑦 (𝑗)
𝑘

on the pattern x(𝑗)
𝑘
.

Then for a visual cue 𝑡 and 𝑐 class classification in one-versus-
all setup, a score vector can be constructed:

s𝑡 = (𝑓𝑡
1
(x) , . . . , 𝑓𝑡

𝑐
(x)) . (8)

In our work we adopt two late fusion techniques: Dis-
criminant Accumulation Scheme (DAS) [47, 48] and SVM-
DAS [49, 74].

3.2.2. Discriminant Accumulation Scheme (DAS). The idea
of DAS is to combine linearly the scores returned by the
same class decision function across multiple visual cues 𝑡 =
1, . . . , 𝑝.The novel combined decision function for a class 𝑗 is
then a linear combination:

𝑓
DAS
𝑗
(x) =

𝑝

∑

𝑡=1

𝛽
𝑡
𝑓
𝑡

𝑗
(x) , (9)

where the weight 𝛽 is attributed to each cue according to its
importance in the learning phase. The novel scores can then
be used in decision process, for example, using max score
criterion.

The DAS scheme is an example of parallel classifier
combination architectures [44] and implies a competition
between the individual classifiers. The weights 𝛽

𝑡
can be

found using a cross-validation procedure with the normal-
ization constraint:

𝑝

∑

𝑡=1

𝛽
𝑡
= 1. (10)

3.2.3. SVM Discriminant Accumulation Scheme. The SVM-
DAS can be seen as a generalization of the DAS by building
a stacked architecture of multiple classifiers [44] where
individual classifier outputs are fed into a final classifier that
provides a single decision. In this approach every classifier is
trained on its own visual cue 𝑡 and produces a score vector as
in (8). Then the single feature score vectors s𝑡

𝑖
corresponding

to one particular pattern x
𝑖
are concatenated into a novel

multifeatures scores vector z
𝑖
= [s1
𝑖
, . . . , s𝑝

𝑖
]. A final top-level

classifier can be trained on those novel features:

𝑓
SVMDAS
𝑗

(z) =
𝑙

∑

𝑖=1

𝛼
𝑖𝑗
𝑦
𝑖
𝑘 (z, z

𝑖
) + 𝑏
𝑗
. (11)

Notice that the use of kernel function enables a richer
class of classifiers modeling possibly nonlinear relations
between base classifier outputs. If a linear kernel function is
used,

𝑘SVMDAS (z𝑖, z𝑗) = ⟨z𝑖, z𝑗⟩ =
𝑝

∑

𝑡=1

⟨s𝑡
𝑖
, s𝑡
𝑗
⟩ , (12)

then the decision function in (11) can be rewritten by
exchanging sums:

𝑓
SVMDAS
𝑗

(z) =
𝑙

∑

𝑖=1

𝛼
𝑖𝑗
𝑦
𝑖
𝑘 (z, z

𝑖
) + 𝑏
𝑗

=

𝑙

∑

𝑖=1

⟨s𝑡
𝑖
, s𝑡
𝑗
⟩

𝑝

∑

𝑡=1

𝛼
𝑖𝑗
𝑦
𝑖
+ 𝑏
𝑗
.

(13)
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Denoting w𝑡
𝑗
= ∑
𝑙

𝑖=1
𝛼
𝑖𝑗
𝑦
𝑖
s𝑡, we can rewrite the decision

function using input patterns and the learned weights:

𝑓
SVMDAS
𝑗

(z) =
𝑝

∑

𝑡=1

𝑙

∑

𝑘=1

w𝑡
𝑗𝑘
𝑓
𝑡

𝑗
(x) . (14)

The novel representation reveals that using a linear kernel
in the SVMDAS framework renders a classifier with weights
being learned for every possible linear combination of base
classifiers. The DAS can be seen as a special case in this
context but with significantly less parameters. Usage of a
kernel such as RBF or polynomial kernels can result in even
richer class of classifiers.

The disadvantage of such configuration is that a final stage
classifier needs to be trained as well and its parameters tuned.

3.2.4. Extension to Temporal Accumulation (TA). Video con-
tent has a temporal nature such that the visual content does
not usually change much in a short period of time. In the
case of topological place recognition indoors, this constraint
may be useful as place recognition changes are encountered
relatively rarely with respect to the frame rate of the video.

We propose tomodify the classifier output such that rapid
class changes are discouraged in a relatively short period
of time. This leads to lower the proliferation of occasional
temporally localized misclassifications.

Let 𝑠𝑡
𝑖
= 𝑓
(𝑡)
(x
𝑖
) be the scores of a binary classifier for

visual cue 𝑡 and ℎ a temporal window of size 2𝜏 + 1. Then
temporal accumulation can be written as

𝑠
𝑡

𝑖,TA =
𝜏

∑

𝑘=−𝜏

ℎ (𝑘) 𝑠
𝑡

𝑖+𝑘 (15)

and can be easily generalized tomultiple feature classification
by applying it separately to the output of the classifiers
associated to each feature s𝑡, where 𝑡 = 1, . . . , 𝑝 is the visual
feature type. We use an averaging filter of size 𝜏, defined as

ℎ (𝑘) =
1

2𝜏 + 1
, 𝑘 = −𝜏, . . . , 𝜏. (16)

Therefore, input of the TA are the SVM scores obtained
after classification and output are again the processed SVM
scores with temporal constraint enforced.

3.3. Co-Training with Time Information and Late Fusion.
We have already presented how to perform multiple feature
fusion within the late fusion paradigm, and how it can
be extended to take into account the temporal continuity
information of video. In this section, we will explain how to
additionally learn from labeled training data and unlabeled
data.

3.3.1. The Co-Training Algorithm. The standard Co-Training
[60] is an algorithm that iteratively trains two classifiers
on two view data x

𝑖
= (x(1)

𝑖
, x(2)
𝑖
) by feeding the high-

est confidence score 𝑧
𝑖
estimates from the testing set in

another view classifier. In this semisupervised approach,

the discriminatory power of each classifier is improved by
another classifier’s complementary knowledge. The testing
set is gradually labeled round by round using only the
highest confidence estimates.The pseudocode is presented in
Algorithm 1 which could be also extended to multiple views
as in [53].

The power of the method lies in its capability of learning
from small training sets and grows eventually its discrim-
inative properties on the large unlabeled data set as more
confident estimations are added into the training set. The
following assumptions are made:

(1) the two distinct visual cues bring complementary
information;

(2) the initially labeled set for each individual classifier is
sufficient to bootstrap the iterative learning process;

(3) the confident estimations on unlabeled data are help-
ful to predict the labels of the remaining unlabeled
data.

Originally the Co-Training algorithm performs until
some stopping criterion is met unless 𝑁 iterations are
exceeded. For instance, a stopping criteria could be a rule
that stops the learning process when there are no confident
estimations to add or there have been relatively small differ-
ence from iteration 𝑡 − 1 to 𝑡. The parameter-less version of
Co-Training works till the complete exhaustion of the pool
of unlabeled samples but requires a threshold on confidence
measure, which is used to separate high and low confidence
estimates. In our work we use this variant of the Co-Training
algorithm.

3.3.2. The Co-Training Algorithm in the Regularization
Framework

Motivation. Intuitively, it is clear that after a sufficient number
of rounds both classifiers will agree on most of the unlabeled
patterns. It remains unclear why and what mechanismsmake
such learning useful. It can be justified from the learning
theory point of view. There are less possible solutions or
classifiers from the hypothesis space that agree on unlabeled
data in two views. Recall that every classifier individually
should fit its training data. In the context of the Co-Training
algorithm each classifier should be somehow restricted by
another classifier.The two trained classifiers, that are coupled
in this system, effectively reduce possible solution space. Each
of those two classifier is less likely to be overfitting since each
of them has been initially trained on its training while taking
into account the training process of another classifier that is
carried out in parallel. We follow the discussion from [53] to
give more insights about this phenomena.

Regularized Risk Minimization (RRM) Framework. Better
understanding of the Co-Training algorithm can be gained
from the RRM framework. Let’s introduce the Hinge loss
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INPUT:
Training set 𝐿 = {(x

𝑖
, 𝑦
𝑖
)}
𝑙

𝑖=1
;

Testing set 𝑈 = {x
𝑖
}
𝑢

𝑖=1
;

OUTPUT:
𝑦
𝑖
—class estimations for the testing set 𝑈;
𝑓
(1), 𝑓(2)—trained classifiers;

PROCEDURE:
(1) Compute visual features x

𝑖
= (x(1)
𝑖
, x(2)
𝑖
) for every image 𝐼

𝑖
in the dataset

(2) Initialize 𝐿
1
= {(x(1)

𝑖
, 𝑦
𝑖
)}
𝑙

𝑖=1
and 𝐿

2
= {(x(2)

𝑖
, 𝑦
𝑖
)}
𝑙

𝑖=1

(3) Initialize 𝑈
1
= {x(1)
𝑖
}
𝑢

𝑖=1
and 𝑈

2
= {x(2)
𝑖
}
𝑢

𝑖=1

(4) Create two work sets 𝑈̃
1
:= 𝑈
1
and 𝑈̃

2
:= 𝑈
2

(5) Repeat until the sets 𝑈̃
1
and 𝑈̃

2
are empty (CO)

(a) Train classifiers 𝑓(1), 𝑓(2) using the sets 𝐿
1
, 𝐿
2
respectively;

(b) Classify the patterns in the sets 𝑈̃
1
and 𝑈̃

2
using the classifiers 𝑓(1) and 𝑓(2) respectively;

(i) Compute scores 𝑠(1)test and confidences 𝑧(1) on the set 𝑈̃
1

(ii) Compute scores 𝑠(2)test and confidences 𝑧(2) on the set 𝑈̃
2

(c) Add the 𝑘 top confidence estimations 𝐿
1
⊂ 𝑈̃
1
, 𝐿
2
⊂ 𝑈̃
2

(i) 𝐿
1
:= 𝐿
1
∪ 𝐿
1

(ii) 𝐿
1
:= 𝐿
1
∪ 𝐿
1

(d) Remove the 𝑘 top confidence patterns from the working sets
(i) 𝑈̃
1
:= 𝑈̃
1
\ 𝐿
1

(ii) 𝑈̃
2
:= 𝑈̃
2
\ 𝐿
2

(e) Go to step (5).
(6) Optionally: perform Temporal Accumulation (TA) according to (15)
(7) Perform classifier output fusion (DAS)

(a) Compute fused scores sDAStest = (1 − 𝛽) s
(1)

test + 𝛽s
(2)

test ;
(b) Output class estimations 𝑦

𝑖
from the fused scores sDAStest

Algorithm 1: The CO-DAS and CO-TA-DAS algorithms.

function ℓ(x, 𝑦, 𝑓(x)) commonly used in classification. Let’s
also introduce empirical risk of a candidate function 𝑓 ∈ F:

𝑅̂ (𝑓) =
1

𝑙

𝑙

∑

𝑖=1

ℓ (x
𝑖
, 𝑦
𝑖
, 𝑓 (x
𝑖
)) (17)

which measures how well the classifier fits the training
data. It is well known that minimizing only training error,
the resulting classifier is very likely to overfit. In practice
regularized risk (RRM), minimization is performed instead:

𝑓
RRM
= arg min

𝑓∈F
𝑅̂ (𝑓) + 𝜆Ω (𝑓) , (18)

where Ω(𝑓) is a nonnegative functional or regularizer that
returns a large value or penalty for very complicated functions
(typically the functions that fit perfectly to the data). The
parameter 𝜆 > 0 controls the balance between a fit to the
training data and the complexity of the classifier. By selecting
a proper regularization parameter, overfitting can be avoided
and better generalization capability on the novel data can
be achieved. A good example is the SVM classifier. The
corresponding regularizer ΩSVM(𝑓) = (1/2)‖w‖

2 selects the
function that maximizes the margin.

The Co-Training in the RRM. In semisupervised learning we
can select a regularizer such that it is sufficiently smooth

on unlabeled data as well. Keeping all previous discussion
in mind, indeed a function that fits the training data and is
respecting unlabeled data will probably perform better on
future data. In the case of the Co-Training algorithm, we are
looking for two functions 𝑓(1), 𝑓(2) ∈ F that minimize the
regularized risk and agree on the unlabeled data at the same
time. The first restriction on the hypothesis space is that the
first function should not only reduce its own regularized risk
but also agree with the second function. We can then write a
two-view regularized risk minimization problem as

(𝑓
(1)
, 𝑓
(2)
)

= arg min
𝑓
(1)
,𝑓
(2)

2

∑

𝑡=1

(
1

𝑙

𝑙

∑

𝑖=1

ℓ (x
𝑖
, 𝑦
𝑖
, 𝑓
(𝑡)
(x
𝑖
))

+𝜆
1
ΩSVM (𝑓

(𝑡)
))

+ 𝜆
2

𝑙+𝑢

∑

𝑖=1

ℓ (x
𝑖
, 𝑓
(1)
(x
𝑖
) , 𝑓
(2)
(x
𝑖
)) ,

(19)

where 𝜆
2
> 0 controls the balance between an agreed fit on

the training data and agreement on the test data. The first
part of (19) states that each individual classifier should fit the
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Figure 3: Co-Training with late fusion (a); Co-Training with temporal accumulation (b).

given training data but should not overfit, which is prevented
with the SVM regularizer ΩSVM(𝑓). The second part is a
regularizer ΩCO(𝑓

(1)
, 𝑓
(2)
) for the Co-Training algorithm,

which incurs penalty if the two classifiers do not agree on the
unlabeled data. This means that each classifier is constrained
both by its standard regularization and is required to agree
with another classifier. It is clear that an algorithm imple-
mented in this framework elegantly bootstraps from each
classifiers training data, exploits unlabeled data, and works
with two visual cues.

It should be noted that the framework could be easily
extended to more than two classifiers. In the literature the
algorithms following this spirit are implementing multiple
view learning. Refer to [53] for the extension of the frame-
work to multiple views.

3.3.3. Proposition: CO-DAS and CO-TA-DAS Methods. The
Co-Training algorithm has two drawbacks in the context of
our application. The first drawback is that it is not known in
advance which of the two classifiers performs the best and
if complementarity properties had been leveraged to their
maximum.The second drawback is that no time information
is used unless the visual features are constructed to capture
this information.

In this work we will use the DAS method for late fusion
while it is possible to use the more general SVMDASmethod
as well. Experimental evaluation will show that very compet-
itive performances can be obtained using the former, much
more simpler method.We propose the CO-DASmethod (see
Figure 3(a)), which addresses the first drawback by deliv-
ering a single output. In the same framework, we propose
the CO-TA-DAS method (see Figure 3(b)), which addition-
ally enforces temporal continuity information. Experimental
evaluation will reveal relative performances of each method
with respect to baseline and with respect to each other.

The full algorithm of the CO-DAS (or CO-TA-DAS if
temporal accumulation is enabled) method is presented in
Algorithm 1.

Besides the base classifier parameters, one needs to set the
threshold 𝑘 for the top confidence sample selection, temporal
accumulation window width 𝜏, and the late fusion parameter
𝛽. We express the threshold 𝑘 as a percentage of the testing
samples. The impact of this parameter is extensively studied
in Sections 4.1.4 and 4.1.5. The selection of the temporal
accumulation parameter is discussed in Section 4.1.3. Finally,
discussion on the selection of the parameter 𝛽 is given in
Section 4.1.2.

3.3.4. Confidence Measure. The Co-Training algorithm relies
on confidence measure, which is not provided by an SVM
classifier out of the box. In the literature, several methods
exist for computing confidence measure from the SVM out-
puts. We review several methods of confidence computation
and contribute a novel confidence measure that attempts to
resolve an issue which is common to some of the existing
measures.

Logistic Model (Logistic). Following [75], class probabilities
can be computed using the logistic model that generalizes
naturally to multiclass classification problem. Suppose that
in one-versus-all setup with 𝑐 classes, the scores {𝑓𝑘(x)}𝑐

𝑘=1

are given. Then probability or classification confidence is
computed as

𝑃 (𝑦 = 𝑘 | x) =
exp (𝑓𝑘 (x))
∑
𝑐

𝑖=1
exp (𝑓𝑖 (x))

(20)

which ensures that probability is larger for larger positive
score values and sum to 1 over all scores.This property allows
to interpret the classifier output as a probability. There are at
least two drawbackswith thismeasure.Thismeasure does not
take into account the cases when all classifiers in one-versus-
all setup reject the pattern (all negative score values) or accept
(all positive scores). Finally, forced score normalization to
sum up to one may not transfer all dynamics (e.g., very small
or very large score values).

Modeling Posterior Class Probabilities (Ruping). In [76] a
parameter-less method was proposed which assigns score
value:

𝑧 =

{{

{{

{

𝑝
+
, 𝑓 (x) > 1,

1 + 𝑓 (x)
2

, −1 ≤ 𝑓 (x) ≤ 1,
𝑝
−
, 𝑓 (x) < 1,

(21)

where 𝑝
+
and 𝑝

−
are the fractions of positive and negative

score values, respectively. Authors argue that interesting
dynamics relevant to confidence estimation happen in the
region of margin and the patterns classified outside the
margin have a constant impact. This measure has sound
theoretical background in a two-class classification problem
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but it does not cover multiclass case as required by our
application.

Score Difference (Tommasi). A method that does not require
additional preprocessing for confidence estimation was pro-
posed in [77] and thresholded to obtain a decision corre-
sponding to “no action,” “reject,” or “do not know” situation
for medical image annotation. The idea is to use the contrast
between the two top uncalibrated score values.Themaximum
score estimation should be more confident if other score val-
ues are relatively smaller. This leads to a confidence measure
using the contrast between the two maximum scores:

𝑧 = 𝑓
𝑘
∗

(x) − max
𝑘=1,...,𝑐,𝑘 ̸= 𝑘

∗
𝑓
𝑘
(x) . (22)

This measure has a clear interpretation in a two-class
classification problem where larger difference between the
two maximal scores hints for better class separability. As it
is seen from equation, there is an issue with the measure if all
scores are negative.

Class Overlap Aware Confidence Measure. We noticed that
class overlap and reject situations are not explicitly taken
into account in neither of confidence measure computation
procedures. The one-versus-all setup for multiple class clas-
sification may yield ambiguous decisions. For instance, it is
possible to obtain several positive scores or all positive or all
negative scores.

We propose a confidence measure that penalizes class
overlap (ambiguous decisions) at several degrees and also
treats two degenerate cases. By convention, confidence
should be higher if a sample is classifiedwith less class overlap
(fewer positive score values) and further from the margin
(larger positive value of a score). Cases with all positive or
negative scores may be considered as degenerate 𝑧

𝑖
← 0.

The computation is divided in two steps. First we compute
the standard Tommasi confidence measure:

𝑧
0

𝑖
= 𝑓
𝑗
∗

(x
𝑖
) − max
𝑖=1,...,𝑐,𝑖 ̸= 𝑗

∗
𝑓
𝑖
(x) (23)

then the measure 𝑧0
𝑖
is modified to account for class overlap

𝑧
𝑖
= 𝑧
0

𝑖
max (0, 1 −

𝑝
𝑖
− 1

𝐶
) , (24)

where 𝑝
𝑖
= Card({𝑘 = 1, . . . , 𝑐 | 𝑓𝑘(x

𝑖
) > 0}) represents

the number of classes for which x
𝑖
has positive scores (class

overlap). In case of∀𝑘,𝑓𝑘(x
𝑖
) > 0or𝑓𝑘(x

𝑖
) < 0, we set 𝑧

𝑖
← 0.

Compared to the Tommasi measure, the proposed mea-
sure additionally penalizes class overlap which is more severe
if the test pattern receives several positive scores. Compared
to logistic measure, samples with no positive scores yield
zero confidence, which allows to exclude them and not assign
doubtful probability values.

Constructing our measure, we assume that a confident
estimate is obtained if only one of binary classifiers return
a positive score. Following the same logic, confidence is
lowered if more than one binary classifiers return a positive
score.

4. Experimental Evaluation

In this section we evaluate the performance of the methods
presented in the previous section on two datasets. Exper-
imental evaluation is organized in two parts: (a) on the
public database IDOL2 in Section 4.1 and (2) on our in-
house database IMMED in Section 4.2, respectively. The
former database is relatively simple and is expected to be
annotated automatically with small error rate, whereas the
latter database is recorded in a challenging environment and
is a subject of study in the IMMED project.

For each database, two experiment setups are created:
(a) randomly sampled training images across all corpus and
(b) more realistic video-versus-video setup. First experiment
allows for the gradual increase of supervision which gives
insights of place recognition performance for algorithms
under study. The second setup is more realistic and is aimed
to validate every place recognition algorithm.

On the IDOL2 database, we extensively assess the place
recognition performance for each independent part of the
proposed system. For instance, we validate the utility of
multiple features, effect of temporal smoothing, unlabeled
data, and different confidence measures.

The IMMED database is used for validation purposes
on which we evaluate all methods and summarize their
performances.

Datasets.The IDOL2 database is a publicly available corpus of
video sequences designed to assess place recognition systems
of mobile robots in indoor environment.

The IMMED database represents a collection of video
sequences recorded using a camera positioned on the shoul-
der of volunteers and capturing their activities during obser-
vation sessions in their home environment. These sequences
represent visual lifelogs, for which indexing by activities is
required. This database presents a real challenge for image-
based place recognition algorithms, due to the high variability
of the visual content and the unconstrained environment.

The results and discussion related to these two datasets
are presented in Sections 4.1 and 4.2, respectively.

Visual Features. In this experimental section, wewill use three
types of visual features that have been used successfully in
image recognition tasks: Bag of VisualWords (BOVWs) [25],
Composed Receptive Field Histograms (CRFHs) [26], and
Spatial Pyramid Histograms (SPHs) [27].

In this work we used 1111 dimensional BOVWhistograms
which was shown to be sufficient for our application and
feasible from the computation point of view. The visual
vocabulary was built in a hierarchical manner [25] with 3
levels and 10 sibling nodes to speed up the search of the
tree.This allows to introduce visual words ranging frommore
general (higher level nodes) tomore specific (leaf nodes).The
effect of overly frequent visual words is addressed with the
use of common normalization procedure tf-idf [25] from text
classification.

The SPH [27, 78] descriptor harnesses the power of
the BOVW descriptor but addresses its weakness when it
comes to spatial structure of the image. This is done by
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Figure 4: IDOL2 dataset sample images: (a) Printer Area, (b) Corridor, (c) Two-Person Office, (d) One-Person Office, and (e) Kitchen.

constructing a pyramidwhere each level defines coarse to fine
sampling grid for histogram extraction. Each grid histogram
is obtained by constructing standard BOVW histogram with
local features SIFT sampled in a dense manner. The final
global descriptor is composed of concatenated individual
region and level histograms. We empirically set the number
of pyramid levels to 3 with the dictionary size of 200
visual words, which yielded in 4200 dimensional vectors per
image. Again, the number of dimensions was fixed such that
maximum of visual information is captured while reducing
computational burden.

The CRFH [26] descriptor describes a scene globally, by
measuring responses returned after some filtering operation
on the image. Every dimension of this descriptor effec-
tively counts the number of pixels sharing similar responses
returned from each specific filter. Due to multidimensional
nature and the size of an image, such descriptor often results
in a very high dimensionality vector. In our experimental
evaluations, we used second order derivatives filter in three
directions, at two scales with 28 bins per histogram. The
total size of global descriptor resulted in very sparse up to
400 million dimension vectors. It was reduced to a 500-
dimensional linear descriptor vector using KPCA with an 𝜒2
kernel [73].

4.1. Results on IDOL2. Thepublic database KTH-IDOL2 [79]
consists of video sequences captured by two different robot
platforms. The database is suitable to evaluate the robustness
of image-based place recognition algorithms in controlled
real-world conditions.

4.1.1. Description of the Experimental Setup. The considered
database consists of 12 video sequences recorded with the

“minnie” robot (98 cm above ground) using a Canon VC-C4
camera at a frame rate of 5 fps. The effective resolution of the
extracted images is 309 × 240 pixels.

All video sequences were recorded in the same premises
and depict 5 distinct rooms—“One-Person Office,” “Two-
Person Office,” “Corridor,” “Kitchen,” and “Printer Area”.
Sample images depicting these 5 topological locations are
shown in Figure 4.

The annotation was performed using two annotation
setups: random and video versus video. In both setup three
image sets were considered: labeled training, validation set,
and an unlabeled set. The unlabeled set is used as the test
set for performance evaluation.The performance is evaluated
using the accuracy metric, which is defined as the number of
correctly classified test images divided by the total number of
test images.

Random Sampling Setup. In the first setup, the database
is divided into three sets by random sampling: training,
validation, and testing. The percentage of training data with
respect to the full corpus defines the supervision level. We
consider 8 supervision levels ranging from 1% to 50%. The
remaining images are split randomly in two halves and used,
respectively, for validation and testing purposes. In order to
account for the effects of random sampling, 10-fold sampling
is made at each supervision level and the final result returned
as the average accuracy measure.

It is expected that global place recognition performance
raises from mediocre performance at low supervision to its
maximum at high supervision level.

Video-versus-Video Setup. In the second setup, videos
sequences are processed in pairs.The first video is completely
annotated while the second is used for evaluation purposes.
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Figure 5: Effect of the DAS late fusion approach on the final
performance, for various supervision levels. Plot of the accuracy as
a function of the parameter 𝛼 that balances the fusion between SPH
features (3 levels) if 𝛼 = 0 and CRFH if 𝛼 = 1 (IDOL2 dataset,
random setup).

The annotated video is split randomly into training and
validation sets.With 12 video sequences under consideration,
evaluating on all possible pairs amount to 132 = 12 × 11
pairs of video sequences. We differentiate three sets of pairs:
“EASY,” “HARD,” and “ALL” result cases. The “EASY” set
contains only the video sequence pairs where the light
conditions are similar and the recordings were made in a
very short span of time. The “HARD” set contains pairs of
video sequences with different lighting conditions or video
sequences recorded with a large time span. The “ALL” set
contains all the 132 video pairs to provide an overall averaged
performance.

Compared to random sampling setup, the video-versus-
video setup is considered more challenging and thus lower
place recognition performances are expected.

4.1.2. Utility of Multiple Features. We study the contribu-
tion of multiple features for the task of image-based place
recognition on the IDOL2 database. We will present a com-
plete summary of performances for baseline single feature
methods compared to early and late fusion methods. These
experiments were carried out using the random labeling
setup only.

The DAS Method. The DAS method leverages two visual
feature classifier outputs and provides a weighted score
sum in the output on which class decision can be made.
In Figure 5, the performance of DAS using SPH Level 3
and CRFH feature embeddings is shown as a function of
fusion parameter 𝛼 at different supervision levels. Interesting
dynamics can be noticed for intermediary fusion values that
suggest for feature complementarity. The fusion parameter 𝛼
can be safely set to an intermediary value such as 0.5 and the
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Figure 6: Comparison of single (BOVW, CRFH, and SPH) and
multiple feature (SVMDAS, SimpleMKL) approaches for different
supervision levels. Plot of the accuracy as a function of the
supervision level (IDOL2 dataset, random setup).

final performance would exceed that of every single feature
classifier alone at all supervision levels.

The SVMDAS Method. In Figure 6, the effect of the supervi-
sion level on the performances of classification is shown for
single feature andmultiple features approaches. It is clear that
all methods perform better if more labeled data is supplied,
which is an expected behavior. We can notice differences in
the performances on the 3 single feature approaches, with
SPH providing the best performances. Both SVMDAS (late
fusion approach) and SimpleMKL (early fusion approach)
operate fusion over the 3 single features considered. They
outperform the single feature baseline methods. There is
practically no difference between the two fusion methods on
this dataset.

Selection of the Late Fusion Method. Although not compared
directly, the two late fusion methods DAS and SVMDAS
deliver very comparable performances. Maximum perfor-
mance comparison (at best𝛼 for each supervision) of theDAS
(Figure 5) to those of the SVMDAS (Figure 6) confirms this
claim on this particular database.Therefore, the choice of the
DAS method for the following usage in the final system is
motivated by this result and by simplified fusion parameter
selection.

4.1.3. Effect of Temporal Smoothing

Motivation. Temporal information is an implicit attribute of
video content which has not been leveraged up to now in this
work. The main idea is that temporally close images should
carry the same label.

Discussion on the Results. To show the importance of the
time information, we present the effect of the temporal accu-
mulation (TA) module on the performance of single feature
SVM classification. In Figure 7, the TA window size is varied
from no temporal accumulation up to 300 frames.The results
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Figure 7: Effect of the filter size in temporal accumulation. Plot of
the accuracy as a function of the TA filter size. (IDOL2 dataset, SPH
Level 3 features).

show that temporal accumulation with a window size up to
100 frames (corresponding to 20 seconds of video) increases
the final classification performance. This result shows that
some minority of temporally close images, which are very
likely to carry the same class label, obtain an erroneous label
and temporal accumulation could be a possible solution.
Assuming that only a minority of temporal neighbors are
classified incorrectly makes the temporal continuity a strong
cue for our application and should be integrated in the
learning process as will be shown next.

Practical Considerations. In practice, the best averaging win-
dow size cannot be known in advance. Knowing the frame
rate of the camera and relatively slow room change, the filter
size can be set empirically to a number of frames that are
captured in one second, for example.

4.1.4. Utility of Unlabeled Data

Motivation. The Co-Training algorithm belongs to a semi-
supervised learning algorithm grouped. Our goal is to assess
its capacity to leverage unlabeled data in practice. First, we
compare standard single feature SVM to a semisupervised
SVM using graph smoothness assumption. Second, we study
the proposed CO-DAS method. Third, we are interested to
observe the evolution of performance if multiple Co-Training
iterations are performed. Finally, we present a complete set of
experiments on the IDOL2 database comparing single feature
and multifeature baselines compared to the proposed semi-
supervised CO-DAS and CO-TA-DAS methods.

Our primary interest is to show how a standard super-
vised SVM classifier compares to a state-of-the-art semi-
supervised Laplacian SVM classifier. Performance of both
classifiers is shown in Figure 8. The results show that semi-
supervised counterpart performs better if a sufficiently large
initial labeled set of training patterns is given.The low perfor-
mance at low supervision compared to standard supervised
classifier can be explained by an improper parameter setting.
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Figure 8: Comparison of standard single feature SVM with semi-
supervised Laplacian SVM with RBF kernel on SPH Level 3 visual
features (IDOL2 dataset, random setup).

Practical application of this method is limited since the
total kernel matrix should be computed and stored in the
memory of a computer, which scales as𝑂(𝑛2)with number of
patterns. Computational time scales as𝑂(𝑛3), which is clearly
prohibitive for medium and large sized datasets.

Co-Training with One Iteration. The CO-DAS method pro-
posed in this work avoids these issues and scales to much
larger datasets due to the use of a linear kernel SVM. In
Figure 9, performance of the CO-DAS method is shown
where we used only one Co-Training iteration. Left and right
panels illustrate the best choice of the amount of selected
high confidence patterns for classifier retraining and the DAS
fusion parameter selection by a cross-validation procedure,
respectively. The results show that performance increase
using only one iteration of Co-Training followed by DAS
fusion is meaningful if the relatively large amount of top
confidence patterns are fed for classifier retraining at low
supervision rates. Notice that the cross-validation procedure
selected CRFH visual feature at low supervision rate. This
may hint for overfitting since the SPH descriptor is a richer
visual descriptor.

Co-Training with More Iterations. Interesting additional
insights on the Co-Training algorithm can be gained if we
perform more than one iteration (see Figure 10). The figures
show the evolution of the performance of a single feature
classifier after it was iteratively retrained from the standard
baseline up to 10 iterations where a constant portion of
high confidence estimates were added after each iteration.
The plots show an interesting increase of performance with
every iteration for both classifiers with the same trend. First,
this hints that both initial classifiers are possibly enough
bootstrapped with initial training data and the two visual
cues are possibly conditionally independent as required for
the Co-Training algorithm to function properly. Secondly,
we notice a certain saturation after more than 6-7 iterations
in most cases which may hint that both classifiers achieved
complete agreement levels.
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Figure 9: Effect of supervision level on the CO-DAS performance and optimal parameters. (a) Accuracy for CO-DAS and single feature
approaches. (b) Optimal amount of selected samples for the Co-Training feedback loop. (c) Selected DAS 𝛼 parameter for late fusion. (IDOL2
dataset, random setup).
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Figure 10: Evolution of the accuracy of individual inner classifiers of the Co-Training module as a function of the number of feedback loop
iterations. (IDOL2 dataset, video-versus-video setup). The plots are shown for six sequence pairs: (top) same lighting conditions, (bottom)
different lighting conditions.

Conclusion. Experiments carried out this far show that unla-
beled data is indeed useful for image-based place recognition.
We demonstrated that a better manifold leveraging unlabeled
data can be learned using semi-supervised Laplacian SVM
with the assumption of low density class separation.This per-
formance comes at high computational cost, large amounts
of required memory, and demands careful parameter tuning.
This issue is solved by using more efficient Co-Training algo-
rithm, which will be used in the proposed place recognition
system.

4.1.5. Random Setup: Comparison of Global Performance

Motivation. Random labeling setup represents the conditions
with training patterns being scattered across the database.
Randomly labeled images may simulate situation when some
small portions of video are annotated in a frame by frame
manner. In its extreme, few labeled images from every class
may be labeled manually.

In this context, we are interested in the performance of
the single feature methods, early and late fusion methods,
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Figure 11: Comparison of the performance of single features (BOF, CRFH), early (Eq-MKL) and late fusion (DAS) approaches, with details
of Co-Training: performances of the individual inner classifiers (CO-BOF, CO-CRFH) and the final fusion (CO-DAS). Plot of the average
accuracy as a function of the amount of Co-Training feedback. The performances are plotted for 1% (a) and 50% (b) of labeled data (IDOL2
dataset, random labeling). See text for more detailed explanation.

and the proposed semi-supervised CO-DAS and CO-TA-
DASmethods. In order to simulate various supervision levels,
the amount of labeled samples varies from a low (1%) to
relatively high (50%) proportion of the database. The results
depicting these two setups are presented in Figures 11(a) and
11(b), respectively. The early fusion is performed using the
MKL by attributing equal weights for both visual features.

Low Supervision Case. The low supervision configuration
(Figure 11(a)) is clearly disadvantageous for the single feature
methods achieving approximately 50%and60%of the correct
classification for BOVW and CRFH based SVM classifiers.
An interesting performance increase can be observed for the
Co-Training algorithm leveraging 10% of the top confidence
estimates in one re-training iteration, achieving, respectively,
10% and 8% increase for the BOVW and CRFH classifiers.
This indicates that the top confidence estimates are not only
correct but are also useful for each classifier by improving
its discriminatory power on less confident test patterns.
Curiously, the performance of the CRFH classifier degrades
if more than 10% of high confidence estimates are provided
by the BOVW classifier, which may be a sign of increasing
the amount ofmisclassifications being injected.TheCO-DAS
method successfully performs the fusion of both classifiers
and addresses the performance drop in the BOVW classifier,
which is achieved by a weighting in favor of the more
powerful CRFH classifier.

High Supervision Case. At higher supervision levels
(Figure 11(b)), the performance of single feature supervised
classifiers is already relatively high reaching around 80% of
accuracy for both classifiers, which indicates that a significant
amount of visual variability present in the scenes has been

captured. This comes as no surprise since at 50% of video
annotation in random setup. Nevertheless, the Co-Training
algorithm improves the classification by additional 8-9%.
An interesting observation for the CO-DAS method shows
clearly the complementarity of the visual features even when
no Co-Training learning iterations are performed. The high
supervision setup permits as much as 50% of the remaining
test data annotation for the next re-training rounds before
reaching saturation at approximately 94% of accuracy.

Conclusion. These experiments show an interest of using the
Co-Training algorithm in low supervision conditions. The
initial supervised single feature classifiers need to be provided
with sufficient number of training data to bootstrap the
iterative re-training procedure. Curiously the initial diversity
of initial classifiers determines what performance gain can
be obtained using the Co-Training algorithm. This explains
why at higher supervision levels the performance increase
of a re-trained classifier pair may not be significant. Finally,
both early and late fusion methods succeed to leverage the
visual feature complementarity but failed to go beyond the
Co-Training basedmethods, which confirms the utility of the
unlabeled data in this context.

4.1.6. Video versus Video: Comparison of Global Performance

Motivation. Global performance of the methods may be
overly optimistic if annotation is performed only in a random
labeling setup. In practical applications a small bootstrap
video or a short portion of a video can be annotated instead.
We study in a more realistic setup the case with one video
being used as training and the place recognition method
evaluated on a different video.
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Figure 12: Comparison of the global performances for single feature
(BOVW-SVM, CRFH-SVM), multiple feature late fusion (DAS),
and the proposed extensions using temporal accumulation (TA-
DAS) and Co-Training (CO-DAS, CO-TA-DAS). The evolution of
the performances of the individual inner classifiers of the Co-
Training module (BOVW-CO, CRFH-CO) is also shown. Plot
of the average accuracy as a function of the amount of Co-
Training feedback. The approaches without Co-Training appear as
the limiting case with 0% of feedback (IDOL2 dataset, video-versus-
video setup, ALL pairs).

Discussion on the Results. The comparison of the methods in
video-versus-video setup is showed in Figure 12. The perfor-
mances are compared showing the influence of the amount
of samples used for the Co-Training algorithm feedback loop.
The baseline single feature methods perform around equally
by delivering approximately 50% of correct classification.The
standard DAS fusion boosts the performance by additional
10%.This confirms the complementarity of the selected visual
features in this test setup.

The individual classifiers trained in one Co-Training
iteration exceed the baseline and are comparable to per-
formance delivered by standard DAS fusion method. The
improvement is due to the feedback of unlabeled patterns
in the iterative learning procedure. The CO-DAS method
successfully leverages both improvements while the CO-TA-
DAS additionally takes advantage of the temporal continuity
of the video (a temporal window of size 𝜏 = 50 was used).

Confidence Measure. On this dataset, a good illustration
concerning the amount of high confidence is showed in
Figure 12. It is clear that only a portion of the test set data
can be useful for classifier re-training. This is governed by
two major factors—quality of the data and robustness of the
confidence measure. For this dataset, the best portion of high
confidence estimates is around 20–50% depending on the
method. The best performing TA-CO-TA-DAS method can
afford to annotate up to 50% of testing data for the next
learning iteration.

Conclusion. The results show as well that all single feature
baselines are outperformed by standard fusion and simple
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Figure 13: Comparison of the performances of the types of
confidence measures for the Co-Training feedback loop. Plot of
the average accuracy as a function of the amount of Co-Training
feedback (video-versus-video setup, ALL pairs).

Co-Training methods. The proposed methods CO-DAS and
CO-TA-DAS perform the best by successfully leveraging two
visual features, temporal continuity of the video, andworking
in semi-supervised framework.

4.1.7. Effect of the Type of Confidence Measures. Figure 13
represents the effect of the type of confidence measure used
in Co-Training on the performances, for different amounts
of feedback in the Co-Training phase. The performances for
the Ruping approach is not reported, as it was much lower
than the other approaches. A video-versus-video setup was
used, with the results averaged over all sequence pairs. The
three approaches produce a similar behavior with respect to
the amount of feedback: first an increase of the performances,
when mostly correct estimates are added to the training
set, then a decrease when more incorrect estimates are also
considered. When coupled with temporal accumulation, the
proposed confidence measure has a slightly better accuracy
for moderate feedback. It was therefore used for the rest of
experiments.

4.2. Results on IMMED. Compared to the IDOL2 database,
the IMMED database poses novel challenges. The difficulties
arise from increased visual variability changing from location
to location, class imbalance due to room visit irregularities,
poor lighting conditions,missing or low quality training data,
and the large amount of data to be processed.

4.2.1. Description of Dataset. The IMMED database consists
of 27 video sequences recorded in 14 different locations
in real-world conditions. The total amount of recordings
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Figure 14: IMMED sample images: (a) bathroom, (b) bedroom, (c) kitchen, (d) living room, (e) outside, and (f) other.

exceeds 10 hours. All recordings were performed using a
portable GoPro video camera at a frame rate of 30 frames per
second with the frame of the resolution of 1280 × 960 pixels.
For practical reasons, we downsampled the frame rate to 5
frames per second. Sample images depicting the 6 topological
locations are depicted in Figure 14.

Most locations are represented with one short bootstrap
sequence depicting briefly the available topological locations
for which manual annotation is provided. One or two
longer videos for the same location depict displacements and
activities of a person in its ecological and unconstrained
environment.

Across the whole corpus, the bootstrap video is typi-
cally 3.5 minutes long (6400 images) while the unlabeled
evaluation videos are 20 minutes long (36000 images) in
average. A few locations are not given a labeled bootstrap
video; therefore, a small randomly annotated portion of
the evaluation videos covering every topological location is
provided instead.

The topological location names in all the video have
been equalized such that every frame could carry one of the
following labels: “bathroom,” “bedroom,” “kitchen,” “living
room,” “outside,” and “other”.

4.2.2. Comparison of Global Performances

Setup. We performed automatic image-based place recogni-
tion in realistic video-versus-video setup for each of the 14
locations. To learn optimal parameter values for employed
methods, we used the standard cross-validation procedure in
all experiments.

Due to a large number of locations, we report here the
global performances averaged for all locations.The summary

Table 1: IMMED dataset: average accuracy of the single feature
approaches.

Feature/approach SVM SVM-TA
BOVW 0.49 0.52
CRFH 0.48 0.53
SPH 0.47 0.49

of the results for single and multiple feature methods is
provided in Tables 1 and 2, respectively.

Baseline-Single Feature Classifier Performance. As show in
Table 1, single feature methods provide relatively low place
recognition performance. Surprisingly potentially the more
discriminant descriptor SPH is less performant than its
more simple BOVW variant. A possible explanation to this
phenomenamay be that due to the low amount of supervision
and a classifier trained on high dimensional SPH features
simply overfits.

Temporal Constraints. An interesting gain in performance is
obtained if temporal information is enforced. On the whole
corpus, this performance increase ranges from 2 to 4% in
global classification accuracy for all single feature methods.
We observe the same order of improvement in multiple
feature methods as MKL-TA, for early feature fusion, and
DAS-TA, for late classifier fusion. This performance increase
over the single feature baselines is constant for the whole
corpus and all methods.

Multiple Feature Exploitation. Comparing MKL and DAS
methods for multiple feature fusion shows interest in favor
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Table 2: IMMED dataset: average accuracy of the multiple feature approaches.

Feature/approach MKL MKL-TA DAS DAS-TA CO-DAS CO-TA-DAS
BOVW-SPH 0.48 0.50 0.51 0.56 0.50 0.53
BOVW-CRFH 0.50 0.54 0.51 0.56 0.54 0.58
SPH-CRFH 0.48 0.51 0.50 0.54 0.54 0.57
BOVW-SPH-CRFH 0.48 0.51 0.51 0.56 — —

of the late fusion method when compared to single fea-
ture methods. We observe little performance improvement
when using MKL, which can be explained by increased
dimensionality space and thus more risk of overfitting. Late
fusion strategy is more advantageous compared to respective
single feature methods in this low supervision setup by
bringing up to 4% with no temporal accumulation and up to
5% with temporal accumulation. Therefore multiple feature
information is best leveraged in this context by selecting late
classifier fusion.

Leveraging the Unlabeled Data. Exploitation of unlabeled data
in the learning process is important when it comes to low
amounts of supervision and great visual variability encoun-
tered in challenging video sequences. The first proposed
method termed CO-DAS aims to leverage two visual features
while operating in semi-supervised setup. It clearly outper-
forms all single feature methods and improves on all but
BOVW-SPH feature pair compared to DAS by up to 4%. We
explain this performance increase by successfully leveraged
visual feature complementarity and improved single feature
classifiers via Co-Training procedure. The second method
CO-TA-DAS incorporates temporal continuity a priori and
boosts performances by another 3-4% in global accuracy.
This method effectively combines all benefits brought by
individual features, temporal video continuity, and taking
advantage of unlabeled data.

5. Conclusion

In this work we have addressed the challenging problem
of indoor place recognition from wearable video record-
ings. Our proposition was designed by combining several
approaches, in order to deal with issues such as low super-
vision and large visual variability encountered in videos from
amobile camera.Their usefulness and complementarity were
verified initially on a public video sequence database IDOL2
then applied to the more complex and larger scale corpus of
videos collected for the IMMED project which contains real-
world video lifelogs depicting actual activities of patients at
home.

The study revealed several elements that were useful
for successful recognition in such video corpuses. First, the
usage of multiple visual features was shown to improve the
discrimination power in this context. Second, the temporal
continuity of a video is a strong additional cue, which
improved the overall quality of indexing process in most
cases.Third, real-world video recordings are rarely annotated
manually to an extent where most visual variability present
within a location is captured. Usage of semi-supervised

learning algorithms exploiting labeled as well as unlabeled
data helped to address this problem. The proposed system
integrates all acquired knowledge in a framework which is
computationally tractable, yet takes into account the various
sources of information.

We have addressed the fusion of multiple heterogeneous
sources of information for place recognition from com-
plex videos and demonstrated its utility on the challenging
IMMED dataset recorded in real-world conditions. The
main focus of this work was to leverage the unlabeled
data thanks to a semi-supervised strategy. Additional work
could be done in selecting more discriminant visual features
for specific applications and more tight integration of the
temporal information in the learning process. Nevertheless,
the obtained results confirm the applicability of the proposed
place classification system on challenging visual data from
wearable videos.
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Dartigues, and Y. Gaëstel, “Human daily activities indexing
in videos from wearable cameras for monitoring of patients
with dementia diseases,” in Proceedings of the 20th International
Conference on Pattern Recognition (ICPR ’10), pp. 4113–4116,
August 2010.
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