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Infrared thermography applied to the analysis of material behavior: a 

brief overview 

The characterization of material behavior under various loading conditions 

involves two closely related aspects, namely mechanical and thermal, that can be 

grouped into one general thermomechanical framework. The goal of this paper is 

to briefly review specific applications of infrared techniques, over a range of 

loading conditions, such as quasi-static and polycyclic, for various types of 

material. Some experimental and theoretical issues are discussed to highlight the 

additional knowledge that can be gained through the application of these 

techniques to the mechanical characterization of materials. 

Keywords: infrared thermography, material behavior, dissipation, thermo-

mechanical couplings. 

1. Introduction 

The use of infrared techniques in Mechanics of Materials and Structures has been 

considerably extended over the last 20 years in the academic laboratories and industrial 

research and development centers. This change was facilitated by the progress achieved 

in signal digitization, data transfer rates and image processing techniques, leading to 

more user-friendly thermographic workstations. 

The major asset of thermographic systems is that they provide contact-less full-

field measurements of surface temperature. Besides, current IR cameras allow storage 

of thermal images of about 80 000 pixels at frame rates reaching up to several hundred 

Hertz, and beyond under certain conditions. The new sensors allow estimation of 

temperature variations from several hundredths to several hundreds of Celsius degrees. 

Finally, some electronic systems enable a reduction in the size of thermal images, 

thereby considerably increasing the framing rate. The latter capability is particularly 

valuable for studying the dynamic transient behavior of materials.  



It was only at the end of the 1970s that infrared techniques were first used to 

obtain quantitative results in non-military mechanical applications. The first 

applications to the mechanics of materials were directed towards non-destructive 

testing. The oldest application domain is certainly thermoelastic stress analysis which 

considers the thermo-dilatability of materials [1,2]. Under adiabatic conditions, 

thermoelastic stress analysis (TSA) provides a direct link between temperature 

variations and hydrostatic stress variation patterns. TSA has given rise to a wide range 

of applications [3,4]. The « Stress Pattern Analysis by Thermal Emission (SPATE) was 

the standard reference system for a long time. In the last 20 years, this system has been 

used by over 150 research groups in many application fields: automotive, aeronautics, 

naval design, biomechanics, etc. However, since SPATE used a unique infrared 

element, the construction of full-field measurements required delicate optical systems 

(rotating mirrors) and reconstruction of the stress pattern was quite time consuming. In 

the last 10 years or so, these drawbacks have prompted some laboratories or companies 

to develop modern versions of SPATE using infrared focal plane array cameras 

(IRFPA).  

Another expanding application domain for infrared techniques concerns material 

and structural fatigue. For quasi-static cyclic loading, the self-heating induced by 

fatigue spans from several degrees Celsius to several dozens of degrees [5-8]. However, 

dynamic fatigue involves loading frequencies of about several dozens of kHz (e.g. 24 

kHz), so self-heating increases up to several hundreds of degrees depending on the 

material properties and heat exchange intensity [9]. The first studies of thermal effects 

in fatigue were performed using infrared pyrometers or monodetector cameras. They 

gave rise to a simple method to rapidly estimate the fatigue limit of materials [5,10]. 

This method considers the mean temperature of the part under investigation subjected to 



a series of blocks of cycles with an increasing stress range. The block duration is long 

enough to observe stabilization of the mean temperature. This stabilization derives from 

the equilibrium between the mean dissipated energy rate and heat exchanges between 

the part and its surroundings. The fatigue limit is thus empirically related to the stress 

range from which the mean stabilized temperature (as a function of the stress range) 

drastically increases. This method often gave interesting results, as discussed in [11]. 

Since the advent of IRFPA cameras, another method [12,13], used at the end of the 

seventies, was adopted by some camera designers. This method is based on time-

frequency analysis of the thermal signal, and assumes that mechanical energy 

dissipation during monochromatic cyclic loading can be detected by estimating the 

signal intensity at 2f, where f is the loading frequency.  

Applications of IR techniques in mechanics of materials where the temperature 

variations reach several hundreds of degrees Celsius should also be mentioned. Tests 

performed to study the dynamic behavior of materials, some high speed machining or 

forming process belong to this class of applications where self-heating is very 

substantial [14,15]. Naturally, welding operations and tribology tests also involve large 

temperature variations. 

2. From thermal to calorimetric analysis of material behavior 

As previously highlighted, the deformation of solid materials is then nearly always 

accompanied by temperature variations. These variations are induced by heat sources of 

a range of different natures and that vary in their intensity and spatial distribution. They 

also depend on the diffusivity of the material and the boundary conditions, which 

implies that the thermal information is not completely intrinsic to the material behavior. 

Besides, temperature variations induced in solid materials by quasi-static mechanical 

loadings may remain low and are still often neglected. Consequently, from a modeling 



standpoint, these experimental facts implicitly inspired the wide development of 

isothermal models that have been documented in the literature. Nevertheless, 

temperature variations, no matter how small they are, may correspond to amounts of 

heat that cannot be neglected in the energy balance, and should consequently be taken 

into account in the thermomechanical modeling. Mandel and Bui were among the first 

to show the great benefits of combining the mechanical and energy aspects of the same 

phenomena interpreted within a thermodynamic framework [16,17]. 

Over the last two decades, a few research groups have therefore developed 

infrared techniques in an effort to identify heat source distributions from surface 

temperature fields during a deformation process. It is worth noting that the nature of 

heat sources highly depends on the material behavior. They may represent an intrinsic 

dissipation of energy (plasticity, viscosity, damage, etc.), or result from 

thermomechanical coupling mechanisms (thermoelasticity, rubber elasticity, latent heat 

of solid-solid phase transition, etc.). At this point, it should be stressed that calorimetric 

information associated with material behavior is still rarely available in the literature. 

This kind of information is, however, of great interest in that it characterizes the 

irreversibility of deformation mechanisms and reveals the thermal sensitivity of the 

material. From a modeling point of view, coupling sources and dissipation are 

respectively related to state and evolution constitutive equations, and consequently 

provide useful calorimetric safeguards to check the consistency of (thermo) mechanical 

models. 

In what follows, a brief review of the theoretical background used to define 

strain-induced heat sources and the whole energy balance is given. The different devices 

involved in the setup and experimental procedure developed for quasi-static loading 

conditions are then described. Finally, two examples dealing with thermal and 



calorimetric results induced by material deformation are presented. The first one 

focuses on polymer materials. The second underlines the interest of thermal and 

calorimetric analysis of high cycle fatigue mechanisms of metallic materials. In both 

cases, the crucial consequences of experimental findings in terms of understanding and 

modeling of the material behavior are discussed. 

2.1. Some words about the theoretical framework 

Concepts and results of the thermodynamics of irreversible processes must be used to 

define the different heat sources induced by deformation processes. In this paper, the 

thermodynamics with internal state variables will be used, whereby the equilibrium 

state of each volume material element is characterized by a finite set of n state variables. 

The chosen state variables are the absolute temperature T, the strain tensor ε, and the n-

2 scalar components (α1, …, αn-2) of the vector α of so-called "internal" variables that 

model the micro-structural state of the material. By construction, the thermodynamic 

potential is the Helmholtz free energy ψ. Combining the first and second principles of 

thermodynamics leads to the local heat diffusion equation: 

 

ρC T − div(k gradT ) =σ : D −ρψ,ε : ε − ρψ,α . α

d1

  
+ρTψ,εT : ε + ρTψ,αT . α

wthm


  
+ re    (1) 

where ρ denotes the mass density, C the specific heat, k the heat conduction tensor, σ 

the Cauchy stress tensor and D the Eulerian strain rate tensor. The left-hand side 

conventionally consists of a differential operator applied to the temperature, while the 

right-hand side pools the various types of heat source: intrinsic dissipation d1, thermo-

mechanical coupling sources, and the possible external heat supply re (e.g. radiation 

exchanges). Intrinsic dissipation characterizes the material degradation accompanying 

the irreversible transformation of the microstructure, while the thermo-mechanical heat 



sources reflect the thermo-sensitivity of the matter, indicating that mechanical and 

thermal states are closely coupled. The non-standard dot (wthm)° specifies that the heat 

rate is thermodynamic path dependent (i.e. wthm is not, a priori, a state function). 

Note that the heat diffusion equation is a partial differential equation applied to 

temperature. Estimating the left hand side using the thermal data then leads to an overall 

estimate of the different heat sources grouped in the right hand side. Note also that each 

differential operator is weighted by material parameters such as ρ, C and k. So, 

whatever the method used to determine the heat source field, the reliability of the results 

depends not only on the accuracy of the temperature measurements [18] and of the 

numerical methods used to estimate the differential operators but also on the knowledge 

of the material parameters [19]. 

So far, the following strong hypotheses have been put forward during infrared 

image processing to compute the heat sources: 

- Mass density and specific heat are material constants, independent of the 

thermodynamic state. 

- The heat conduction tensor remains constant and isotropic during the test (kij = 

k.δij).  

- The external heat supply re due to heat exchange by radiation is time-

independent, so the equilibrium temperature field T0 verifies –ΔT0 = re. It is then 

convenient to consider the temperature variation θ defined by θ =Τ−Τ0. 

Taking into account these latter hypotheses, the heat equation can be rewritten in 

the following compact form: 

 

ρC dθ dt − div(k gradθ) =wh
 ,      (2) 

 



where hwo  stands for the overall heat source, with wh being the locally generated  heat 

evolved.  

These hypotheses are reasonable for many situations. However, they are 

inadequate when a strong anisotropy pre-exists or develops during strain, when strain 

and/or damage localization occurs or when the thermo-mechanical loading leads to 

dynamic instabilities. For such fully realistic situations, alternative hypotheses have to 

be proposed in order to guarantee a reliable calorimetric analysis of the mechanical 

behavior. At this stage, let us note that the measurable quantity in a typical experiment 

is the evolution of the thermal field θ in the deformed solid, at various spatial resolution 

levels, even to a single point measurement. 

2.2. Experimental setup 

Figure 1 illustrates a typical experimental set-up designed for quasi-static tests. It 

involves a MTS hydraulic testing machine (frame: 100 kN, load cell: 25 kN), a Cedip 

Jade III infrared camera or a Cedip Titanium camera. The optical axis of the camera 

was set perpendicularly to the frame of the testing machine, and it remained fixed 

during the test. 

 

IR camera

framegrips

sample

 

Figure 1. Experimental arrangement for quasi-static tests 



The main characteristics of IR cameras are given in Table 1. Note that, for large 

deformation processes, the IR camera can be successfully associated with a visible CCD 

camera in order to track the temperature of material surface elements using, for 

instance, speckle image correlation (Chrysochoos et al., 09), (Wattrisse et al., 01). 

 

Table 1  Main camera characteristics 

 
image 

size (pix.) 

scale factor 

(µm.pix.-1) 

frame rate 

(Hz) 

Cedip Jade III 320×240 524 25 

Cedip Titanium 640×480 524 300 

 

2.2.1. Pixel calibration of IRFPA cameras  

An IRFPA camera, like any IR sensor, is sensitive to thermal radiation emitted by the 

region that it targets. When the target can be considered as a black-body, the thermal 

radiation energy can be directly related to the temperature of the targeted surface. The 

calibration stage consists of establishing the relationship between the digitized IR influx 

and the temperature. It is thus of major importance, particularly when thermal data have 

to be used quantitatively to derive heat sources. A basic sketch of the thermography 

workstation is shown in Figure 2. The IR influx passing through the lens is converted 

into an electrical tension signal by the detector. An analog-to-digital converter (ADC) 

then provides a digital signal coded in digital levels (DL). 



 

Figure 2. Basic sketch of the thermography workstation 
 
 

The next stage takes into account the non-uniform response of the detector 

elements when placed in front of a uniform radiative source. This is the non-uniformity 

correction (NUC) operation. At this stage, so-called “bad pixels” are also tracked and 

replaced. This is the bad pixel replacement (BPR) operation. These basic operations are 

part of the standard calibration protocol. The digital video is finally stored in the RAM 

of the computer. A software package developed by the camera designer then enables 

calibration, processing and visualization of thermal data. 

 

A stable and spatially uniform IR radiation source is used to perform NUC, BPR 

and camera signal calibration. For example, a planar extended area blackbody SR 80-

4A (by CI Systems) having the following main specifications has been used in our 

application: black body surface accuracy (aperture: 4”×4”, +/-0.008°C for 5°C 

temperature amplitude), thermal resolution (δTR = 0.01°C), and spatial non-uniformity 

of the target (less than +/-0.02°C). 

 



Signal standard calibration can be carried out once the NUC and BPR operations 

are performed. This calibration should theoretically be based on Planck’s law. Indeed, 

for a quasi-monochromatic detector placed in front of a uniform black body at 

temperature T, Planck’s law is used to derive the following expression of the camera 

signal S [22]:  

5
1

0
2exp 1

C
S U

C
T

−λ
= γ +

⎛ ⎞ −⎜ ⎟λ⎝ ⎠

  (3) 

 

where λ is the mean wavelength of the spectral range of the detector, while C1, C2, γ and 

U0 are constants. Designers and offices of standardization and metrology generally 

prefer simplified versions of Equation (3). They also often choose a simple fitting of the 

curve S(T) by a polynomial of degree 2 or 3, especially when small thermal ranges [T1, 

T2] are considered.  

 

[ ]1 20
( ) , 2 or 3, ,

P p
pp

S T a T P T T T
=

= = ∈∑  . (4) 

 
The polynomial coefficients (ap, p = 0, 1,..., P) are classically derived from a 

least-squares fit of (Sj, Tj) couples (j=1,.., J). The number J of thermal equilibrium states 

must be much greater than P. Besides, the temperatures Tj have to be regularly 

distributed within [T1, T2] to get a reliable fit.  

 

The major interest of the standard calibration procedure described above is, in 

our opinion, its simplicity of use. The NUC table (gain + offset tables), the bad pixel list 

and the coefficients of the calibration law can be automatically managed by software. 

Different calibration files can be saved, corresponding to different parameter sets of the 

camera (frame size, integration time, optional filter, etc.). Nevertheless, this calibration 



is based on homogenization of the detector response, whereas pixel responses are 

generally heterogeneous. The goal is to get a uniform signal of the detector elements 

when the detector is placed in front of a uniform source. This enables the user to 

identify a single calibration law inasmuch as "i = 1, 2,..., I, with I being the number of 

matrix elements.  

We have already underlined in [23] that the NUC operation supposes a linear 

response of each detector element. First, this condition may limit the thermal range used 

for the calibration or may induce uncontrolled errors if some elements start to behave 

nonlinearly. Secondly, even if all element responses remain linear, the standard 

calibration protocol replaces some bad pixels because their responses are far from the 

mean detector response. In the framework of thermomechanical applications, this 

replacement operation may distort the thermal gradient computation by spatially 

correlating measurement errors. This distortion consequently affects the heat source 

estimate.  

It is fortunately possible to shortcut NUC and BPR operations with some IR 

thermography workstation (e.g. Cedip cameras). This feature was used to develop an 

individual pixel calibration based on polynomial fitting of the digital level si delivered 

by the ith element of the detector when the camera was placed in front of the black body 

source at different temperatures T, 

[ ]1 20
( ) for ,

P p
i ipp

s T a T T T T
=

= ∈∑ .     (5) 

 
The aip coefficients are derived from a least-squares fit. The user may first 

define the degree P of the polynomial fitting function. Generally polynomials of degree 

P ≥ 5 are chosen. The user defines a number J of equilibrium thermal states Tj 

distributed between T1 and T2. 



The calibration protocol is partly managed by computer. Once the data are fitted, 

defective pixels are detected using the following criterion. The system will consider 

pixel i as a bad one if the difference between the temperature Tij (predicted by the 

polynomial fitting) and the ordered temperature of the black body source Tj
BB is greater 

than a predefined threshold δT. This threshold is typically about δT = 40 mK and must 

be greater than the black body specifications. This criterion can be written as: 

 

ij j
1,2,..,
sup

=
− ≥ δBB

j J
T T T       (6) 

 

 

Figure 3. Histogram of pixel temperature differences at fixed TBB (17°C). 

Integration time IT = 2 ms, full frame, focal length = 25 mm, after [23]. 

 

To illustrate this criterion, Figure 3 shows a histogram characterizing the 

response of the pixel matrix for a given black body temperature TBB. It indicates the 

number of pixels giving the same difference (Tij-TBB). This error depends on: 

- the temperature range [T1, T2] used in the fitting operation 

- the degree P of the polynomial fitting function  



- the camera parameter settings: integration time, frame size, focal length, etc. 

 
The pixel response distribution looks like a quasi-centered Gaussian law. The 

number of pixels whose response is outside of the threshold band is low. For example, 

in the case of Figure 3, 0.2% of bad pixels were counted.  

2.2.2. Heat source estimate 

The 3D heat diffusion equation makes a direct link between thermal and calorimetric 

aspects of the deformation mechanisms. Indeed, in the framework of quasi-static tests 

and under some hypotheses (e.g. constancy of thermophysical parameters), Equation (2) 

contains linear partial differential operators applied to temperature in the left hand side, 

with the different heat sources being grouped in the right hand side. From a 

mathematical standpoint, the determination of heat sources when the surface (i.e. 

boundary) temperature distribution is known is a so-called inverse problem and is very 

difficult, often impossible, to solve because of the smoothing effects of the heat 

diffusion and the lack of prior information on the heat source distribution itself.  

This is why our first goal was to get a simplified heat equation, adapted to thin, 

flat specimens, so as to be able to compute 2D distributions of heat sources using 

surface thermal field measurements. We therefore considered an averaged diffusion 

equation over the sample thickness “to convert” surface temperatures into mean heat 

sources. 

Then, by integrating the heat equation (Equation (2)) over the sample thickness 

[24], and defining the mean thermal disequilibrium over the thickness between the 

sample and its surroundings by θ , the following 2D diffusion equation can be obtained: 

 

ρC θ − k ∂2θ
∂x2

+ ∂2θ
∂y2

⎛

⎝⎜
⎞

⎠⎟
+ρC θ

τth
= wh
  , (7) 



 

where x and y are in-plane coordinates. The parameter thτ  represents a time constant 

characterizing heat losses by convection and radiation between the sample surfaces and 

the surroundings. In accordance with the plane stress assumption (negligible sample 

thickness), and the high thermal diffusivity of the tested material, the depth-wise 

averaged temperatures remain close to the surface temperatures. The mean temperature 

variation θ  is then identified with the surface temperature given by the IR camera. 

Moreover, θ = ∂θ ∂t + v ⋅gradθ  is the specific time derivative of θ , v representing the 

velocity vector. In the case of localized flow with strong thermal gradients, the time 

derivative should take the convective term gradv ⋅ θ  into account.  

To calculate such convective terms, we showed that it is possible to combine 

kinematic and thermal data, used in parallel with infrared thermography (IRT), digital 

image correlation (DIC) techniques [20,21].  

The computation of heat sources then requires the estimation of different partial 

derivatives of the surface temperature. Although this computation no longer 

corresponds to an ill-posed inverse problem, it still remains tricky from a numerical 

standpoint. Indeed, derivatives have to be locally estimated using discrete and noisy 

thermal data. In particular, correct computation of the 2nd order space derivatives 

(Laplacian term) is actually difficult. To reduce the noise effect, amplified by the many 

derivations, filtering or fitting tools can be considered.  

Because of the slowness of the first digitization systems of monodetector 

cameras used in the 1990s (typically two digitized images per second with the famous 

Intel 80286 processor), Fourier's techniques were essentially limited to spatial filtering 

in the image processing [25]. Convolutive filtering using the discrete Fourier transform 

were especially used [24]. The main drawbacks of these techniques were: 



- A previous periodic expansion of thermal images, preferable before any heat 

source computation. This expansion naturally requires a lot of memory space and is 

time consuming. It is however necessary to avoid supplementary frequencies coming 

from the automatic periodization induced by the discrete Fourier transform. We showed 

that these additional frequencies may considerably disturb the computation of heat 

sources using convolutive filtering. 

- The impossibility of reducing all noise effects, with the thermal noise being 

centred white noise with a uniform power spectrum. We used a low-pass Gaussian 

filter, which is a smooth filter even when it is twice derived (Laplacian computation). 

More recently, fitting techniques were developed with IRFPA cameras. Local 

least-squares approximation of temperature fields using a different set of approximation 

functions was used: a set of space-time polynomials for monotonous loading [20,26], 

trigonometric in time and polynomial functions in space for monochromatic fatigue 

tests [27]. The optimized sizes of the cubic space-time approximation domain naturally 

have to be adjusted according to the heterogeneity of the sought heat source distribution 

and of the signal-to-noise ratio. 

For the fitting methods, we recently estimated that the peak-to-peak thermal 

noise was about 200 mK (i.e. before data fitting) and the range of the thermal noise 

dropped to 2 mK for standard fitting parameters. Moreover, the order of magnitude of 

the spatial resolution (in terms of pixel size) was about 0.4 mm and the temporal 

resolution was considered to be equal to 0.04 s. 

An overall estimate of the uncertainty on heat source estimates should take into 

account every possible error source associated with: (i) the temperature accuracy, (ii) 

knowledge of the thermophysical parameters, (iii) the relevance of the thermal model 

(heat exchanges, source distribution) and its identification, (iv) mapping between 



kinematic and thermal data when convective terms have to be computed, and (v) the 

image processing robustness (derivation of discrete, noisy temperature fields). 

By limiting the error analysis to items (i) and (v), we estimated the uncertainty 

by computing the heat source distribution from a set of IR images of a non-loaded 

specimen. The parasitic sources derived from the image processing then gave an order 

of magnitude for the relative uncertainty on the heat source fields. We found an average 

parasitic heat source value of about 2×10-5 W.mm-3 with a standard deviation of 3×10-5 

W.mm-3. 

3. Examples illustrating the application 

To illustrate, through application examples, the crucial importance of analyzing the 

thermal and calorimetric responses associated with material deformation processes, 

cyclic tensile tests are considered in the sequel. When a stabilized mechanical cycle 

occurs, the hysteresis area has three possible origins: energy dissipation, internal energy 

variations and thermomechanical coupling mechanisms [28]. Determining, through a 

calorimetric analysis of the thermal response, the origins of the hysteresis area is 

consequently of primary importance to model the material behavior. The dissipation 

reflects the irreversibility of the deformation mechanisms; the internal energy variations 

reveal the energy cost of microstructural evolutions and the coupling heat sources 

indicate that microstructural and mechanical states of the matter are highly temperature 

dependent.  

3.1. Thermo-elasticity vs. visco-elasticity 

The academic case of linearized thermoelasticity can be evoked as evidence of the third 

origin of hysteretic mechanical responses. For thermoelastic behavior, a stabilized 

mechanical cycle becomes a thermodynamic cycle and the only allowed source of 



irreversibility is due to heat diffusion. For simplicity, a “0D” heat equation can be 

considered. Indeed, 3D heat diffusion mechanisms can be bypassed assuming linear 

heat losses depending only on the temperature variation [28]. In such a simplified 

context, the main equations of the thermoelastic problem are then summed up by the 

following coupled algebraic and differential equations: 

σ=E(ε−λ thθ) (a)
θ+ θ

τth
=−

λ thE(T0+θ) ε
ρC

(b)

⎧
⎨
⎪

⎩⎪
 ,  (8) 

 

where σ is the tensile stress, ε the longitudinal strain, τth a time constant characterizing 

the heat losses, E the Young’s modulus and λth the linear thermo-dilatation coefficient. 

During a cyclic strain-controlled test ε = ε0 sin(2πfL t), where ε0 is the stress amplitude 

and fL the loading frequency, it can be experimentally noted, after some cycles, that the 

temperature variations progressively become periodic and symmetric with respect to the 

time axis. Once the periodic regime is reached, (cf. Figure 4) the mechanical cycles 

become thermodynamic cycles and the hysteresis area Ah (i.e. the deformation energy 

wdef over a mechanical cycle) reads: 

 

wdef = Ah = σ ε
t

t+ fL
−1

∫ dτ = wthe


t

t+ fL
−1

∫ dτ = wthe .  (9) 

 

In non-adiabatic and non-isothermal situations, thermoelastic coupling then 

induces rate dependence. It would be interesting to highlight this rate dependence by 

writing a rheological equation. From equations (8a-b,) we get, by substituting the 

temperature, in case of small thermal variations (θ<<T0): 

 

σ + τ th σ ≈Eε + Eτ th 1+
Eλ th

2 T0
ρC

⎛
⎝⎜

⎞
⎠⎟
ε  .  (10) 

 



 

Figure 4. Thermoelastic cyclic responses; the typical values chosen for the simulation are close 

to polymer characteristics: E = 1000 MPa, ρ  = 1000 kg.m-3, C = 1000 J.kg-1.°C-1, τth = 20 s. The 

thermodilatation coefficient was multiplied by 100 (λth = 5.10-3 °C-1) to amplify the hysteresis 

effect induced by coupling and heat diffusion. Loading parameters were: fL  = 0.05 Hz, ε0 = 

0.005. 

 
This rheological equation looks like those obtained in linear (isothermal!) 

viscoelasticity. This similarity naturally complicates the behavior analysis, particularly 

if the thermoelastic effects are, from a calorimetric standpoint, greater than the viscous 

effects. For such materials, the results, given by standard visco-analysis and leading to 

the determination of complex moduli, are harder to interpret because of the overlap of 

two similar independent time effects respectively induced by viscous dissipation and 

thermoelastic coupling. 

For example, PMMA and PC polymers, very often used in industrial 

applications, have been considered by [29]. The temperature corresponding to the first 

sub-vitreous relaxation peak of the PMMA was slightly greater than the room 

temperature at which the tests were performed (T0 ≈ 20-24°C), while the relaxation peak 

temperature of the PC polymer was highly negative. Consequently, at around room 



temperature, the PC samples showed greater molecular mobility than the PMMA 

samples.  

Due to this property, the PC samples showed good ductility while the PMMA 

samples remained particularly brittle. As the glass transition temperature of both 

polymers is greater than 100°C, they naturally remained in a glassy state during the 

deformation tests. The main thermo-mechanical characteristics of both materials are 

grouped in Table 2. 

 

Table 2  Main thermophysical properties of PMMA and PC. 

 Origin PMMA PC 

ρ  (Kg.m-3) Measured 1160 1190 

C (J.Kg-1.°C-1) Atofina 1450 1200 

k (W.m-1.K-1) Atofina 0.17 0.2 

λth 106 (°C-1) Measured 7 7 

E (MPa) Measured 3650 2650 

 

Standard dog bone shaped test specimens were used with the following gauge 

part sizes: length (60 mm), width (10 mm), and thickness (4 mm). 

Figures 5a and 6a show the stabilized stress-strain hysteresis loop for both 

materials during tests at a constant absolute strain rate (about 10-4 s-1), with a constant 

stress range. The primacy of the thermoelastic effects over the dissipation can then 

easily be suspected due to the temperature variation. We observed a distinct cooling of 

the specimen during the loading stages and heating during the unloading stages, with 

the mean temperature over each load-unload cycle being approximately zero. 

 



a      

                   b   

Figure 5. (a) example of a stabilized stress-strain response (PMMA); (b) primacy of 

thermoelastic effects Θo
hw , Z

thewo , PT
thewo  patterns associated with load-unload cycles with 

increasing stress ranges and a constant absolute strain rate value (|dε/dt| = 4.35 10-4 s-1). 
 

Figures 5b and 6b show the time variation of the overall heat sources Θo
hw  

derived from the IR thermal data during cycles performed at a constant (absolute) strain 

rate with an increasing stress range. They confirmed the negligible character of the 

dissipation. We also plotted the numerical predictions of thermelastic sources given by 

Zener and Poynting-Thomson type models, where the elastic branches were replaced by 

thermoelastic ones [29]. We then noticed that the series and parallel viscoelastic models 

were no longer equivalent when thermoelastic effects were taken into account. 



 

a  

b  

Figure 6. (a) Example of a stabilized stress-strain response (PC); (b) primacy of thermoelastic effects 
Θo

hw , Z
thewo , PT

thewo  patterns associated with load-unload cycles with increasing stress ranges and a 

constant absolute strain rate (|dε/dt| = 4.35 10-4 s-1). 
 
 

Regarding the PMMA behavior, Figure 5b shows that variations in hw Θo  and 

Z
thewo  remained close at all stress levels. Conversely, the source hw Θo  was quasi linear 

throughout the loading, while hw Θo  remained almost constant. Regarding the PC 

behavior, estimates of the same sources were plotted in Figure 6b. A better prediction 

was obtained with the PT type model.  



For these two studied materials, it should be noted that the order of magnitude of 

the thermoelastic source amplitude was about 60 µW.mm-3 for a dissipation intensity of 

less than 2 µW.mm-3, which is the order of magnitude of heat sources corresponding to 

the thermal noise. 

3.2. Fatigue of steel 

The approximation underlying the existence of an elastic domain becomes unsound 

when a large number of “elastic” cycles are performed. Indeed, for crystalline materials, 

dislocations slightly oscillate even under low cyclic stress amplitudes. Cycle by cycle, 

dislocations gradually gather to build up persistent slip bands (PSB), which are 

microscopic zones where the plasticity preferentially develops inside some “well” 

oriented grains [30]. This microplasticity development finally leads to microcracks 

followed by a sudden rupture. This is the so-called high cycle fatigue (HCF) of 

materials and it has become essential to master the kinetics of this phenomenon in 

industrial applications for obvious economical and safety reasons. The HCF analysis of 

materials and structures currently involves a large number of research centers 

throughout the world. We recently showed that the thermomechanical approach could 

be beneficially applied to gain further insight into the fatigue kinetics. From an image 

processing standpoint, the main difficulty was to extract low dissipation intensities from 

large thermoelastic source amplitudes.  

 
Readers interested in the use of quantitative infrared imaging techniques applied 

to the analysis of fatigue mechanisms can refer to [31,32] where the IR image 

processing developed to process fatigue tests is detailed. Results of applications to steel 

and aluminum can be found in [33, 34] and more recently in [32] where energy balance 

distributions were constructed using DIC and IRT techniques. To briefly illustrate the 



potential of IR image analysis, Figure 7 shows the mean dissipation pattern per cycle 

d1  calculated at different stress ranges Δσ. During a block of 20000 cycles, this 

heterogeneous pattern remains relatively constant as long as a fatigue crack does not 

initiate.  

 

Figure 7. Dissipation intensity versus stress range; from [34]; (volume heat source divided by ρC are 

expressed in °C.s-1) 

 

The contour plots in Figure 7 also show that areas where the dissipation is high 

(respectively low) remain approximately the same from one block to another, even 

though the dissipation naturally increases with the stress range. During a (last) loading 

block, we observed a localized zone of high dissipation several hundreds of cycles 

before crack onset. Moreover, we also noticed that this zone always corresponded to a 

candidate zone where the dissipation level was high from the beginning of the fatigue 

test (i.e. for low stress ranges). 

 



 
 

Figure 8. Dissipation patterns within two different material zones; from [34]. 

 

Besides, Figure 8 shows examples of dissipation variations associated with 

zones of the same specimen as a function of ,) and fL. During this test performed at 

R# = -1, ,) increased from 170 to 500 MPa and fL increased from 9 up to 30 Hz for each 

load level. Dissipation values in the first location (Figure 8a) are twofold lower than that 

measured in the second area (Figure 8b). First, the shape of both surfaces !d1(!", fL )  is 

clearly very similar. At constant stress, we also underline that !d1  increases in a quasi-

linear way with the loading frequency fL for both zones and for all stress ranges. This 

linearity of !d1  with fL is consistent with an interpretation of the fatigue mechanisms in 

terms of time-independent microplasticity. 

4. Concluding comments 

The potential applications of infrared thermography are likely to have a much broader 

relevance to the mechanics of materials than what we illustrate here. The 

thermomechanical behavior of material under mechanical and thermal loading is too 



often assessed by identifying the material temperature and comparing it to that of the 

ambient environment (e.g. room temperature). When its role is not reduced to that of a 

parameter, the temperature is often referred to as a control variable. These 

approximations surely mask important phenomena that cannot be identified without 

adopting a true thermomechanical approach to the material behavior. Advances in 

thermographic imaging now enable access to quantitatively reliable temperature 

measurement fields. These fields can then be used to assess certain physical coefficients 

such as local diffusivity or conduction of the studied material. In the near future, these 

distributions of thermophysical properties could be used to detect material irregularities 

that are natural or induced by mechanical and thermal loadings. Once these 

thermophysical characteristics are known, temperature fields can then be used to 

estimate heat sources accompanying the deformation, while reflecting the irreversibility 

of the deformation mechanisms and/or thermomechanical coupling effects. 

The example mentioned here was limited to quasi-static transformations at 

constant temperature. Although much remains to be done, it should not be considered 

that this is the only application area of infrared techniques. Increasingly, thermographic 

analysis can address the problem of modeling the behavior of materials at high 

temperatures and dynamics. Indeed, during physical treatment (hardening, annealing, 

etc.), or welding processes (melting, solidification), thermomechanical coupling 

phenomena (phase transitions, precipitation kinetics) are of critical importance. The 

constant development of faster IR cameras already allows mechanical engineers to 

address the dynamic behavior of materials in which, again, couplings play an important 

role in the instability propagation mode (i.e. adiabatic shear bands, auto-catalytic 

cycles). 
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