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Abstract—To solve stochastic problems with geometric uncer-
tainties, one can transform the original problem in a domain with
stochastic boundaries and interfaces to a problem defined in a
deterministic domain with uncertainties in the material behavior.
The latter problem is then discretized. There exist infinitely many
random mappings that lead to identical results in the continuous
domain but not in the discretized domain. In this paper, an a
priori error indicator is proposed for electromagnetic problems
with scalar and vector potential formulations. This leads to
criteria for selecting random mappings that reduce the numerical
error. In an illustrative numerical example, the proposed a priori
error indicator is compared with an a posteriori estimator for
both potential formulations

Index Terms—Stochastic problem, random domain, transfor-
mation method, random mapping, a priori error indicator, static
fields.

I. Introduction

The Finite Element Method (FEM) is very widely used to
model electro- and magnetostatic, quasistatic and electrody-
namic behavior of electromagnetic devices. The required input
data are the behavior laws of the material, the geometry of the
device and the source terms.

In practice, the input data is available with some uncertain-
ties due to the imperfections of the manufacturing processes,
to the ageing of materials, to the environmental impact, etc.
To take into account these uncertainties in accurate modeling
of devices, a probabilistic approach can be used [1]. It consists
in representing the uncertain input data by random variables.
The output data of the model are then also random variables
that need to be characterized.

In problems with geometric uncertainties, various proba-
bilistic methods are available in the literature: the extended
stochastic finite element method (XSFEM) [2] and the trans-
formation method [3], [4] among others. The main idea of the
transformation method consists in using a random mapping
that transforms the initial problem into a reference problem
defined on a deterministic domain. In the reference problem,
the uncertainties are borne by the material behavior laws that
become stochastic. Numerical tools are available to solve this
kind of problem [5], [6].

In the transformation method, there exist an infinite number
of random mappings that lead to the same solution in the
continuous domain. In the reference domain discretized by
FEM, the solutions depend on the mapping and are subject
to numerical errors (the difference between the numerical

solution and the exact solution). It is important to develop
numerical measures and tools for selecting random mappings
that lead to higher accuracy. This paper proposes such a tool:
an a priori error indicator associated with stochastic mappings.
In the mathematical development, the mapping is assumed to
be piecewise-linear as an approximation, but the results can
be extended to higher-order approximations.

In the first part of the paper, we introduce a magnetostatic
problem with geometric uncertainties and also a transforma-
tion method. We then discuss an a priori error indicator
in the transformation method with both scalar and vector
potential formulations. Finally, the validity of the proposed
a priori error indicator is tested in a magnetostatic example
by comparison with an a posteriori error estimator.

II. Magnetostatic Problem with Geometric Uncertainties –
A TransformationMethod

A. Magnetostatic problem with geometric uncertainties

We are interested in a magnetostatic problem defined in a
domain D.

Figure 1: Magnetostatic problem defined in a domain D.

We assume that domain D is split up into nD subdomains
Di, in each of which the permeability µi is assumed to be
constant. The interfaces Γk(θ) between the subdomains are
random, and parameter θ refers to a random outcome. We also
assume that the random boundaries Γk(θ) can be expressed
explicitly as functions of a vector ξ(θ) of independent random
variables with known probability density functions (pdf’s). For
brevity, the dependence of the random vector ξ on θ will not
be explicitly indicated. The permeability µ(x, ξ) in the domain
D can be written in the following form:

µ(x, ξ) =
∑nD

i=1
µiIDi (x, ξ) (1)

where IDi (x, ξ) is the indicator function equal to one within
Di and zero otherwise. The magnetostatic equations defined
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on D, in the absence of sources, can be written as
∇ · B(x, ξ) = 0
∇ ×H(x, ξ) = 0

B(x, ξ) = µ(x, ξ) H(x, ξ)
(2)

where H(x, ξ) and B(x, ξ) are the magnetic field and the
magnetic flux density, respectively. Problem (2) is supple-
mented with boundary conditions. Generally, the scalar po-
tential Ω(x, ξ) (such that H(x, ξ) = −∇Ω(x, ξ)) or the vector
potential A(x, ξ) (such that B(x, ξ) = ∇ × A(x, ξ)) are used to
solve the problem. In the remainder, we briefly describe the
transformation method for (2).

Figure 2: Magnetostatic problem defined in the reference
domain E.

B. Transformation method

The main idea consists in transforming a problem with
geometric uncertainties (random interfaces and boundaries in
D) into a problem in a reference domain E with deterministic
interfaces and boundaries. In the transformed problem, the
randomness is borne by the behavioral law. One needs to
define a one-to-one random mapping X(x, ξ) that transforms
random interfaces Γk(ξ) into deterministic interfaces Γ′k. It
can be shown [4], [12] that the problem defined on E (the
reference problem) is equivalent to the problem defined on D
(the original problem) if the permeability µ′(X, ξ) in E has the
following form:

µ′(X, ξ) =
MT (X, ξ) µ(X) M(X, ξ)

|det M(X, ξ)|
(3)

where M(X, ξ) is the Jacobian matrix of the mapping X(x, ξ).
Note that capital X denotes a point in the reference domain,
while small x is a point in the original domain.

In the case of scalar potentials,

Ωex(x, ξ) = Ω′ex(X(x, ξ), ξ) (4)

where Ωex and Ω′ex are the exact solutions of the problems
on D (Fig. 1) and on E (Fig. 2), respectively. Therefore, the
solution of the original problem can be obtained from the
solution of the reference problem via (4).

The main difficulty of the transformation method lies in
the definition of the random mapping. In [4], a few relevant
methods are discussed. Different mappings lead to different
discrete problems on E because different Jacobian matrices
M(X, ξ) lead to different permeabilities µ′(X, ξ) (3). On the
continuous level, the transformed problems are equivalent to
the original ones, but this is no longer the case after discretiza-
tion. The numerical solutions of the reference problems can
be different and therefore the numerical errors depend on the

mapping. In the remainder, an a priori error indicator in terms
of the Jacobian matrix of the mapping is proposed and applied
to evaluate different mappings.

III. A priori error indicator

The reference problem is solved numerically by introducing
in the domain E a tetrahedral meshM with n0 nodes, n1 edges,
n2 facets and n3 elements. We denote with h the maximum
radius of the circumscribed spheres of the elements. The
piecewise-linear mapping (assumed as an approximation) has,
for each ξ, a constant Jacobian matrix Mi(ξ) over each tetra-
hedral element ei of M. In this section, we aim at estimating
the error for the scalar and vector potential formulations.

A. Error estimation for the scalar potential formulation

1) Definition of numerical error.
We introduce the following functional spaces:

H1(E) =
{
u(X) ∈ L2(E)

∣∣∣ ∫
E |∇u(X)|2 dX < ∞

}
Vh(E) = span {w0i(X) | i = 1, 2, . . . , n0 }

(5)

w0i being the first order interpolation function associated with
node i. The exact solution Ω′ex(X(x, ξ), ξ) of the scalar potential
formulation satisfies∫

E
µ′(X, ξ)∇Ω′ex(X, ξ) · ∇λ(X) dX = 0, (6)

∀λ(X) ∈ H1(E). We also define Ω′h(X, ξ) such that∫
E
µ′(X, ξ)∇Ω′h(X, ξ) · ∇w0i(X) dX = 0, (7)

∀w0i(X) ∈ Vh(E). To have a well posed problem, a gauge
condition should be added (the value of the scalar potential
should be prescribed at a point). Note that the final numerical
solution is obtained from Ω′h(X, ξ) after a discretization at the
stochastic level using a polynomial chaos expansion [7]. In
this paper, we are interested only in the error due to the spatial
discretization. This error er(ξ) is defined as

er2(ξ) =

∫
E
µ′(X, ξ)∇

(
Ω′h(X, ξ) −Ω′ex(X, ξ)

)
· ∇

(
Ω′h(X, ξ) −Ω′ex(X, ξ)

)
dX (8)

As already noted, for a domain E and a given mesh M, the
permeability µ′(X, ξ) (3) and then the potential Ω′h(X, ξ) depend
on the choice of the mapping. Therefore the numerical error
also depends on the mapping, as described in the following
sections.

2) A priori error indicator.
Based on the development in [8], [9], we obtain the follow-

ing error estimate:

er2(ξ) ≤
∑n3

i=1
er2

i (ξ) (9)

with
er2

i (ξ) =
vei

λi
min(ξ)

√
λi

min(ξ)λi
mid(ξ)λi

max(ξ)

·

[ √
C1(ξ) +

√
C2(ξ)λi

0 maxλ
i
max(ξ) /λi

min(ξ) hei

]2
h2

ei
(10)
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where λi
max(ξ) ≥ λmid(ξ)i ≥ λi

min(ξ) are the three eigenvalues
of matrix MT

i (ξ)Mi(ξ), vei is the volume and hei is the radius
of the circumscribed sphere of element ei. The coefficients
C1(ξ) and C2(ξ) are independent of the random mapping and
depend only on the exact solution of the original problem in
D. The coefficient λi

0 max is the maximum eigenvalue of the
4 × 4 matrix Gi whose coefficients are given by:

Gi
kl = v−1

ei

∫
ei

∇w0k(X) · ∇w0l(X) dX (11)

It is shown in [8], [9] that the coefficient λi
0 max characterizes

mesh quality. Moreover, the eigenvalues are related by the
following conditions:

vD(ξ) =
∑n3

i=1

∫
ei

det−1Mi(ξ) dX

=
∑n3

i=1

vei√
λi

max(ξ)λi
mid(ξ)λi

min(ξ)
(12)

Since the volume vD(ξ) is independent of the choice of the
mapping, the sum in (12) is also independent of this choice.
It is obvious that vei depends only on the mesh M and not on
the mapping.

For a given reference domain E with a given mesh, ac-
cording to (10), one can expect that a mapping with the
smallest ratios between λi

max and λi
min should tend to produce

the smallest numerical error. We propose this as a practical
criterion for comparing different mappings.

The error indicator above applies to piecewise-linear map-
pings. An arbitrary mapping can be approximated by a
piecewise-linear one by standard first order finite-element-like
interpolation of the nodal values. Moreover, the error indicator
can be extended to higher-order approximations using e.g. the
general criterion of [8].

B. Error estimation for the vector potential formulation

1) Definition of numerical error.
We introduce the functional space

Hcurl(E) =

{
H(X) ∈

(
L2(E)

)3
∣∣∣∣∣ ∫

D
|∇ ×H(X)|2 dX < ∞

}
(13)

With the meshM, we define the following discrete functional
space:

V1h(E) = span {w1i(X) | i = 1, 2, . . . , n1} (14)

w1i being the basis function associated with edge i [13]. The
exact vector potential A′ex(X, ξ) is defined by∫

E

(
(µ′)−1(X, ξ)∇ × A′ex(X, ξ)

)
· ∇ × w(X) dX = 0, (15)

∀w(X) ∈ Hcurl(E). We also define A′h(X, ξ) such that∫
E

(
(µ′)−1(X, ξ)∇ × A′h(X, ξ)

)
· ∇ × w1i(X) dX = 0, (16)

∀w1i(X) ∈ V1h(E). The numerical error is defined by

er′2(ξ) =

∫
E

(
(µ′)−1(X, ξ)∇ ×

(
A′h(X, ξ) − A′ex(X, ξ)

))

· ∇ ×
(
A′h(X, ξ) − A′ex(X, ξ)

)
dX (17)

2) A priori error indicator.
With the same process as in Section III-A, we can obtain:

er′2(ξ) ≤
∑n3

i=1
er′2i (ξ) (18)

with

er′2i (ξ) =

[√
C′1(ξ) +

√
λi

max(ξ)λi
mid(ξ)/λi

min(ξ)
√

C′2(ξ)λi
1 max h2

ei

]2

·
vei h

2
ei

λi
min(ξ)

√
λi

min(ξ)λi
mid(ξ)λi

max(ξ)
(19)

Minimizing the ratio between λi
max and λi

min will again tend to
reduce the numerical error.

IV. Application

We now illustrate the conclusion drawn in the previous
section. We consider the magnetostatic problem defined in
Fig. 3. The domain D is split up into three sub-domains with
the permeabilities µ1 = µ2 = 1000, µ3 = 1. A magnetomotive
force γ0 is imposed between Γ1 and Γ2. Dimensions c1,2 are
assumed to be random and to belong to a given interval.

Figure 3: Original magnetostatic problem defined in domain
D.

To characterize the deformation, we introduce the δ angle
as defined in Fig. 3. We compare two mappings T1 and T2
presented in Figs. 4 and 5. We are interested in realizations
of cotan δ that depend directly on the values of c1,2 (Fig. 4).

For each value of cotan δ, we solve numerically two
reference problems corresponding to two mappings T1 and
T2. Fig. 6 presents the evolution of the ratio r = λA

max/λ
A
min

between the maximum and minimum eigenvalues of MT M at
point A as a function of cotan δ. This ratio is much greater
for T1 than for T2. This is not surprising because mapping T2
is simply a dilation – compression of each subdomain Di that
yields a diagonal Jacobian matrix M. In contrast, mapping
T1 presents a shear distortion in sub-domains D3, D4 that
results in a Jacobian matrix M with significant off-diagonal
terms and a large ratio r between the maximum and minimum
eigenvalues of MT M. In Fig. 7, we plot an a posteriori error
estimate that evaluates the sum of er(ξ) and er′(ξ) as a function
of δ.

An a posteriori error erp is obtained from the numerical
solutions of the scalar and vector potential formulations:

er2
p =

∫
E
µ′

(
∇Ω′h − (µ′)−1∇ × A′h

)
·
(
∇Ω′h − (µ′)−1∇ × A′h

)
dX
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=

∫
E
µ′ ∇

(
Ω′h −Ω′ex

)
· ∇

(
Ω′h −Ω′ex

)
dX

+

∫
E

(µ′)−1 ∇ ×
(
A′h − A′ex

)
· ∇ ×

(
A′h − A′ex

)
dX (20)

This estimator enables one to determine the sum of the
numerical errors of the two complementary solutions [10],
[11]. There is a very good correlation between the evolution of
the error erp in Fig. 7 and the ratio r as a function of cotan δ
in Fig. 6, illustrating that the criterion r can be used to choose
the best mapping.

Figure 4: The reference domain E1 associated with the map-
ping T1 and the correspondence between the subdomains E1i

and Di.

Figure 5: The reference domain E2 associated with the map-
ping T2 and the correspondence between the subdomains E2i

and Di.

Figure 6: Evolution of the ratio r as a function of cotan δ.

V. Conclusion

We have presented an a priori error indicator for the finite
element – stochastic transformation method. The numerical
error is estimated via the ratio r of the max/min singular values
of the Jacobian matrix M of the transformation. The stochastic

Figure 7: Evolution of the numerical errors as a function of
cotan δ.

mapping is not unique but can be judiciously chosen using
the new error indicator. From the numerical example given
in the paper, one concludes that a mapping with dilation -
compression is preferable to a mapping with shear distortions.
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