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Abstract

This paper presents a survey of two techniques intended for imprinvangerformance of
conventional turbo codes (TCs). The first part of this work is dedidatexplore a hybri
concatenation structure combining both parallel and serial concatermssed on a three-
dimensional (3D) code. The 3D structure, recently introduced by Betral, is able t
ensure large asymptotic gains at very low error rates aexpense of an increase |in
complexity and a loss in the convergence threshold. In order to redeclss in th
convergence threshold, the authors consider first a time-varyingructien of the post-
encoded parity. Then, they investigate the association of the 3DwillC high-orde
modulations according to the bit-interleaved coded modulation approlaetsetond part ¢f
this study deals with irregular TCs. In contrast to 3D TChpaljh irregular TCs can achi
performance closer to capacity, their asymptotic performanaeny poor. Therefore, the
authors propose irregular turbo coding schemes with suitable interdgavorder to improv|
their distance properties. Finally, a modified encoding procedureredsfsom the 3D T
makes it possible to obtain irregular TCs which perform bétter the corresponding regular
codes in both the waterfall and the error floor regions.

Keyword

Turbo code, Iterative decoding, Three-dimensional turbo code, Convergence threshold, EXIT
chart, Time-varying trellis, Irregular turbo code, Degree profilekddig's algorithm,
Correlation graph



1. Introduction

In 1971, the whole community of coding and information theory was in phékethe
famous speech of Professor Robert McEliece: “Too many equdtamhbeen generated with
too few consequences... Coding theorist professors had begotten g tbeory Ph.D.'s
in their own image... no one else cared; it was time to segdniersion for what it was.
Give up this fantasy and take up a useful occupation... Coding is dead.&sH@dion was
contradicted 20 years later by the invention of turbo codes (TCsylpigh was a revival for
the channel coding research community. Their near-capacityparice and their suitability
for practical implementation explain the adoption of TCs in various agmuation standards
as early as the late 1990s. However, TCs suffer from arfilatfeeffect when the error rate
reaches a limit and stops improving. In future system generatmnserror rates will be
required to open the way to real-time and demanding applicattis,as TV broadcasting
or videoconferencing. The minimum Hamming distance (MHD) of sikthe-art TCs may
not be sufficient to ensure large asymptotic gains at very toav eates. Therefore, they are
no longer suitable for these kinds of applications, and more powerful cednames are
required. At the same time, a reasonable level of complexity should be preserved.

In [2,3], a three-dimensional (3D) TC was introduced, combining bothlglagaid serial
concatenation. It is simply derived from the classical TCcbiycatenating a rate-1 post-
encoder at its output, which encodes only a fractiof the parity bits from the upper and
lower constituent encoders. The fraction @f parity bits which are not re-encoded is directly
sent to the channel or punctured to achieve the desired code rat8DTRE improves
performance in the error floor compared to the TC, at the expense lofs in the
convergence threshold and an increase in complexity.

In this paper, the authors investigate this hybrid concatenatedgcsdieme. Afterwards,
their interests go towards irregular TCs [4]. In our work, a$ed on the improvement of
the 3GPP2 code used in the third-generation (3G) cdma2000 mobile phone coatimini
systems [5]. Then, the two constituent encoders are eight-satesive systematic
convolutional (RSC) encoders with feedback polynomial *+ D® and parity generator
polynomial 1 +D + D>,

This paper is a review paper that enriches our survey on 3D TCs reported iraj&d ¥jngs
new results. In particular, transmissions over independent and identicalliguded Rayleigh
fast-fading channels are investigated, whereas transmissi@isGaussian channels were
mainly considered in [6-8]. Furthermore, several examples of MHesabbtained with this
code for different block sizes and coding rates are newly pegsenfable 1. Tables 2 and 3
also show new results with respect to the convergence threshold d€80Fihally, another
contribution of this paper lies in sections 4.3 and 4.4, where the despgrrofitation and
post-encoder for irregular TCs is explored (some of the restdtsaleeady available in
[9,10]).



Table1 MHD valuesfor 3GPP2 TC and corresponding 3D code for different coding and
block sizes

R=1/3 R=12 R=2/3 R=4/5
k =570 bits
3GPP2TC 17 10 6 4
3D-TC,A=1/4 29 17 13 N/A
3D-TC,2=1/8 27 17 9 4
3D-TC,1=1/16 25 15 8 4
k =762 bits
3GPP2TC 19 11 6 4
3D-TC,1=1/4 39 23 9 N/A
3D-TC,A1=1/8 30 18 8 4
3D-TC,.1 =1/16 21 14 6 4
k = 1,530 bits
3GPP2TC 28 14 8 5
3D-TC,A=1/8 36 18 8 5
k = 6,138 bits
3GPP2TC 30 15 9 5
3D-TC,A=1/8 38 30 10 5

N/A, not applicable.

Table 2 Different conver gence thresholds of 3GGP2 3D TCs over the AWGN channel

r=1 -1 _2 _4
3 2 3 5
N :1 0.19dB 0.82 dB 1.67 dB 2.58 dB
4
2= } 0.08 dB 0.73 dB 1.55dB 2.45 dB
8
A=0 -0.07 dB 0.60 dB 1.49 dB 2.44 dB

Table 3 Convergencethresholds of 3GGP2 3D TCsover Rayleigh fading channel and
comparison with Gaussian channel

1 1 2 4
R== R==— R=— R=-—
3 2 3 5
Gaussian channel Classical TC -0.07dB  0.60 dB dBl9 2.44dB
1 0.08 dB 0.73 dB 1.55dB 2.45 dB
3IDTC(A=—)
8
Loss in convergence threshold 0.15 dB 0.13 dB 6®6 0.01dB
Rayleigh fading channel Classical TC 1.83dB 2B4d 2.45dB 4.42 dB
1 2.08 dB 2.73 dB 2.55dB 4.45 dB
3IDTC(A=—)
8
Loss in convergence threshold 0.25dB 0.19 dB 680 0.03dB

This paper is organised as follows. In section 2, we present theC3Btrilicture and its
different parameters. Section 3 deals with performance improvenfeBD TCs. We
introduce a method to optimize 3D TCs in order to increase the MMEN more.



Furthermore, we discuss convergence issues in the same sactioniraduce time-varying
three-dimensional TCs as an alternative to reduce the loss @ornirergence threshold. We
also analyse the association of the 3D TC with high-order moalsattaking into account
the different protection levels of the constellation. Section 4 iscdtsd to irregular TCs.
First of all, the degree profile is selected by means tfnsic information transfer (EXIT)
diagrams. Then, the design of powerful permutations suited for such todtures is
considered. Graph-based permutations using Dijkstra's algorithm asdtiaration of the
minimum distance improve the distance properties of these codéakd advantage of the
results using both 3D TCs and irregular TCs, the two techniquesoarkined and a new
modified structure is proposed. The association of irregular Titbstae same post-encoder
used for 3D TCs results in irregular turbo coding schemes whicbrpelfetter than regular
TCs at low and high signal-to-noise ratios (SNRs) at the siamee [Einally, section 5 draws
some conclusions.

2. Exploring three-dimensional turbo codes

2.1 Properties of three-dimensional turbo codes

A block diagram of the 3D turbo encoder is depicted in Figure 1. cidral of the parity
bits from the upper and lower constituent encoders is grouped byllelfseaal multiplexer,
interleaved by a permutatiorf and encoded by an encoder of unity rate whose output is
denotedw. In [2,3], 1 is referred to as the permeability rate. Usually, verypnmegular
permeability patterns are applied. For instancel #% , the bits to be post-encoded are
chosen in a regular basis {1000} for both the upper and the lower encoldens.ITbit out of

4 is regularly picked from each of the parity streams sganwvith the first bit from each
stream. Note that the permeability rate has an effect opettiermance of the 3D TC similar
to the doping ratio concept of [11]. The error rate curves of a turbocawdbe divided into
two regions: the waterfall region, where the error rateedses rapidly, and the region of
error floor, where a change in the curve slope appears wha&odkereaches its asymptotic
gain. The value oft can be used to trade off performance in the waterfall regiom wi
performance in the error floor region. Giveénand without puncturing information bits, the

highest achievable code rateRg., = ﬁ , since the overall code rate of the 3D TC is
given by

R=- Data bits _ 1
Systematic bits + Post-encoded parity bits + Othetyhitis 1+ 2+ 2¢( 1-1) xp

Figure 1 3D turbo encoder structure.

where 0<p < 1 is the fraction of the surviving bits ya andy, after puncturing. In fact, we
havek systematic bits? = 2 x4 x k post-encoded parity bits and 2 x (1) p x k surviving

parity bits after puncturing. For example, if theemll coding rate i® = % , then it is

necessary to have a permeability rate % . Moreover, the authors in [2] show that the

probability of error at each decoder intrinsic ibpas risen by a facté% , inducing a

loss in convergence. In fact, the more redundaraiepost-encoded, the less redundant
information at the first iteration the decoder wilve, then causing more errors at its output.



On the other hand, a large valueloheans a higher MHD. Thereforeis a key parameter to
choose the compromise between distance and comgerge

The choice of the post-encoder influences als@émormance in both the waterfall and error
floor regions. It has to meet different requirenseatready detailed in [2,3,6]. In [7], we
justified the choice of the post-encoder by meah&XIT analysis. A four-state binary
convolutional encoder is used in practice. The R8@e with feedback polynomial 1 B?
and parity generator polynomial 1 has been seletdiede the post-encoder in different
simulations of the 3D TC.

The 3D TC is characterized by two permutations teshbyz andz’, as shown in Figure .

is the internal permutation of the TC, arids used to spread a fractiarof the parity bits
before feeding them to the post-encoder.ilaidj be the address in the natural order and in
the permuted order, respectively. For the reguéampitation, we assume to be defined by
the following congruence relation= 7z ' (j) = (Pgj +io) P, whereig is the starting index, and
Po is an integer relatively prime with. For each block length, these parameters have to b
carefully chosen to guarantee a large spread. & whserved through the different
simulations that the important property is the apreln the sequely’ corresponds to the

regular permutation achieving a spreadv@® [12], whereP is the size of the frame to be
post-encoded. The 3D TC performs better with regdldhan with a random interleaver in
terms of MHD and convergence. Details are availab|é].

2.2 Performance of 3GPP2 three-dimensional turbo codes

We have investigated the distance gain and thectefie TC convergence threshold for
different block sizes, coding rates and permegtiéites. Similar to the case of double-binary
codes in [2,3], we have observed that the addibébnthe post-encoder improves the
asymptotical behaviour of the 3GPP2 TC in many aable 1 presents examples of MHD
values obtained with this code for different blatkes and coding rates, using the all-zero
iterative decoding algorithm [13]. We can obserkiat tthe direct application of the third
coding dimension to the existing code leads tonarease of its minimum distance, except in
the case of high coding rates. The authors in §tdlyzed the asymptotic weight distribution
of 3D TCs and showed that their typical minimumtali€e may, depending on certain
parameters, asymptotically grow linearly with thiedk length. Table 1 shows that it is
attractive to increasg since larger minimum distances are obtained. Wewehis will be
paid in terms of loss in convergence thresholdexsdained above. Also, the increase in
complexity is not negligible. In [2,3], the comptitemal complexity increase was estimated to
be less than 10% with respect to classical two-dsimmal TC. This first estimation of the
complexity increase was optimistic. In fact, 3D T@rdware implementation issues have
been thoroughly investigated in [8]. We proposecappropriate hardware architecture of a
3D turbo decoder and the corresponding complexiiglysis. When high throughputs are
required for a given application, several processan be placed in parallel, thus decreasing
the relative additional complexity of the 3D codisgheme. For example, the computational
complexity increase is 36% when only two processwesplaced in parallel, fde = 1,530

bits, R =% andA4 =% . It is 25% with four processors. An increaseeasfsl than 10% in the
memory requirements is also necessary for 3D TCs.



3. Improving three-dimensional turbo codes

Two different study directions have been investadan order to improve 3D TCs. First, we
have observed that, for the 3GPP2 TC, the errdenpat with weight MHD often have very
low multiplicities. Then, the first step involvelmeinating these codewords by means of the
adoption of a non-regular post-encoding patterns ®ptimization method is detailed in [6],
and different results show that modifying a few r@ddes in the pattern of post-encoding
produces an improvement in the distance properties.

Second, the current post-encoder has been replagced time-varying (TV) trellis-based

encoder in order to reduce the loss of the connee¢hreshold. The association of 3D TCs
with high-order constellations has been investiater the same purpose. The next
subsections deal with the improvement of the cagemece threshold of 3D TCs for

transmissions over Rayleigh fading channels. Mormildeare available in [6-8] where

transmissions over Gaussian channels were condidere

3.1 Convergencethreshold of three-dimensional turbo codes

The convergence thresholds of 3GPP2 3D TCs amaasiil through an EXIT chart analysis
[15] on the additive white Gaussian noise (AWGNhpmhel and on the Rayleigh fading
channel as well. To generate the EXIT chart of 3 W& have to consider the transfer
characteristics of the extrinsic information fockaoft-input soft-output (SISO) decoder. In
the case of 3D TC, the two SISO decoders exchamgrgngc information about the
systematic part of the received codeword, likecfassical turbo decoding. However, both of
them exchange also extrinsic information aboutpbst-encoded parity bits with the four-
state SISO predecoder, and we have to take inmuat@n the EXIT chart that the extrinsic
information about these parity bits is changingrfran iteration to the other. Consequently,
the curves of mutual information exchange betwéentwo decoders change every iteration.
The convergence threshold of the code is the mimn8NR where the only intersection
point between the two transfer characteristics esiig the point (1,1). Different convergence
thresholds of 3GPP2 3D TCs, for several code ratdsvalues of, are given in Table 2. For
a fixed code rat®, the best convergence threshold is achieved byldssical TC A = 0).
The loss in the convergence threshold increasdswin Table 3, we compare the loss in
convergence due to the use of 3D TCs for transamssover the Rayleigh fading channel

and over the AWGN channel at coding rAte- % andl = % . Table 3 shows that the loss of

convergence is more significant over the Rayle@tirfg channel. This result represents a
drawback of 3D TCs. In fact, for applications suak the terrestrial mobile radio
communications where the simulations are carrielamer fading channels, the loss of
convergence can be significant. However, the 3D pf@sed to be suited to transmissions
over Gaussian channels. Thus, they can be usegphcations such as fixed satellite
communications. In the following subsections, wepmse two techniques to remedy these
convergence issues.

3.2 Time-varying three-dimensional turbo codes

So far, we have only considered fixed or time-imesar (T1) convolutional codes. TV
convolutional encoders have generator polynomidighvperiodically vary with time. The
idea appeared for the first time in the paper o$t€ieo [16]. The author conjectured that TV
convolutional codes have larger free distandgs, than fixed convolutional codes with the



same rate and constraint length. This conjectuck tte the search for periodic TV
convolutional codes that are better than Tl conwhal codes with respect the.. We have
investigated a simple time-varying post-encodepotider to increase locally its minimum
distance. This improves the level of the extrinsiormation provided by the predecoder to
the two SISO decoders, which reduces the loss mvergence threshold for 3D TCs. The
proposed TV encoding technique consists in altergatvo redundancy polynomials in time,
instead of having only one. In the case of the -Kiate selected post-encoder, the octal
polynomialsW; = 4 andW, = 7 are alternated for the parity. Also, we replaome
redundancie¥Vy = 4 by other redundanci&¥, = 7. The replacement period is denoted_by
In Figure 2, time-varying 3GPP2 3D TCs have beenukited over a Rayleigh fading
channel. Figure 2 shows the bit error rate (BERjopmance for blocks of 2,298 bits at code

rate R =§ and4 =% . In this case, the loss of convergence due tchiteid structure is

reduced by 35% from 0.23 to 0.15 dB. Even if thg/l&gh fading simulation in Figure 2
appears to show that the classical TC performasteei best, this is not the case at high error
rates since the minimum distance of the 3D TCgbhéi:dni, = 36 compared tdmy,n = 25 for

the classical TC.

Figure 2 BER performance of the time-varying 3GPP2 3D TC. BER performance of the
time-varying 3GPP2 3D TC with =% for k = 2,298 bitsR =§ and comparison with the

corresponding 3D TC and the classical TC. All satiohs use the Max-Log-MAP algorithm
with 10 iterations (QPSK modulation).

Among all the simulations carried out, it was oledr that the time-varying parity
construction reduces the loss of convergence by 1®%0% of the value expressed in
decibels. We have systematically checked that slyenptotic performance is not degraded.
In fact, the choice of the post-encoder does rititence a lot the minimum distance of the
3D TC for a fixed code memory and for a given peaxbiléy rate . For the time-varying
post-encoder, there is no reason to improve oradiegthe asymptotic performance since we
introduce few local modifications. However, the leg the local minimum distance of the
post-encoder, the better the level of the extringiormation which the predecoder supplies
to the two SISO decoders. Therefore, the TV teamiacts as a convergence accelerator of
the 3D TC. In addition, we have observed that tKéTEOf a time-varying 3D TC changes
with the value oL. This tool can be used to choose an optimal vafle The selected value
can be thé that produces the lowest convergence threshold.

3.3 Three-dimensional turbo codesfor high spectral efficiency transmissions

We have also investigated the association of thel@Dwith high-order modulations. This
structure is used for applications where high daraughputs are required such as the
transmission of high-definition television (HD TMh the most recent transmission systems,
high bit rates require using high-order modulatjasch as 16-QAM for 3GPP2, 64-QAM
for LTE and 256-QAM for DVB-NGH.

We consider a coded modulation scheme based osothealled pragmatic or bit-interleaved
coded modulation approach [17]: a turbo encoderaantbdulator that follows an interleaver
and a Gray mapper. It is known that among the foitsiing a Gray-labelled symbol M-
QAM or M-PSK modulations foM > 4, the average probability of error is not thene for
all the bits [18]. Therefore, three constellatioappings, all compliant with Gray labelling,
were investigated. First, the mapping is uniformigtributed on the entire constellation. In a



second configuration, the systematic bits are mappdetter protected places as a priority,
and all the other bits are uniformly distributedr he third mapping, the systematic bits are
first mapped to better protected places as a pyiofhen, if it is possible, the post-encoded
parity bits are better protected by the considenedlulation than the other non-re-encoded
parity bits. This choice is made because the syaierhnits as well as the post-encoded parity
bits are used by both decoders during the decqafimgess. Thus, protecting them is expected
to reduce the loss of convergence. At the receside, the demapper computes the log
likelihood ratio (LLR) related to each bit of thefermation sequence. This symbol-to-bit
LLR calculation is followed by a 3D turbo decodesing the MAP algorithm. The
application of the proposed transmission schemwvn particular cases of the 3GPP2 3D
code is presented below. In both cases, we conaideansmission over a Rayleigh fading
channel that has been shown to be a challengirgdiyphannel for 3D TCs.

3.3.1 Example 1. 3D TCsassociated with a 16-QAM modulator

Among the four bits forming a symbol with Gray ldimg in 16-QAM, the average
probability of error is smaller for the first anklet third bits than for the second and fourth
bits. To explore this property, frame error rat&Ry performance of 3GPP2 3D TCs has

been simulated with = % at code rat® = § for k = 2,298 bits, as shown in Figure 3. It was

observed through these simulations that the usth@f16-QAM modulation, where the
systematic bits as well as the post-encoded phitisyare more protected than the other non-
re-encoded parity bits, allows the loss of conveecgeof the 3D 3GPP2 TC to be reduced and
even be transformed into a gain in the waterfaljice compared with the 3GPP2
standardized TC.

Figure 3 3D TC associated with a 16-QAM modulator. FER performance of the 3GPP2
3D TC with A =% for k = 2,298 bits,R =§ and comparison with the 3GPP2 TC. All

simulations use the MAP algorithm with 10 decoditeyations and 16-QAM modulation
(transmission in a Rayleigh fading channel).

3.3.2 Example 2: 3D TCsassociated with an 8-PSK modulator

Among the three bits forming a symbol with Graydhing in 8-PSK, the average probability
of error is smaller for the first and the secont lhan for the third bit. We have simulated

the FER performance of 3D TCs Wiﬁh=% at code rat® =§ for k = 1,146 bits. For this

coding rate, the third configuration cannot be addpand we are obliged to implement the
second configuration. Simulations in Figure 4 shbat the use of an 8-PSK modulation,
where the systematic bits are protected as a tfyi@iows a significant gain in the waterfall

region of 0.5 dB compared with the 3GPP2 standaddieC. This gain is more significant

than the one obtained in Figure 3.

Figure 4 3D TC associated with an 8-PSK modulator. FER performance of the 3GPP2 3D
TC withA = % fork = 1,146 bitsR = % and comparison with the 3GPP2 TC. All simulations

use the MAP algorithm with 10 decoding iterationsl 8-PSK modulation (transmission in a
Rayleigh fading channel).

The investigation of the previous three Gray maggiallows some rules of conception to be
defined. In fact, a loss of convergence is stilsetved when the bits in a symbol are



uniformly distributed on the entire constellatiétowever, when the second configuration or
the last one is used, the loss in the convergemashold disappears and a gain in the
waterfall region is observed. When these both goméitions can be implemented, the
configuration 3 must be used as far as possibleer@ise, it is necessary to implement at
least the configuration 2, as in the example pitesembove for the 8-PSK. When the
systematic bits are first protected as a prioritg,aif possible, the post-encoded bits, a
significant gain is obtained. The technique istlad more interesting as the coding rates are
higher for the same value &f even for transmissions over fading channels.ttherowords,
the problem related to the loss in the convergémashold of 3D TCs can be solved.

To conclude, we notice that the notion of irregityaplays a major role to build 3D TCs
having good performance at low and high SNRs. Ikt, fthe optimization method, first
presented in [6], is based on the use of a nonlaeguattern of post-encoding and allows
increasing the minimum distance. Besides, the tiarging post-encoder with a little
irregularity and also the association of the 3D Wigh high-order modulations, where both
the systematic bits and the post-encoded paritydsé more protected than the other parity
bits, create a sort of irregularity in the Gray mpiayg. Both represent a success in reducing or
even eliminating the problem of convergence logge Mext step of the study concerns the
investigation of irregular TCs. The aim is to obtain irregular TC which performs well in
both the waterfall and the error floor regions.

4. Irregular turbo codes

4.1 Another representation of turbo codes

In most cases, the two (or more) constituent RSsoaers of a parallel TC are identical. For
this reason, the authors in [19] proposed a ‘satfeatenated’ turbo encoder, depicted in
Figure 5. It consists of the concatenation of atitipn code and an RSC code separated by
an interleaver. In fact, it is possible to merge tWo trellis encoders and replace the initial
interleaver with a double-sized interleaver predebole a twofold repetitiond-fold repetition

in general). The interest of this second equivaggroding structure of a classical TC lies in
its simplicity and in the opportunity of introdugran irregular structure. By adopting the
terminology used for the low density parity chetPC) codes, a regular TC is related to
the use of a uniform repetition in the equivalentaring structure (see Figure 5). On the
other side, when the repetition degckis not the same for all the information bits, @ is
said to be irregular. Note that the irregular T@liemented in Figure 5 is a generalization of
repeat-accumulate codes presented in [20].

Figure 5 Equivalent encoding structurefor aregular turbo encoder.

The performance of the self-concatenated regularsTi@entical to the one we get using the
standard turbo encoder when the interleaver leisgihfficiently high. For short and medium
block sizes, a few additional iterations are neamgs® achieve the same performance. This is
due to the decoding process because no extrirfsigriation is available at the first iteration.

It is possible to implement a shuffled iterativecolding [21,22] in order to achieve the same
performance as for the classical turbo encoderamid adding iterations in practice. In
shuffled decoding, the decoder updates the extrinfbrmation as soon as possible, without
waiting for all the copies of a given data to begassed. In other words, the decoder does not
wait until the next iteration to send extrinsic iseges. However, as it does not represent a



major problem, we have chosen to increase the nuaibierations in our simulations by two
additional iterations for the classical sequerdetoding.

For instance, the BER performance of the 3GPP2 8Chleen simulated for blocks of 2,298
bits at coding rat® = % . Figure 6 shows that the use of the equivaleab@ing structure for

a regular TC requires two additional iterations.(L2 instead of 10) to reach the performance
of the classical parallel TC.

Figure 6 BER performance of two equivalent encoding structures for a regular 3GPP2
TC. All simulations use the Max-Log-MAP algorithm foroleks of 2,298 bits and coding

rateR = 2 .
3

An irregular TC consists of the concatenation oba-uniform repetition, an interleaver and
a RSC code. In fact, the introduced irregularityjkesait possible to improve the performance
of a TC by inserting some bits inside the RSCigallith a degreel > 2. These high-degree
bits are commonly called pilot bits: they haveable forward and backward metrics in the
decoding process, and they propagate on both idinscand influence the other bits with
degreed = 2. However, making the code irregular leads noirecrease in the rate of the
constituent codes. Therefore, for usual coding reddues, only a small fraction of
information bits is repeateati> 2 times. Thanks to their higher degree, thet jits included
extrinsics instead of two and are thus extremely pretected.

4.2 Selecting the degree profile

For irregular TCs, the information bits are dividatb classes, each claskaving a specific
degreed; =j. The fraction of bits of degresk in a clasg is denoted by, wheref; € [0, 1]. A
degree profile consists of all the degreeand their corresponding non-zero fractidngn
the sequel, we represent a degree profile by tbrd,, fs,..., fnay oOr the vector (2, 3,...,

max

max). The average information bit degreeljs,, ¢4 = Z dif; . We keep the minimum
j=2

degree equal to 2 in order to refer to the clak3i€a The maximum degree @ ax

The convergence threshold as well as the asympietiormance of an irregular TC strongly
depends on its degree profile. The best profileeddp on the interleaver and the generator
polynomials of the RSC code. For codes with vergdablock lengths, the optimization of
the previous parameters can be done using the tgemsdlution method developed by
Richardson and Urbranke [23,24]. Using this appnmpacregular LDPC codes with
performance at 0.0045 dB from the capacity weraiobt [25]. The Gaussian approximation
can be used to speed up the search for good pam@né&his sub-optimal method leads to
quite accurate results and was defined in sevéfateht ways [26-29]. Although the density
evolution method and the Gaussian approximationmoggt can be used to select a good
degree profile for codes with large block sizes, Mo@arlo simulations of the bit error
probability are carried on for finite length. Theaim drawback is that they are time-
consuming, and only profiles with two non-zero frags can be considered. In fact, the
method consists in fixing a degrégeg and varying its fractiofieg. A fraction that achieves
the best performance can be found. The next stegvies changing the degreg.g while
the fractionfieq is fixed to the value already selected. We cam tired optimal values for
both direg and fireg. However, this profile is not automatically thesbeone, since the
optimization does not take into account all thesgae combinationsteg, fireg). AlS0, better



performance may be attained when the profile israstricted to two non-zero fractions. A
simple method, based on the EXIT diagrams to selegbod profile without resorting to
extensive and long simulations, was introduced9h This method allows many degree
profiles to be compared at the same time. Compasisetween different degree profiles in
terms of convergence behaviour as well as asynepbethaviour are made, and the selection
of the best degree profiles can be progressivdiyaa.

The application of this technique led to the chatéwo degree valued = 2 andd = 8 with
the following degree profile(f2 = %,fg = ﬁ) . For reasons of simplicity, only two degrees

have been considered, athe 2 is fixed with reference to the classical T@€tHe sequel, we
adopt this profile as working assumption. In fampared to the regular TC, the irregular
TC with degree profilef{, fg) offers a significant gain in the waterfall regiof 0.3 dB.
However, this code has a poor performance in ther flThe following subsections focus on
the improvement of performance at high SNRs.

4.3 Design of suitable permutationsfor irregular turbo codes

The first intuitive idea investigated was to desagninterleaver where all the groups of eight
bits are uniformly distributed. The objective isttthey spread their reliable forward and
backward metrics along the frame. On the other htrel spread between the pilot groups
should be large enough to avoid correlation betwwbem. High correlation may dramatically
degrade error correction performance and eventhaipossible gain due to a large minimum
distance. An empirical value for the spread isé¢@bleast equal to 2 x ¢ 1), wherev is the
memory length of the simulated code. The conditarthe spread between the pilot groups
imposes a constraint on the fractiofy (fnax IN general) of the pilot bits:

dav 1 . . . . .
fmax < A0t D) +- whered,, is the average information bit degree &g the total

number of information bits. For usual block sizdues, the termllg is negligible, and the
constraint above is a relation betwegl, dmax andv that can be expressed as follows:
Forfs = % , day = 3 andv = 3, this condition can never be satisfied.

dav
fmax = 2XdmaxX(V+1)
In the cases where this condition is not satisfiesl proposed an algorithm in order to jointly
spread the groups of eight bits along the frameraagimize the MHD [10]. This idea was
inspired by a procedure described in [30] whereatlthor focuses on the optimization of TC
permutation design with the so-called almost regpdaimutation model. In [31], Kraidy et al.
used a progressive edge growth-based interleaverrégular TCs to lower the floor in the
case of binary erasure channels. The algorithm nepgsed is based on Dijkstra's algorithm
[32] and on the estimation of the minimum distafazeecach permutation. To apply Dijkstra's
algorithm in our specific context, we first represehe interleaver by a graph. At the
beginning, the graph exists and it is empty. Ascamrsider a tail-biting code, the graph has
the form of a ring. The nodes, empty at first, @anected two by two in the ring. Thus, each
nodeyv; is connected to only a predecessor and a sucogssdhe graph. The weight of each
connectionw;; is equal to 1. The purpose of the algorithm ipwo addresses in the nodes.
Before interleaving, an appropriate repetition [Fleed to each bit among thk bits
stemming from the source. The addresses that appegressively in the graph are the
interleaved addresses corresponding to the outpuheo interleaver. For each bit with
repetition degred, we choose a random interleaved addr€gor the first copy. Then, we
compute the distances fromfj) for any vertex in the actual graph by Dijkstralgorithm.
The interleaved address of the second copy is ahaiseandom such that the score #() is



greater tharx times the best possible value. Then, a connectiost appear in the graph
betweenv,j andv,;.1), represented by a crossbar of weight equal W@.§;+1) = 0.

The algorithm constructs the graph progressivetytha end,d x(j_l) connections are added

to the graph for every bit with degrek These crossbars, of weight equal to 0, connect
different interleaved data of the same informatn Besides, the parameter Ou<< 1 is
used to implement a random variation in the selactlThe valuex = 1 corresponds to the
original Dijkstra's algorithm. We noticed that iewix o = 1 in our algorithm, the obtained
interleavers produce high values of girths but gomes unacceptable values of minimum
distances. The girth is the length of a shortestecgontained in the graph. This criterion of
selection was a priority for the author of [30].fact, his first purpose was to maximize the
correlation girth while keeping an acceptable mmmmHamming distance. However, the
minimum Hamming distance is our most importanteciiin of selection in order to improve
the distance properties of irregular TCs. If thiotpbits are highly correlated, they may
dramatically degrade error performance and even tioe possible gain due to a large
minimum distance. In order to reduce the auto-taticen effect, the interleaver should
spread the pilot bits by increasing the correlagoth. However, the minimum distance can
suffer since a long cycle has more probabilitydatain parity bits of the same data bit. Thus,
we do not look for maximizing this criterion butlgrincreasing the correlation girth and
searching for higher minimum distances. Therefaifferent values were tested for the
parameter, and we finally sea to 0.85, giving a reasonable space of search.yHirae an
interleaver is found, we estimate the minimum Hangrdistance of the irregular TC using
the all-zero iterative decoding algorithm [13]. @mhterleavers that improve the asymptotic
performance of irregular TCs are memorized.

The proposed algorithm allows suitable permutatibmsbe designed that increase the
minimum distance of irregular TCs. The pilot bite aow distributed along the frame in a
way that they guarantee a good spread betweenftaeedt groups, and the correlation effect
between the pilot groups is reduced. This algoritmarks very well for short block sizes
[10]. For medium sizes and large blocks, the atgorileads to a systematic search for an
optimized interleaver in a wide domain of parametaiues, due to the random selection
introduced by parametex When the block size is some thousand bits, therihm may
take an unacceptable computational time to finddgaterleavers, and we cannot be sure of
detecting all the possible cases.

This algorithm was run for blocks of 1,146 bits widegree profilef{, fs). As the average
degree isdy,, = 3, the interleaver length is equal to 3,438.uFeg7 compares the FER
performance of the code under both random and dgedrinterleaving. A gain of two orders
of magnitude in the error floor is observed, indaof the optimal interleaver. Nevertheless,
like for random interleavers, one additional dragkbaf this family of interleavers is the
necessity to store the interleaved addresses equadions are available for the permutation.

Figure 7 FER performance of irregular TCs under both random and optimized
interleaving. For blocks of 1,146 bits at coding rd&te= % . The degree profile idy( fg). All
simulations use the MAP algorithm with eight decgdierations.




4.4 Adding a post-encoder toirregular turbo codes

The proposed algorithm in section 4.3 is only pcatiie for short to medium blocks. It is

possible to investigate the interleavers providgedhe proposed algorithm and explore them
in detail in order to find structured interleavehgving similar properties, which can be
described in an analytical way. However, as prestipexplained, devising permutations for
turbo codes is not an easy task. In order to enswmge asymptotic gain at very low error
rates, even with non-optimized internal permutagtwwa propose an irregular TC inspired by
our work about 3D TCs in order to improve the dist properties of these codes [9]. A
fraction 0< 1 <1 of the parity bits are post-encoded by a rape<i-encoder. For the regular

3D TC, the increase in minimum distance is sigaific at the expense of a loss in
convergence threshold and an increase in compleXiy same kind of behaviour is

expected for irregular TCs.

Figure 8 shows the BER and FER performance of aegamd irregular TCs for blocks of
2,046 bits and code raie= g . Thus, the interleaver length is equal to 6,X3@npared with

irregular TCs, the gain at high SNRs is nearly twrders of magnitude when the post-
encoding is performed. Other simulations show ¢hgain of nearly 2.5 orders of magnitude
can be observed for longer interleavers. Note thdike the method described in section 4.3,
there is no limitation on the block size. The gradvantage is that irregular TCs with post-
encoding perform better than the regular TCs i lblo¢ waterfall and the error floor regions.
It is possible to increase even more the minimustadice by the search of an adapted pattern
of post-encoding. Here, the post-encoding is regtdawever, it is possible to postcode only
the pilot bits, or only the bits with the lowestgdee, or to find a balance between both of
them. This perspective is expected to give betsults and will be investigated in a future
work.

Figure 8 BER and FER performance of 3GPP2 irregular TCs and comparison with the
corresponding regular TCs. For blocks of 2,046 bits at coding rakezg . The degree

profile is (,, fg). All simulations use the MAP algorithm with 10 deing iterations
(transmission in a Gaussian channel).

5. Conclusions

In this paper, the authors have explored a hyliriccgire combining both parallel and serial
concatenation based on a three-dimensional coaplysiderived from the classical TC by
concatenating a rate-1 post-encoder at its ou§ruteral techniques are proposed to improve
3D TCs. A first optimization method makes it po$sito increase the MHD of the 3D TC
even more by searching for irregular patterns dftqyemcoding. Then, the use of a time-
varying post-encoder reduces the loss of conveggémeshold for 3D TCs. When the 3D
code is associated with high-order modulationspexiic Gray mapping allows the loss in
convergence to be transformed into a gain at aR&Nhus, it is possible to build 3D TCs
which have good performance in both regions.

In this paper, we also explore various aspectgrefjular TCs. A method based on EXIT
charts in order to select a good profile of degriegsresented. Afterwards, we discuss the
design of powerful permutations suited for suchecsttuctures and propose an algorithm.
Graph-based permutations built from a combinatidn Dakstra's algorithm with an



estimation of the minimum distance significantlypirave the distance properties of irregular
TCs. Finally, to take advantage of the resulthaprevious analysis of 3D TCs and in order
to combine both studies, a new modified structueie heen proposed: the association of
irregular TCs with the same post-encoder used EIT&s results in irregular turbo coding
schemes which perform better than regular TCs th tie waterfall and error floor regions.
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