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ABSTRACT of the Active Appearance Models (AAM) and LBP with se-
) ) o quence selection algorithmShan selects discriminative LBP
Shape and texture provide different modalities in facetgstyres with Adaboost in [3]. In [4Kumar et al. classify
based gender classification. Although extensive works haV&enderwith a set of visual attributes of face. RecentlySip [
been reported in the literature, the majority of them are i'"\/\ang et al. enhance LBP with one of its variants. named Lo-
the scope of shape or texture modality, individually. Amongcq| Circular Patterns (LCP), for gender classification. 8] [
them, only a few concern their combination, and to the best;akinen and Raisamo make a comparative study of different
of our knowledge, no work considers the combination withyenger classification methods, and find that the database, no
the 3D face surface. In this work, we investigate the cOMy;ization, hair, and experiment settings account morthier
bination of shape and texture modalities for gender classifiggyts, than the classifiers. For shape-based gendeifielass
cation, with both the combination of range images and grayation, in [7], Liu et al. extract features in consideration of
images, and the combination of 3D meshes and gray imageg,e height and orientation differences on symmetricaldiaci
In 10-fold subject-independent cross-validation with &am  ,4ints. 1n [8],Han et al. extract geometric features with the
Forest on the FRGC-2.0 dataset, we achieved a correctness,gfi,me and area information of faces. In [Bly et al. divide

93.27%+5.16%, which outperforms each individual modality gach face into four regions for feature extraction, and firad t
and is comparable to the state-of-the-art. Results confian t o  pner face is the most discriminative in the face. In,[10]
shape and texture modalities are complementary, and thejfqerici et al. obtain features with the MDS (Multi Dimen-
combination enhances the performance of face-based gendgg 4 Scaling) and wavelets. In [11Ballihi et al. select

classification. salient geometrical facial features with Adaboost. Redgent
Index Terms— 3D/2D face modality, Gender classifica- in [12], Xia et al. obtain Dense Scalar Field features through
tion, DSF, LBP, Random Forest, fusion. shape comparison of symmetrical faical curves.

Despite that the methods on individual texture or shape
modality have acquired good performance in the literatitire,
has been noticed that the combination of shape and texture
modalities tends to be a better strategy in face-based gende
classification. In [13]Lu et al. use SVM (Support Vector

1. INTRODUCTION

Human faces provide a variety of important demographic in

formation, such as gender, age and ethnicity. The infolomati . . o
d g y Machine) to generate the posterior probabilities of ramge a

is conveyed by different modalities, e.g., shape and textur . L Th babilit hen fused withed
of face representation. Physically, the 3D face shape dxafinénte.ns'ty Images. 1he proba lities are then used W't. qu
weight and compared directly for gender classification. In

the solid border which distinguishes the face and the envi-

ronment, while the texture represents the reflection and at£3_1-4],d|VW et al. comblndefshape anq thture 'mpl'c'tl)éw'tr:
sorption effects of external illumination caused by theefac needle maps recovered from intensity images in gender clas-

skin. They are naturally attached in physical face and ar?ification. Ir_‘ [15],Huynhdethal lejsi the (I_Bé?ad;ent-LBPfeazt;res
used intuitively together in human face interpretatiorivact ' °oN' fangeimages, an the Uniform eatures on 2D gray

ities. Different modalities of human faces provide diffiere images, for gender clgssi.fication. All these previous wo_r!<s
cues for facial attribute recognition. In the literaturefade- have found that combination of shape and texture modalities

based gender recognition, a list of works have been done Wit¥1'eIdS better performance with their experimental results

consideration of these two modalities. From the literature, we observe that the combination of

For texture-based gender classificatigiiginaset al. [1]  shape and texture modalities for gender classification has
combine Contrast Information (strength of patterns) and Lobeen noticed, while as far as we know, no effort has been
cal Binary Patterns (LBP). In [2)ang et al. fuse the outputs issued in combination of the 3D mesh and 2D texture image.



The previous studies in [13, 14, 15] are based on relativeng DSF features was first proposed Dyira et al. [18] for
small datasets (less than 1250 3D images), leaving doulBD face dynamic expression recognition, and then employed
on their statistical-significance on a more comprehensivby Xiaet al. [12] for extracting bilateral symmetric features in
dataset. In addition, experiments described in [13] andl [143D face for gender classification. Formally, the face terepla
are conducted on neutral faces. In contrast, our work invesF and the preprocessed 3D faces, which have undergone the
tigates the relationship of shape and texture modalitigs nsame preprocessing procedures in [12] for hole-fillingpero
only with the combination of range and gray images, bufping, smoothing and rotation, are first represented by a set
also with the combination of 3D face meshes and gray imef parameterized radial curves emanating from the nose tip.
ages. Experiments are carried out on the FRGC-2.0 datas@then, for a pair of corresponding parameterized facial esirv
where as many as 4007 scans for each type of data (3D mesig in a preprocessed fac®and ¢ in the face templatd
range image, gray image) exist. With these improvementsyith curve indexa, wherej3 : I — R3, I = [0, 1], they are

we ensure that our investigation on the combination of faceepresented ag, ¢ : I — R?, using thesquare-root veloc-

shape and texture for gender classification is more thorouqlfy function, denoted by;(t), whereg(t) = EION Further,
and statistical-significant. In our approach, we first perfo  ~ ) Bl )
gender classification for each type of data (mesh, range inWith the constraint of|¢|| = 1, where| - || implies the.

age and gray image), with Dense Scalar Field (DSF) featurd??'m, the length ofg andgy are unified. The tangent vector
on 3D meshes, LBP features on range images and 2D grdi¢ld ¢;, on the geodesic path frogg to ¢f is given by (1):
images. Then both the combination of mesh and gray image, . 9
and combination of range and gray image, are explored in PE = — (qf — cos(0)qQ) Q)
fusion scenario. sin(6)

The rest of this paper is organized as follows. The detailsvhered = cos™'((¢¢, ¢¢)), and{(.,.) implies theLL? inner
of DSF and LBP features for 3D and 2D are described in segroduct of its elements. Witk = ||¢Z(/€)||, the magni-
tion 2 and 3, respectively. Random Forest classifier and thg,ge OWS at each point, with curve index and point index
fusion schema are presented in section 4. In section 5,extep, a Dense Scalar Field (DSF) between a preprocessed face
sive experiments are shown to justify our approach. Finallys and the face templaté is extracted. This Dense Scalar
we draw conclusion in section 6. Field quantifies the shape difference between correspgndin

radial curves irS andT on each indexed point. Figure 2 ex-

2 EXTRACTING DSF FEATURES FROM 3D MESH amplifies this DSF. For each subject, the face in column (a)
' shows the 2D intensity image; column (b) illustrates the pre

Regarding the anatomic founding in [16], where the auprogessed 3D face surfa& column (c) shows the 3D face
thors find out that female faces usually possess smootharVVith extracted curves; column (d) shows color-map of the
and rounder foreheads and cheeks, and less prominent noseSF Mapped o with three poses. In echoing with what we
chins and jaws than male faces, we conclude that, generall?/t,ated in the beginning of this section, we observe that, fe-
male faces possess more changes than female faces. In dif/€ faces generally need more energy to deform to the face
work, as shown in Figure 1, we define a face templates templateT, especially in the nose, chin and jaw regions.

the middle point of the geodesic deformation path from a
representative male face to a representative female fag¢e [1
We can see that this face templdtds more similar to the
male face than to the female face. Thus, generally, more
energy should be enforced to deform a female fack tioan

to deform a male face t®, especially in the regions of nose,
chins and jaws, which are more prominent in male faces.

Source fce

vvvvvvvvvvvvvvvvvvvv

Fig. 1. The face template (the middle point of geodesic defor-
mation path from a male scan to a female scan). Fig. 2. lllustrations of DSF on face. (a) 2D intensity im-
age; (b) preprocessed 3D face surf&céc) S with extracted
curves; (d) color-map of the DSF mapped 8rwith three
The energy needed to deform a facd tis represented by poses.
the Dense Scalar Field (DSF). The methodology for extract-



3. EXTRACTING LBP FEATURES FROM RANGE 4. GENDER CLASSIFICATION
AND GRAY IMAGES
Face-based gender classification is a binary problem which

LBP, a non-parametric method [19], was originally proposedclassifies the gender of query face into male or female. We
to describe local texture variations in 2D images. The basi€aTy out gender classification experiments with the well-
LBP operator labels image pixels by thresholding i a 3 known machine learning algorithm, Random Forest. Random
neighborhood. If the value of a neighbor pixel is no lowerForestis an ensemble learning method that grows many clas-
than the central pixel, the corresponding binary bitissdtt Sification trees. To classify a new subject represented by an
otherwise to 0. By concatenating all the eight binary bits, dnPut feature vector, each tree of the forest gives a claasifi
binary number is hence formed, and the corresponding de&©n result and the forest makes the predicted class label by
imal number is used for labeling. Due to its discriminativechoosing the classification having the most votes. The fores
power, tolerance to monotonic lighting changes and compRISO generates a probability for the predicted class label.
tational simplicity, LBP has been extensively adopted in 2D With the predicted class labels and probabilities given by
face recognition [20]. Some recent works also reveal itscomRandom Forest, we define a fusion strategy named maximum-

petence for face-based gender classification [5, 21]. criteria as following: suppose that for a query subject, the

As noted in [22], when the LBP operator works on texture,foreSt generated with one type of features makes a predicted

the LBP codes are regarded as micro-textons such as curvE{#SS labeRwith a probabilityPa, and the forest created with
edges, spots, flat regions, etc. Similarly, when LBP operate2n0ther type of features yields a predicted class IBbeith

on range images which are based on depth information, it dé ProbabilityPa. If Pa>Pb, the predicted class label of the
scribes local shape structures, e.g. flat, concave, coreex efusion comes ta; otherwise the fusion result &

In our work, we use the LBP operator to extract the gender

related cues on both range and gray images, for the purpose 5. EXPERIMENTS

of comparison and possible combination. Technically,,first

facial images (range or gray images) are cropped and resizqthe FRGC-2.0 database was collected by researchers from
to a unified size in preprocessing. Then with the preprocessehe University of Notre Dame. It contains 4007 3D face
image divided into several local regions, the LBP bins oheac meshes constructed from 4007 range images, and 4007 corre-
region are extracted on each pixel within a neighborhood o§ponding 2D scans of 466 subjects with differences in gender
3 x 3 pixels. Finally, the LBP bins on each region are cate-ethnicity, age and expression [23]. For gender, there 248 18
gorized into 59 Uniform LBP patterns, and the histograms obcans of 203 female subjects and 2159 scans of 263 male
these Uniform LBP patterns on each region are generated agdbjects. With FRGQ@-0, we performed a set of 10-fold
concatenated, to form a face description which containis botsubject-independent cross-validation experiments Wwitb

local and global information. Figure 3 shows some examplegee random forest. First, we performed gender classifioati

of LBP histogram on range and gray images. experiments considering only one modality, with LBP fea-
tures from gray images, LBP features from range images,
Rangeimage Range LBP features Grayimage  Gray LBP features and DSF features from 3D meshes, respectively. Then, using
g the maximume-criteria, we experimented the combination of
§ ‘ | m , shape and texture modalities in two ways: one fuses the re-
i Aol i) it Bt sults from gray images and range images, and the other fuses
g ‘ | the results from gray images and 3D meshes.
EL J i mmu m | Experimental results are shown in Figure 4. The bars and
s mmm il sttt the vertical lines illustrate the recognition rates anddtas-
g :: | : dard deviations. From Figure 4, we observe that results with
% ‘ “MJ M WLL : all single modalities are relatively effective-(85%). The
el faaaan s DSF features extracted from 3D mesh perform better than

| ‘ , the LBP features extracted from 3D range ima@@{0% >
‘ h m | J.M : | 88.13%), and LBP features yeild better performance with 3D
bl e ald i) range images than with 2D gray imag&8.61% > 86.47%).
In fusion scenario, both the combination of 3D-mesh/gray-
Fig. 3. lllustrations of LBP features. For each subject, fromimage, and the combination of range-image/gray-image, out
left to right, the columns are: the range image, the concatgyerfom its corresponding individual modality. It confirrhsit
nated LBP histograms of the range image, the gray imag&hape and texture modalities are complementary in facesbas
and the concatenated LBP histograms of the gray image.  gender classification. The best result is achieved in coabin
tion with 3D mesh and 2D gray image, with a mean correct-
ness 003.27% and a standard deviation 5f16%.

€0ZP8LEVO




Range Image Graylmage Ground Truth Range Result Gray Result Fusion Result

r -
' = | Female Male Female Male
, (0.81) (0.50)

I L BP-Gray

[ LBP-Range
[0 DSF-Mesh
[ LBP-Gray+LBP-Range
N  BP-Gray+DSF-Mesh

8vP6YEY0

7l T § Male Female Female Female
‘ l ¥ (0.68) (0.61)
12
e £
S 08f ] Female Female Female Female
S §
£ g (0.60) (0.74)
o
&
ozb £ Male Male Male Male
B (0.80) 0.72)
3
0.6

Methods
Fig. 6. Fusion with results from range and gray images. For

Fig. 4. Gender classification results. The bars signify theeach subject, from left to right, the columns are: the prepro
recognition rates and the vertical lines signify the cquoesl- ~ cessed range image, the preprocessed gray image, the ground
ing standard deviations in experiments. From left to rige, ~ truth of gender, the predicted class label and the prottybili
columns are: the result with LBP features from gray imageWith range image, the predicted class label and the prababil

the result with LBP features from range image, the resuti wit With gray image, the predicted class label of fusion.

DSF features on 3D meshes, the result with combination of

LBP features from gray and range image, and the result with

comb:cnation of LB'; features from gray images and DSF feafabel of fusion. We observe that in both Figure 5 and Figure 6,
tures from 3D meshes. there are cases where the classification one of the modalitie

fails, but the fusion makes the correct prediction. Thesesa
explain directly why improvements occur in fusion.

Mesh Graylmage Ground Truth Mesh Result Gray Result Fusion Result

E ’ 'y | Female Female Male Female
& ~— (0.98) (0.50) . .
Table 1. comparison with state of the art.
g Male Male Female Male _
£ (0.80) (0.61) Author| Thiswork Lu e al. | Hunhetal. | Wu et al.
[13] [14] [15]
i Kvaks | Mdle forals:  Feinale Data | mesh+gray | rangetgray | rangetgray | needle map
& (0.62) (0.74) Data | 4007 scang | 1240 scand | 1149 scang | 260 scans
Sze 466 subjects | 376 subjects | 105 subjects
E Male Female Male Female Result | 93.27 +£5% | 91 +£3% 96.70% 93.6 + 4%
g (0.74) (0.72)

) ) ) . Table 1 gives a comparison to the highly related works.
Fig. 5. Fusion with results from meshes and gray imagesa|though we have experimented with significantly more
For each subject, from left to right, the columns are: the prégcang and more subjects, our recognition rate is higher than
processed 3D mesh, the preprocessed gray image, the groypd \york [13], and comparable to the work [15]. The recog-
trL_Jth of gender, the preo_licted class label and the prohmb_il_i nition rate is lower than the work dduynh et al. [14], while
with 3D mesh, the predicted class label and the probability s should be noted that their result is based on 1149 pairs
with gray image, the predicted class label of fusion. of range and gray images 05 subjects, far less than in our

work, where 4007 pairs of 3D meshes and gray images®f
subjects are involved.

Figure 5 and Figure 6 present some examples in fusion
scenario. From left to right, the columns are: the prepraegs
3D data (mesh for Figure 5 and range image for Figure 6), the
corresponding preprocessed 2D gray image, the ground truth this paper, we have investigated the combination of face
of gender, the predicted class label and the probabilith wit shape and texture modalities for gender classificationh Wit
3D data (meshes for Figure 5 and range images for Figure 8D DSF features calculated directly from 3D meshes, and
with both predicted class label and its probability), the-pr the LBP features extracted from range and gray images, the
dicted class label and the probability with gray image (prefusions of 3D-mesh/gray-image and range-image/gray-émag
dicted class label and its probability), and the prediclads have always demonstrated the superiority to their cormedpo

6. CONCLUSION



ing individual modalities on the FRGC-2.0 dataset. We hav§12]
achieved a comparable result @3.27 4+ 5.16%, in combi-

nation of 3D meshes and gray images. Results confirm that
shape and texture modalities are complementary, and the
combination of them performs better than individual modal-

ity, in face-based gender classification. [13]
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