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A HÖLDER-LOGARITHMIC STABILITY ESTIMATE FOR
AN INVERSE PROBLEM IN TWO DIMENSIONS

MATTEO SANTACESARIA

Abstract. The problem of the recovery of a real-valued potential in

the two-dimensional Schrödinger equation at positive energy from the

Dirichlet-to-Neumann map is considered. It is know that this problem is

severely ill-posed and the reconstruction of the potential is only logarith-

mic stable in general. In this paper a new stability estimate is proved,

which is explicitly dependent on the regularity of the potentials and on

the energy. Its main feature is an efficient increasing stability phenom-

enon at sufficiently high energies: in some sense, the stability rapidly

changes from logarithmic type to Hölder type. The paper develops also

several estimates for a non-local Riemann-Hilbert problem which could

be of independent interest.

1. Introduction

This paper is the last of a series of four papers focusing on stability esti-

mates for the Gel’fand-Calderón problem on the plane. In the first paper,

[27], a first global stability estimate is proved. The second and the third

paper, [29, 30], deal with stability estimates in the zero-energy and negative-

energy case, respectively, which explicitly depend on the energy and on the

regularity of potentials. The present work covers the last and maybe more

interesting case when the energy is supposed to be positive.

The Gel’fand-Calderón problem concerns the Schrödinger equation at

fixed energy E,

(1.1) (−∆+ v)ψ = Eψ on D, E ∈ R,

where D is a open bounded domain in R
2 and v ∈ L∞(D) (we will refer to

v as a potential). Under the assumption that

(1.2) 0 is not a Dirichlet eigenvalue for the operator −∆+ v − E in D,
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we can define the Dirichlet-to-Neumann operator Φ(E) : H1/2(∂D) → H−1/2(∂D),

corresponing to the potential v, as follows:

(1.3) Φ(E)f =
∂u

∂ν

∣

∣

∣

∣

∂D

,

where f ∈ H1/2(∂D), ν is the outer normal of ∂D, and u is the H1(D)-

solution of the Dirichlet problem

(1.4) (−∆+ v)u = Eu on D, u|∂D = f.

This construction gives rise to the so-called Gel’fand-Calderón problem.

Problem 1. Given Φ(E) for a fixed E ∈ R, find v on D.

This problem can be considered as the Gel’fand inverse boundary value

problem for the two-dimensional Schrödinger equation at fixed energy (see

[11], [20]). At zero energy this problem can also be seen as a generalization

of the Calderón problem of the electrical impedance tomography (see [8],

[20]).

Note that this problem is not overdetermined, in the sense that we consider

the reconstruction of a function v of two variables from inverse problem data

dependent on two variables.

In this paper we study interior stability estimates, i.e. we want to prove

that given two Dirichlet-to-Neumann operators Φ1(E) and Φ2(E), corre-

sponding to potentials v1 and v2 on D, we have that

‖v1 − v2‖L∞(D) ≤ ω (‖Φ1(E) − Φ2(E)‖∗) ,

where the function ω(t) → 0 as fast as possible as t→ 0 at any fixed E and

‖ · ‖∗ is some operator norm. The explicit dependence of ω on E is analysed

as well.

There is a wide literature on the Gel’fand-Calderón inverse problem. In the

case of complex-valued potentials the global injectivity of the map v → Φ

was firstly proved in [20] for D ⊂ R
d with d ≥ 3 and in [7] for d = 2

with v ∈ Lp: in particular, these results were obtained by the use of global

reconstructions developed in the same papers. A global logarithmic stability

estimate for Problem 1 for d ≥ 3 was first found by Alessandrini in [1]. In the

two-dimensional case the first global stability estimate was given in [27]. In

[16] logarithmic stability was proved in dimension d ≥ 2 without condition

(1.2), using more general boundary data (impedance boundary map). For

Lipschitz stability estimates concerning this and similar inverse problems

with finite dimensional restrictions see [2], [3], [5] and [6].
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In [29] and in [30] we considered Problem 1 at zero and negative energy,

respectively, and answered the following question: how the stability estimates

vary with respect to the smoothness of the potentials and the energy.

This paper completes the preceding works by considering the positive

energy case.

We will assume for simplicity that

D is an open bounded domain in R
2, ∂D ∈ C2,

v ∈Wm,1(R2) for some m > 2, v̄ = v, supp v ⊂ D,
(1.5)

where

Wm,1(R2) = {v : ∂Jv ∈ L1(R2), |J | ≤ m}, m ∈ N ∪ {0},(1.6)

J ∈ (N ∪ {0})2, |J | = J1 + J2, ∂Jv(x) =
∂|J |v(x)

∂xJ11 ∂x
J2
2

.

Let

‖v‖m,1 = max
|J |≤m

‖∂Jv‖L1(R2).

We will need the following regularity condition:

(1.7) E > E1,

where E1 = E1(‖v‖m,1,D) or, roughly speaking, E is sufficiently great with

respect to some appropriate norm of the potential. This condition implies,

in particular, that the Faddeev eigenfunctions are well-defined on the entire

fixed-energy surface in the spectral parameter (see Section 2 and Remark

2.1).

Theorem 1.1. Let the conditions (1.2), (1.5), (1.7) hold for the potentials

v1, v2, where D is fixed, and let Φ1(E) , Φ2(E) be the corresponding Dirichlet-

to-Neumann operators at fixed positive energy E > 0. Let ‖vj‖m,1 ≤ N ,

j = 1, 2, for some N > 0. Then there exists a constant C1 = C1(D,N,m)

such that for any 0 < τ ≤ 1, we have

‖v2 − v1‖L∞(D) ≤ C1

(

Eδτ +
(√

E + (1− τ) log(3 + δ−1)
)−(m−2)

)

,(1.8)

for every δ < δ̃(τ), where δ = ‖Φ2(E) − Φ1(E)‖L∞(∂D)→L∞(∂D).

This results yields the following corollary.

Corollary 1.2. Under the same assumptions, there exists a constant C2 =

C2(E,D,N,m) such that

‖v2 − v1‖L∞(D) ≤ C2(log(3 + δ−1))−α, α = m− 2,(1.9)

for δ < δ̃.
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The novelty of estimate (1.9), with respect to [27], is that, as m → +∞,

we have α → +∞. Moreover, under the assumption of Theorem 1.1, ac-

cording to instability estimates of Mandache [19] and Isaev [13], our result

is almost sharp. To be more precise, it was proved that stability estimate

(1.9) cannot hold for α > 2m for Cm real-valued potentials and α > m for

Cm complex-valued potentials. Note that stability estimates and instabil-

ity counterexamples are proved in different function spaces. In particular,

by Sobolev embedding, we have only that Wm,1+ε(D) ⊂ Cm−2(D) for any

ε > 0. From this and the fact that the same stability holds in the linearized

case (Born approximation, see [26]), we believe that our result is in fact

sharp. Unfortunately we could not find yet an explicit counterexample in

the Wm,1 class. Our estimates are still valid for complex-valued potentials,

if E is sufficiently large with respect to ‖v‖C(D̄): in this case we can’t use

the formulas at the beginning of Section 4 for the solution of the Riemann-

Hilbert problem and thus it is necessary to follow a more general approach,

like in [21, §6].

Estimate (1.9) also extends the result obtained in [29] for the same problem

at zero energy and in [30] at negative energy. In dimension d ≥ 3 a global

stability estimate similar to (1.9) was proved in [25], at zero energy.

As regards (1.8), its main feature is the explicit dependence on the energy

E. This estimate consist of two parts, the first logarithmic and the second

Hölder; when E increases, the logarithmic part decreases and the Hölder

part becomes dominant. This estimate is sharp not only with respect to the

dependence on the smoothness of the potentials, but also with respect to the

energy, as shown in [14]. It extends the result of [30], where a similar energy-

dependent stability estimate was obtained at negative energy. Yet in that

case the Hölder part grows exponentially with the energy, while in the present

work it grows linearly. For this reason estimate (1.8), namely when τ =

1, is totally coherent with the Lipschitz stable approximate reconstruction

algorithms developed in [22] and [28].

Estimate (1.8) is the first stability result in two dimensions for the Gel’fand-

Calderón problem at positive energy with an explicit dependence on the

smoothness of potential and on the energy. In dimension d ≥ 3, global

energy-dependent stability estimates changing from logarithmic type to Lip-

schitz type at high energies were given in [18] and greatly improved in [17]. In

turn, the paper [18] was preceeded by [24]. See also [15] for similar estimates

for another inverse boundary value problem.

The proof of Theorem 1.1 follows the scheme of [30] and it is based on

∂̄ techniques. The map Φ(E) → v(x) is considered as the composition of

Φ(E) → (r(λ), ρ(λ, λ′)) and (r(λ), ρ(λ, λ′)) → v(x), where r(λ) and ρ(λ, λ′)
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are complex valued functions, closely related to the so-called generalised

scattering amplitude (see Section 2 for details).

The stability of Φ(E) → (r(λ), ρ(λ, λ′)) – previously known only for E ≤ 0

– relies on some identities of [23] (based in particular on [1]), and estimates on

r(λ) for λ near 0 and ∞. The reconstrution of r(λ) from Φ(E) is logarithmic

stable with respect to Φ (at fixed E), while the reconstruction of ρ(λ, λ′) is

Lipschitz stable. These results are proved in section 3.

The stability of (r(λ), ρ(λ, λ′)) → v(x) is of Hölder type and it is proved in

section 4. This is the most challenging part of the paper because we need to

establish several new estimates for the non-local Riemann-Hilbert problem

solved by r(λ) and ρ(λ, λ′) (see Section 2 for details). We make great use of

the theory of generalised analytic functions of Ahlfors-Vekua and the main

reference is [31]. In particular, we establish pointwise and Lp estimates for

solutions of non-homogeneous ∂̄-equations with pole singularities.

In Section 5 we show how the composition of the two above-mentioned

maps gives the result of Theorem 1.1.

2. Preliminaries

We recall the definition of the Faddeev eigenfunctions ψ(x, k) of equation

(1.1), for x = (x1, x2) ∈ R
2, k = (k1, k2) ∈ ΣE ⊂ C

2, ΣE = {k ∈ C
2 : k2 =

k21 + k22 = E} for E 6= 0 (see [9], [21]). We first extend v ≡ 0 on R
2 \D and

define ψ(x, k) as the solution of the following integral equation:

ψ(x, k) = eikx +

∫

y∈R2

G(x− y, k)v(y)ψ(y, k)dy,(2.1)

G(x, k) = g(x, k)eikx,(2.2)

g(x, k) = −
(

1

2π

)2 ∫

ξ∈R2

eiξx

ξ2 + 2kξ
dξ,(2.3)

where x ∈ R
2, k ∈ ΣE \ R2. It is convenient to write (2.1) in the following

form

(2.4) µ(x, k) = 1 +

∫

y∈R2

g(x− y, k)v(y)µ(y, k)dy,

where µ(x, k)eikx = ψ(x, k).

For Imk = 0 formulas (2.1)-(2.4) make no sense; however, the following

limits make sense

ψγ(x, k) = ψ(x, k + i0γ), Gγ(x, k) = G(x, k + i0γ),(2.5)

µγ(x, k) = µ(x, k + i0γ),(2.6)
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We define EE ⊂ ΣE \R2 the set of exceptional points of integral equation

(2.4): k ∈ ΣE \ (EE ∪ R
2) if and only if equation (2.4) is uniquely solvable

in L∞(R2).

Remark 2.1. From [22, Proposition 1.1] we have that there exists E0 =

E0(‖v‖m,1,D) such that for |E| ≥ E0(‖v‖m,1,D) there are no exceptional

points for equation (2.4), i.e. EE = ∅: thus the Faddeev eigenfunctions exist

(unique) for all k ∈ ΣE \ R2.

Following [12], [21], we make the change of variables

z = x1 + ix2, λ =
k1 + ik2√

E
,

k1 =

(

λ+
1

λ

)

√
E

2
, k2 =

(

1

λ
− λ

)

i
√
E

2
,

and write ψ, µ as functions of these new variables. For |λ| = 1 and E > 0

formulas (2.3) and (2.4) make no sense but the following limits do:

ψ±(z, λ) = ψ(z, λ(1 ∓ 0)), µ±(z, λ) = ψ(z, λ(1 ∓ 0)),(2.7)

g±(z, λ) = g(z, λ(1 ∓ 0)).(2.8)

For k ∈ ΣE\(EE∪R2) we can define, for the corresponding λ, the following

generalised scattering amplitude,

b(λ,E) =
1

(2π)2

∫

C

exp

[

i

2

√
E

(

1 + (sgnE)
1

λλ̄

)

(2.9)

×
(

(sgnE)zλ̄+ λz̄
)

]

v(z)µ(z, λ)dRez dImz,

and the functions h±,

h±(λ, λ
′, E) =

(

1

2π

)2 ∫

C

exp

[

− i

2

√
E(λ′z̄ + z/λ′)

]

(2.10)

× v(z)ψ±(z, λ)dRez dImz,

for |λ| = |λ′| = 1. It is useful to introduce the following auxiliary functions

h1, h2,

h1(λ, λ
′) = θ

[

−1

i

(

λ′

λ
− λ

λ′

)]

h+(λ, λ
′)(2.11)

− θ

[

1

i

(

λ′

λ
− λ

λ′

)]

h−(λ, λ
′),

h2(λ, λ
′) = θ

[

−1

i

(

λ′

λ
− λ

λ′

)]

h−(λ, λ
′)(2.12)

− θ

[

1

i

(

λ′

λ
− λ

λ′

)]

h+(λ, λ
′),
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and ρ, solution of the following integral equations,

ρ(λ, λ′) + πi

∫

|λ′′|=1
ρ(λ, λ′′)θ

[

1

i

(

λ′

λ′′
− λ′′

λ′

)]

(2.13a)

× h1(λ
′′, λ′)|dλ′′| = −πih1(λ, λ′),

ρ(λ, λ′) + πi

∫

|λ′′|=1
ρ(λ, λ′′)θ

[

−1

i

(

λ′

λ′′
− λ′′

λ′

)]

(2.13b)

× h2(λ
′′, λ′)|dλ′′| = −πih2(λ, λ′),

for |λ| = |λ′| = 1. Here and in the following we drop the dependence of some

functions on E for simplicity’s sake.

The functions just defined play an important role in the following Riemann-

Hilbert problem solved by µ. When v is real-valued and E > 0 we have (see

[21] for more details):

(2.14)
∂

∂λ̄
µ(z, λ) = r(z, λ)µ(z, λ),

for λ not an exceptional point (i.e. k(λ) ∈ ΣE \ (EE ∪ R
2)) and |λ| 6= 1,

where

r(z, λ) = r(λ) exp

[

− i

2

√
E

(

1 + (sgnE)
1

λλ̄

)

(

zλ̄+ λz̄
)

]

,(2.15)

r(λ) =
π

λ̄
sgn(λλ̄− 1)b(λ,E),(2.16)

where b is defined in (2.9);

µ+(z, λ) = µ−(z, λ) +
∫

|λ′|=1
ρ(λ, λ′, z)µ−(z, λ

′)|dλ′|,(2.17)

for |λ| = 1, where

(2.18) ρ(λ, λ′, z) = ρ(λ, λ′) exp

[

i
√
E

2

(

(λ′ − λ)z̄ +

(

1

λ′
− 1

λ

)

z

)

]

,

where ρ(λ, λ′) is defined in (2.13). In addition we have

lim
|λ|→∞

µ(z, λ) = 1,(2.19)

µ(z, λ) = 1 + µ−1(z)λ
−1 + o(|λ|−1), for |λ| → ∞,(2.20)

v(z) = 2i
√
E
∂

∂z
µ−1(z).(2.21)
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We recall that if v ∈ Wm,1(R2) with supp v ⊂ D, then ‖v̂‖α,m < +∞ for

some 0 < α < 1, where

v̂(p) = (2π)−2

∫

R2

eipxv(x)dx, p ∈ C
2,(2.22)

‖u‖α,m = ‖(1 + |p|2)m/2u(p)‖α,(2.23)

‖w‖α = sup
p,ξ∈R2,|ξ|≤1

(

|w(p)|+ |ξ|−α|w(p + ξ)− w(p)|
)

,(2.24)

for test functions u,w.

We restate in an adapted form a lemma from [22, Lemma 2.1].

Lemma 2.1. Let the conditions (1.5), (1.7) hold for a potentials v. Let

µ(x, k) be the associated Faddeev functions. Then, for any 0 < σ < 1, we

have

|µ(x, k)− 1|+
∣

∣

∣

∣

∂µ(x, k)

∂x1

∣

∣

∣

∣

+

∣

∣

∣

∣

∂µ(x, k)

∂x2

∣

∣

∣

∣

≤ |Re k|−σc(m,σ)‖v̂‖α,m,(2.25)

for k ∈ C
2 \R2,

|µγ(x, k) − 1|+
∣

∣

∣

∣

∂µγ(x, k)

∂x1

∣

∣

∣

∣

+

∣

∣

∣

∣

∂µγ(x, k)

∂x2

∣

∣

∣

∣

≤ |k|−σc(m,σ)‖v̂‖α,m,(2.26)

for k ∈ R
2, γ ∈ S1. In both cases we suppose also that k2 ≥ R, where R is

defined in Lemma 2.2.

The following lemma is a variation of a result in [22] and it is proved in

[30].

Lemma 2.2. Let the conditions (1.5), (1.7) hold for a potentials v and let

E ∈ R \ {0}. Then there exists an R = R(m, ‖v̂‖α,m) > 1, such that

(2.27) |b(λ,E)| ≤ 2‖v̂‖α,m
(

1 + |E| (|λ|+ sgn(E)/|λ|)2
)−m/2

,

for |λ| > 2R
|E|1/2 and |λ| < |E|1/2

2R

Let us mention that Lemma 2.2 of [29] and Lemma 2.1 of [30] should be

corrected using the norm ‖ · ‖α,m instead of ‖ · ‖m.

We also restate [4, Lemma 2.6].

Lemma 2.3 ([4]). Let q1 ∈ Ls1(C)∩Ls2(C), 1 < s1 < 2 < s2 <∞ and q2 ∈
Ls(C), 1 < s < 2. Assume u is a function in Ls̃(C), with 1/s̃ = 1/s − 1/2,

which satisfies

(2.28)
∂u(λ)

∂λ̄
= q1(λ)ū(λ) + q2(λ), λ ∈ C.

Then there exists c = c(s, s1, s2) > 0 such that

(2.29) ‖u‖Ls̃ ≤ c‖q2‖Ls exp(c(‖q1‖Ls1 + ‖q1‖Ls2 )).



HÖLDER-LOGARITHMIC STABILITY ESTIMATE IN 2D AT POSITIVE ENERGY 9

We will make also use of the well-known Hölder’s inequality, which we

recall in a special case: for f ∈ Lp(C), g ∈ Lq(C) such that 1 ≤ p, q ≤ ∞,

1 ≤ r <∞, 1/p+ 1/q = 1/r, we have

(2.30) ‖fg‖Lr(C) ≤ ‖f‖Lp(C)‖g‖Lq(C).

Throughout all the paper c(α, β, . . .) is a positive constant depending on

parameters α, β, . . .

3. From Φ(E) to r(λ) and ρ(λ, λ′)

We begin recalling a lemma from [30], which we restate in the case E > 0.

Lemma 3.1. Let the conditions (1.5), (1.7) hold and take 0 < a1 ≤ min
(

1, |E|1/2
2R

)

,

a2 ≥ max
(

1, 2R
|E|1/2

)

, for E > 0 and R as defined in Lemma 2.2. Then for

p ≥ 1 we have

∥

∥|λ|jr(λ)
∥

∥

Lp(|λ|<a1)
≤ c(p,m)‖v̂‖α,m|E|−m/2a

m−1+j+2/p
1 ,(3.1)

∥

∥|λ|jr(λ)
∥

∥

Lp(|λ|>a2)
≤ c(p,m)‖v̂‖α,m|E|−m/2a

−m−1+j+2/p
2 ,(3.2)

where j = 1, 0,−1 and r was defined in (2.16).

Note that, in contrast to the case E < 0, this Lemma holds even when

a1 = a2 = 1, thanks to the sign in Lemma 2.2.

The following Lemma extends [30, Lemma 3.2] to the positive energy case.

Lemma 3.2. Let D ⊂ {x ∈ R
2 : |x| ≤ l}, E > 0, v1, v2 be two potentials

satisfying (1.2), (1.5), (1.7), Φ1(E),Φ2(E) the corresponding Dirichlet-to-

Neumann operator and b1, b2 the corresponding generalised scattering ampli-

tude. Let ‖vj‖m,1 ≤ N , j = 1, 2. Then we have

|b2(λ)− b1(λ)| ≤ c(D,N,m) exp

[

l
√

|E|
∣

∣

∣

∣

|λ| − 1

|λ|

∣

∣

∣

∣

]

‖Φ2(E)− Φ1(E)‖∗,

(3.3)

for λ 6= 0, where ‖ · ‖∗ = ‖ · ‖L∞(∂D)→L∞(∂D).

Proof. We have the following identity:

b2(λ)− b1(λ) =

(

1

2π

)2 ∫

∂D
ψ1(x, k(λ))(Φ2(E)− Φ1(E))ψ2(x, k(λ))dx,

(3.4)

where ψi(x, k) are the Faddeev functions associated to the potential vi, i =

1, 2. This identity is a particular case of the one in [23, Theorem 1]: we refer

to that paper for a proof.
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From this identity we obtain:

|b2(λ)− b1(λ)| ≤
1

(2π)2
‖ψ1(·, k)‖L∞(∂D)‖Φ2(E) −Φ1(E)‖∗‖ψ2(·, k)‖L∞(∂D).

(3.5)

Now using Lemma 2.1 and the change of variables in Section 2, we get

‖ψj(·, k(λ))‖L∞(∂D) ≤ ‖e i
√

E
2

(z̄λ+z/λ)µj(·, k(λ))‖L∞(∂D)

≤ e
√

E
2

l|λ−1/λ̄|‖µj(·, k(λ))‖L∞(∂D)

≤ e
√

E
2

l||λ|−|1/λ|| (‖µj(·, k(λ)) − 1‖L∞(∂D) + ‖1‖L∞(∂D)

)

≤ c(D,N,m)e
√

E
2

l||λ|−|1/λ||,

for j = 1, 2. This, combined with (3.5), gives (3.3). �

The following proposition shows that the map Φ(E) → ρ(λ, λ′) is Lipschitz

stable.

Proposition 3.3. Let D ⊂ {x ∈ R
2 : |x| ≤ l}, E > 0, v1, v2 be two poten-

tials satisfying (1.2), (1.5), (1.7), Φ1(E),Φ2(E) the corresponding Dirichlet-

to-Neumann operator and ρ1, ρ2 the corresponding functions as defined in

(2.13). Let ‖vj‖m,1 ≤ N , j = 1, 2. Then we have

‖ρ2 − ρ1‖L2(T×T ) ≤ c(D,N,m)‖Φ2(E)− Φ1(E)‖∗,(3.6)

for E ≥ E2 = E2(N,m), where T = {λ ∈ C : |λ| = 1} and ‖ · ‖∗ =

‖ · ‖L∞(∂D)→L∞(∂D).

Proof. We begin proving

‖f2 − f1‖L2(T×T ) ≤ c(D,N,m)‖Φ2(E) −Φ1(E)‖∗,(3.7)

where fj is the scattering amplitude related to potential vj, j = 1, 2, defined

as

fj(λ, λ
′) =

(

1

2π

)2 ∫

C

exp

[

− i
√
E

2

(

λ′z̄ +
z

λ′

)

]

vj(z)ϕ
+
j (z, λ)dRez dImz.

Here we used the change of variables in Section 2, and ϕ+
j (x, k) = ψk/|k|(x, k),

where ψγ(x, k) was defined in (2.5). The following identity holds:

f2(λ, λ
′)− f1(λ, λ

′)

=

(

1

2π

)2 ∫

∂D
ϕ+
1 (x,−k(λ′))(Φ2(E)− Φ1(E))ϕ+

2 (x, k(λ))dx,
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for |λ| = |λ′| = 1. This is proved in [23, Theorem 1]. We then obtain

|f2(λ, λ′)− f1(λ, λ
′)|(3.8)

≤ 1

(2π)2
‖ϕ+

1 (·, k)‖L∞(∂D)‖Φ2(E) − Φ1(E)‖∗‖ϕ+
2 (·, k)‖L∞(∂D),

where |λ| = |λ′| = 1 and so k ∈ R
2, k2 = E. From Lemma 2.1 we get

‖ϕ+
j (·, k)‖L∞(∂D) = ‖µk/|k|(·, k)‖L∞(∂D) ≤ c(D,N,m),

for j = 1, 2, since k ∈ R
2, k2 = E. This, combined with (3.8), gives (3.7).

It is now useful to recall the following integral equations which relate fj

with hj± (see [10, 21]):

hj±(λ, λ
′)− πi

∫

|λ′′|=1
hj±(λ, λ

′′)θ

[

±1

i

(

λ′′

λ
− λ

λ′′

)]

(3.9)

× fj(λ
′′, λ′)|dλ′′| = fj(λ, λ

′) j = 1, 2.

Subtracting this equation for j = 2 and j = 1 we obtain

(

I + P 2
±
) (

h2± − h1±
)

=
(

I +Q1
±
)

(f2 − f1) ,(3.10)

where

(P j
±u)(λ, λ

′) = −πi
∫

λ′′∈T
u(λ, λ′′)θ

[

±1

i

(

λ′′

λ
− λ

λ′′

)]

fj(λ
′′, λ′)|dλ′′|,(3.11)

(Qj
±u)(λ, λ

′) = πi

∫

λ′′∈T
hj±(λ, λ

′′)θ

[

±1

i

(

λ′′

λ
− λ

λ′′

)]

u(λ, λ′)|dλ′′|,(3.12)

for u ∈ Lp(T 2), p > 1. In [22, §2] it is proved that

|fj(λ, λ′)| ≤ 2‖v̂j‖α,m(1 + E|λ− λ′|2)−m/2,(3.13)

|hj±(λ, λ′)| ≤ 2‖v̂j‖α,m(1 + E|λ− λ′|2)−m/2,(3.14)

for λ, λ′ ∈ T and E ≥ E1 = E1(N,D,m). From these inequalities (and also

inequalities (2.45) of [22]) we find that

‖P j
±u‖L2(T×T ) ≤

c1(N,m)

E1/4
‖u‖L2(T×T ),(3.15)

‖Qj
±u‖L2(T×T ) ≤

c2(N,m)

E1/4
‖u‖L2(T×T ).(3.16)

Choose E′
1 ≥ E1 such that max

(

c1(N,m)

E′1/4
1

, c2(N,m)

E′1/4
1

)

≤ 1
2 . Then P j

± is invert-

ible on L2(T × T ) and from (3.10) we obtain

(3.17) ‖h2± − h1±‖L2(T×T ) ≤ c3(N,D,m)‖f2 − f1‖L2(T×T ),
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for E ≥ E′
1. It is straightforward to see that

(3.18) ‖h2β−h1β‖L2(T×T ) ≤ ‖h2+−h1+‖L2(T×T )+‖h2−−h1−‖L2(T×T ), β = 1, 2,

where hjβ are the auxiliary functions defined in (2.11) and (2.12) related to

the potential vj , j = 1, 2.

In order to finish the proof, it is sufficient to remark that the functions hjβ
satisfy inequality (3.14), as well as ρj. For this, we will need the following

lemma, which will be proved later.

Lemma 3.4. The function ρ, defined in (2.13) for a potential v such that

‖v‖m,1 ≤ N , satisfies the inequality

(3.19) |ρ(λ, λ′)| ≤ c(N)(1 + E|λ− λ′|2)−m/2,

for λ, λ′ ∈ T and E ≥ Ẽ1 = Ẽ1(N,D,m).

Now we see that thanks to Lemma 3.4, equations (2.13) have the same

structure of equations (3.9), and the kernels satisfy the same inequalities for

E ≥ E2(Ẽ1, E
′
1). Thus we obtain directly

(3.20) ‖ρ2 − ρ1‖L2(T×T ) ≤ c4(N,D,m)‖h2β − h1β‖L2(T×T ), β = 1, 2,

for E ≥ E2.

Now inequalities (3.20), (3.18), (3.17) together with (3.7) give (3.6), which

finishes the proof. �

Proof of Lemma 3.4. We write the integral equation defining ρ, (2.13a), as

follows:

(3.21) (I +H1)ρ(λ, λ
′) = −πih1(λ, λ′),

where

(3.22) H1ρ(λ, λ
′) = πi

∫

|λ′′|=1
ρ(λ, λ′′)θ

[

1

i

(

λ′

λ′′
− λ′′

λ′

)]

h1(λ
′′, λ′)|dλ′′|.

We want to prove that this equation has a unique solution in the space of

complex-valued functions g(λ, λ′) defined on T 2, such that

(3.23) |g(λ, λ′)| ≤ c(1 + E|λ− λ′|2)−m/2,

for some constant c. Let us call this function space S and define ‖g‖S = inf c

such that (3.23) is verified.

We have that ‖H1g‖S ≤ cE−1/2‖g‖S . Indeed, since h1 satisfies inequality

(3.14), the following estimate holds

|H1g(λ, λ
′)| ≤ c‖g‖S

∫

T

|dλ′′|
((1 + E|λ− λ′′|2)(1 + E|λ′′ − λ′|2))m/2

.(3.24)
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We split the circle T , at fixed λ, λ′ in two sets: the first contains the points

λ′′ that are closer to λ than to λ′, i.e. |λ′′ − λ| ≤ |λ′′ − λ′| and the second

is the complement. For λ′′ in the first set we have that |λ′′ − λ′| ≥ 1
2 |λ′ − λ|

while for λ′′ in the second |λ′′ − λ| ≥ 1
2 |λ′ − λ|. Thus we obtain

|H1g(λ, λ
′)| ≤ c

‖g‖S
(2 + E|λ− λ′|2)m/2

∫

T

|dλ′′|
(1 + E|λ′′ − λ̃|2)m/2

,(3.25)

where λ̃ is some point in T . Using inequality (4.28) we obtain the estimate

for H1. Then for sufficiently large E, equation (3.21) has a unique solution

in S by iteration. This finishes the proof of Lemma 3.4. �

In the following proposition we prove that the map Φ(E) → r(λ) is loga-

rithmic stable.

Proposition 3.5. Let E be such that E ≥ E3 = max((2R)2, E0), where R

is defined in Lemma 2.2 and E0 in Remark 2.1, let v1, v2 be two potentials

satisfying (1.2), (1.5), (1.7), Φ1(E),Φ2(E) the corresponding Dirichlet-to-

Neumann operator and r1, r2 as defined in (2.16). Let ‖vk‖m,1 ≤ N , k = 1, 2.

Then for every p ≥ 1 there exists a constant θ = θ(D,N,m, p) such that for

any 0 ≤ κ < 1
4(l+1) , where l = diam(D), and for E ≥ E3 we have

∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(C)

≤ θ

[

E−1
(

E1/2 + κ log(3 + δ−1)
)−(m−2)

(3.26)

+
δ(3 + δ−1)4κ(l+1)

E1/2p

]

,

where δ = ‖Φ2(E)− Φ1(E)‖L∞(∂D)→L∞(∂D).

Proof. We choose 0 < a1 ≤ 1 ≤ a2 to be determined and split down the left

hand side of (3.26) as follows:
∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(C)

≤ I1 + I2 + I3,

I1 =

∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(|λ|<a1)

,

I2 =

∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(a1<|λ|<a2)

,

I3 =

∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(|λ|>a2)

.

From (3.1) and (3.2) we have

I1 ≤ c(N, p,m)E−m/2a
m−2+2/p
1 ,(3.27)

I3 ≤ c(N, p,m)E−m/2a
−m+2/p
2(3.28)
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Lemma 3.2 yields that I2 can be estimated from above by

c(D,N, p)
δ

E1/2p

(

e
4(l+1)

√
E
(

1

a1
−1

)

+ e4(l+1)
√
E(a2−1)

)

.(3.29)

Here we used the fact that

(

1

|λ| + |λ|
)

el
√
E||λ|−1/|λ||

|λ| ≤ e2l
√
E||λ|−1/|λ||

(3.30)

≤ e4l
√
E(1/|λ|−1)χ|λ|<1 + e4l

√
E(|λ|−1)χ|λ|>1

where χA is the characteristic function of a set A ⊂ C.

Now we define, in (3.27)-(3.29),

(3.31) a2 =
1

a1
= 1 +

κ log(3 + δ−1)√
E

,

for 0 ≤ κ < 1
4(l+1) . Note that a2 ≥ 1 and a1 ≤ 1. Then we obtain, for every

p ≥ 1,

Ij ≤ c(N, p,m)E−1(
√
E + κ log(3 + δ−1))−(m−2), j = 1, 3,(3.32)

To estimate I2 we remark that

e
4(l+1)

√
E
(

1

a1
−1

)

+ e4(l+1)
√
E(a2−1) = 2e2(l+1)κ log(3+δ−1)(3.33)

= 2(3 + δ−1)4(l+1)κ.

Putting (3.32)-(3.33) together we find
∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(C)

≤ θ2

[

E−1
(

E1/2 + κ log(3 + δ−1)
)−(m−2)

+
δ(3 + δ−1)4(l+1)κ

E1/2p

]

,

which is estimate (3.26). �

Remark 3.1. In the following sections we will often implicitly use the basic

fact that

‖r2 − r1‖Lp(C) ≤
∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(C)

.

4. Estimates for the non-local Riemann-Hilbert problem

We begin with an explicit formula relating a potential v, satisfying the

assumption of Theorem 1.1, with its associated functions r(λ) and ρ(λ, λ′).

This procedure allows us to explicitly solve the non-local Riemann-Hilbert

problem presented in Section 2 (see (2.14)–(2.18)).
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The starting point is formula (2.21):

v(z) = 2i
√
E
∂

∂z
µ−1(z),(4.1)

µ−1(z) = lim
λ→∞

λ (µ(z, λ)− 1) .(4.2)

We follow the scheme of [21, Theorem 6.1] in order to make µ explicit. In

the following equations we omit the variable z in the functions µ, e,K,Ω,X

for simplicity’s sake. We have

µ(λ) = e(λ) +
1

2πi

∫

|ζ|=1
Ω1(λ, ζ)K(ζ)dζ − Ω2(λ, ζ)K(ζ)dζ̄,(4.3)

e(λ) = 1− 1

π

∫

C

r(ζ, z)e(ζ)

ζ − λ
dReζ dImζ,(4.4)

Ω1(λ, ζ) = X1(λ, ζ) + iX2(λ, ζ),(4.5)

Ω2(λ, ζ) = X1(λ, ζ)− iX2(λ, ζ),(4.6)

X1(λ, ζ) +
1

π

∫

C

r(η, z)X1(η, ζ)

η − λ
dReη dImη =

1

2(ζ − λ)
,(4.7)

X2(λ, ζ) +
1

π

∫

C

r(η, z)X2(η, ζ)

η − λ
dReη dImη =

1

2i(ζ − λ)
,(4.8)

K(λ) = µ+(λ)− µ−(λ)(4.9)

=

∫

|λ′|=1
ρ(λ, λ′, z)

[

e(λ′)

+
1

2πi

∫

|ζ|=1
Ω1(λ

′(1 + 0), ζ)K(ζ)dζ

+Ω2(λ
′, ζ)K(ζ)dζ̄

]

|dλ′|.

Let, for p ≥ 1, ν ≥ 0, Lp
ν(C) be the function space

(4.10) {f : C → C |f(z) ∈ Lp(|z| ≤ 1), |z|−νf

(

1

|z|

)

∈ Lp(|z| ≤ 1)},

with the corresponding norm ‖f‖Lp
ν(C) = ‖f‖Lp(|z|≤1)+‖|z|−νf(1/|z|)‖Lp(|z|≤1).

From Lemma 2.2 we have that rj ∈ Lp
ν(C) for all ν < m. Then, from re-

sults of [31], equations (4.4), (4.7) and (4.8) are uniquely solved in Lq
0(C),

p/(p− 1) ≤ q < 2, and e(λ) is continuous on C.

Then we can write

µ−1(z) =
1

π

∫

C

r(ζ, z)e(ζ)dReζ dImζ(4.11)

+
1

2πi

∫

|ζ|=1
K(ζ)

[

−1 +
1

π

∫

C

r(λ, z)Ω2(λ, ζ)dReλdImλ

]

dζ

− 1

2πi

∫

|ζ|=1
K(ζ)

[

1

π

∫

C

r(λ, z)Ω1(λ, ζ)dReλdImλ

]

dζ̄,
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where µ−1 was defined in (4.2). Indeed, by Lebesgue’s dominated conver-

gence (using Lemma 2.2), we can calculate the following limits:

lim
λ→∞

λ(e(λ)− 1) =
1

π

∫

C

r(ζ, z)e(ζ)dReζ dImζ,

lim
λ→∞

λX1(λ, ζ) = −1

2
+

1

π

∫

C

r(η, z)X1(η, ζ)dReη dImη,

lim
λ→∞

λX2(λ, ζ) = − 1

2i
+

1

π

∫

C

r(η, z)X2(η, ζ)dReη dImη.

Then, in connection with (4.1), we need to take the derivative of (4.11) with

respect to ∂/∂z = ∂z. We find:

∂zµ−1 = A+B + C,

where

A =
1

π

∫

C

r(ζ, z)

[

− i

2

√
E

(

1

ζ
+ ζ̄

)

e(ζ) + ∂z̄e(ζ)

]

dReζ dImζ,(4.12)

B =
1

2πi

∫

|ζ|=1

{

∂zK(ζ)

[

−1 +
1

π

∫

C

r(λ, z)Ω2(λ, ζ)dReλdImλ

]

(4.13)

+
K(ζ)

π

∫

C

[

r(λ, z)

(

− i

2

√
E

(

1

λ
+ λ̄

)

Ω2(λ, ζ)

+ ∂z̄Ω2(λ, ζ)

)]

dReλdImλ

}

dζ,

C = − 1

2πi

∫

|ζ|=1

{

∂z̄K(ζ)

[

1

π

∫

C

r(λ, z)Ω1(λ, ζ)dReλdImλ

]

(4.14)

+
K(ζ)

π

∫

C

[

r(λ, z)

(

− i

2

√
E

(

1

λ
+ λ̄

)

Ω1(λ, ζ)

+ ∂z̄Ω1(λ, ζ)

)]

dReλdImλ

}

dζ̄.

Now let v1, v2 be two potential satisfying the assumptions of Theorem 1.1.

Let µj−1, rj , ρj , ej ,Kj ,Ω
j
1,Ω

j
2,X

j
1 ,X

j
2 , Aj , Bj , Cj the above-defined functions

corresponding to vj , for j = 1, 2. Then

v2(z)− v1(z) = 2i
√
E(A2 −A1 +B2 −B1 + C2 − C1).(4.15)

In order to estimate A2−A1, B2−B1 and C2−C1 we will need the following

two propositions.

Proposition 4.1. Let vj , j = 1, 2, be two potential satisfying the assump-

tions of Theorem 1.1. Then we have, for every a > 1, E ≥ E3(N,m) and
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1 < s < 2 < s′ < +∞,

‖K2 −K1‖L2(T ) ≤ c(N,m)

[

‖ρ2 − ρ1‖L2(T 2) +
‖r2 − r1‖Ls,s′ (C)√

E
(4.16)

+
1

E

(

δra +
a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)]

,

where ‖ · ‖Ls,s′ = ‖ · ‖Ls + ‖ · ‖Ls′ , T is the unit circle and

Da = {λ ∈ C | 1/a < |λ| < a},(4.17)

δra = sup
λ∈Da

|r2(λ, z) − r1(λ, z)|.(4.18)

Proposition 4.2. Let vj , j = 1, 2, be two potential satisfying the assump-

tions of Theorem 1.1. Then we have, for every a > 1, E ≥ E4(N,m) and

for some 1 < s < 2 < s′ < +∞,

‖∇K2 −∇K1‖L2(T ) ≤ c(N,m)

[

E1/2‖ρ2 − ρ1‖L2(T 2)(4.19)

+

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C)

+ E−1

(

δr′a +
a

a− 1

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′(C\Da)

)]

where ∇ is taken with respect to z, ‖ · ‖Ls,s′ = ‖ · ‖Ls + ‖ · ‖Ls′ , Da is defined

in (4.17) and

δr′a = sup
Da

(

1

|λ| + |λ|
)

|(r2 − r1)(λ)|.(4.20)

Proof of Proposition 4.1. We rewrite integral equation (4.9) for Kj as fol-

lows:

(4.21) (I −Θj)Kj(λ) =

∫

|λ′|=1
ρj(λ, λ

′, z)ej(λ
′)|dλ′|,

where

Θjf(λ) =
1

2πi

∫

|λ′|=1
ρj(λ, λ

′, z)

[
∫

|ζ|=1
Ωj
1(λ

′(1 + 0), ζ)f(ζ)dζ(4.22)

+Ωj
2(λ

′, ζ)f(ζ)dζ̄

]

|dλ′|, j = 1, 2,

for f ∈ L2(T ). Subtracting equation (4.21) for j = 2 and j = 1 gives

(I −Θ2)(K2 −K1)(λ) = (Θ2 −Θ1)K1(λ)(4.23)

+

∫

|λ′|=1
(ρ2 − ρ1)(λ, λ

′, z)e2(λ
′) + ρ1(λ, λ

′, z)(e2 − e1)(λ
′)|dλ′|.
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We will now use some results of [21] and [31, Ch. III]. Let Lp
ν(C) the set

defined in (4.10). From Lemma 2.2 we have that rj ∈ Lp
ν(C) for all ν < m.

In particular ‖rj‖Lp
2
(C) ≤ c(N, p)E−m/2, form > 2, p ≥ 1. Then we following

estimates holds
∣

∣

∣

∣

Ωj
1(λ, ζ)−

1

ζ − λ

∣

∣

∣

∣

≤ c(N,m, p)E−m/2 1

|ζ − λ|2/p ,(4.24)

∣

∣

∣
Ωj
2(λ, ζ)

∣

∣

∣
≤ c(N,m, p)E−m/2 1

|ζ − λ|2/p ,(4.25)

since ‖rj‖Lp
2
(C) ≤ c(N,m, p)E−m/2, j = 1, 2. These estimates are proved in

[31, Ch. III, §8]. We also recall the following classical inequality:

‖C±u‖Lp(T ) ≤ c(p)‖u‖Lp(T ), 1 < p < +∞,(4.26)

(C±u)(λ) =
1

2πi

∫

T

u(ζ)

ζ − λ(1∓ 0)
dζ.(4.27)

Then we have, for p > 4,

‖Θjf‖L2(T ) ≤ c(r0, p) sup
λ∈T

‖ρj(λ, ·, z)‖L1(T )

(

1 + ‖1/| · −λ|2/p‖L2(C)

)

‖f‖L2(T )

≤ c(ro, p)√
E

‖f‖L2(T ),

where we used the fact that ρj satisfies inequality (3.14) and
∫

T
(1 + E|λ− λ′|2)−m/2|dλ′| ≤ cE−1/2.(4.28)

Then for E ≥ E4(r0,m) we can solve equation (4.23) by iteration in L2(T )

and find

‖K2 −K1‖L2(T ) ≤ c(N,m)

(

‖(Θ2 −Θ1)K1‖L2(T )(4.29)

+ ‖ρ2 − ρ1‖L2(T 2) +
‖e2 − e1‖L∞(T )√

E

)

,

where we used the L∞(T )-boundedness of e2 (which follows from considera-

tions at the beginning of this section). We have that

‖e2 − e1‖L∞(T ) ≤ c(N,m)
(

‖r2 − r1‖Ls(C) + ‖r2 − r1‖Ls′ (C)

)

,(4.30)

for 1 < s < 2 < s′ < +∞. Indeed, this follows from the integral equation

e2(λ)− e1(λ) = − 1

π

∫

C

(r2 − r1)(ζ, z)e2(ζ)

ζ − λ
+
r2(ζ, z)(e2 − e1)(ζ)

ζ − λ
dReζ dImζ,

which is a consequence of (4.4), from Hölder’s inequality, Lemma 2.2, es-

timate (5.5) and the L∞-boundedness of ej(λ) (see the beginning of this

section and Section 5 for more details).
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The first term of the right hand side of (4.29), (Θ2−Θ1)K1, can be written

as

(Θ2 −Θ1)K1 =
1

2πi

∫

T
(ρ2 − ρ1)

∫

T
Ω2
1K1dζ +Ω2

2K1dζ̄|dλ′|

+
1

2πi

∫

T
ρ1

∫

T
(Ω2

1 − Ω1
1)K1dζ + (Ω2

2 − Ω1
2)K1dζ̄|dλ′|,

where we dropped the dependence on every variable for simplicity’s sake.

We obtain

‖(Θ2 −Θ1)K1‖L2(T ) ≤ c(N,m)E−1/2
(

‖ρ2 − ρ1‖L2(T 2)(4.31)

+ E−1/2 sup
λ∈T

(

‖(Ω2
1 − Ω1

1)(λ, ·)‖L2(T ) + ‖(Ω2
2 − Ω1

2)(λ, ·)‖L2(T )

)

)

,

where we used the fact that

(4.32) ‖Kj‖L∞(T ) ≤ c(N,m)E−1/2,

which follows from the first equality in (4.9), equation (2.17), inequality

(3.14) for ρj , Lemma 2.1 and estimate (4.28).

We now need to estimate the difference of Ωj
k. The Xj

k satisfy

∂λ̄
(

X2
k −X1

k

)

(λ, ζ) = r1(λ, z)(X
2
k −X1

k)(λ, ζ)(4.33)

+ (r2 − r1)(λ, z)X2
k (λ, ζ),

for k = 1, 2. Note that the last equation holds over all the complex plane,

since X2
k − X1

k has no singularity. Moreover (X2
k − X1

k)(·, ζ) ∈ Lp(C), for

every p > 2, thanks to properties of the integral operator in (4.7), (4.8), sum-

marized in Section 5 (see (5.2) for instance). Then we may define, following

[31],

wk(λ, ζ) = ∂−1
λ̄

(

r1(·, z)
(X2

k −X1
k)(·, ζ)

(X2
k −X1

k)(·, ζ)

)

(λ),(4.34)

∂−1
λ̄
f(λ) = − 1

π

∫

C

f(η)

η − λ
dReη dImη.(4.35)

We have that ‖wk‖L∞(C) ≤ c
(

‖r1‖Ls(C) + ‖r1‖Ls′ (C)

)

, for any fixed 1 < s <

2 < s′ < +∞. Thus we have the following representation formula

X2
k −X1

k = ewk∂−1
λ̄

(

e−wk(r2 − r1)X
2
k

)

,(4.36)



20 MATTEO SANTACESARIA

which yields

|(X2
k −X1

k)(λ, ζ)| ≤ c(N,m)

∫

C

|(r2 − r1)(η, z)||X2
k (η, ζ)|

|η − λ| dReη dImη

(4.37)

≤ c(N,m)

∫

C

( |(r2 − r1)(η, z)|
|η − λ||ζ − η| +

|(r2 − r1)(η, z)|
|η − λ||ζ − η|2/p

)

dReη dImη,

for λ, ζ ∈ T , where we used estimates (4.24) and (4.25). Now take a > 1 and

define

Da = {λ ∈ C | 1/a < |λ| < a},(4.38)

δra = sup
λ∈Da

|r2(λ, z) − r1(λ, z)|.(4.39)

We then estimate the last integral in (4.37) on Da and on C\Da, like in [21,

Theorem 6.1], and we obtain, using Hölder’s inequality,

|(X2
k −X1

k)(λ, ζ)| ≤ c(N,m)

(

δra| log |λ− ζ||+ a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)

,

(4.40)

for λ, ζ ∈ T , 1 < s < 2 < s′ < +∞, since a
a−1 = max( 1

a−1 ,
1

1−1/a). We then

get

(4.41)

sup
λ∈T

‖Ω2
k(λ, ·)− Ω1

k(λ, ·)‖L2(T ) ≤ c(N,m)

(

δra +
a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)

.

First this yields

‖(Θ2 −Θ1)K1‖L2(T ) ≤ c(N,m)E−1/2

[

‖ρ2 − ρ1‖L2(T 2)(4.42)

+ E−1/2

(

δra +
a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)]

,

and finally

‖K2 −K1‖L2(T ) ≤ c(N,m)

[

‖ρ2 − ρ1‖L2(T 2) +
‖r2 − r1‖Ls,s′ (C)√

E

+
1

E

(

δra +
a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)]

,

which ends the proof of Proposition 4.1. �

Proof of Proposition 4.2. We derive integral equation (4.9) for Kj with re-

spect to ∂z and ∂z̄ and we obtain two coupled integral equations for ∂zKj

and ∂z̄Kj. Thus we define

(4.43) K±
j = ∂zKj ± ∂z̄Kj , j = 1, 2,
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which satisfy

(I −Θ±
j )K

±
j (λ) =

∫

|λ′|=1
ρ±j (λ, λ

′, z)
[

ej(λ
′)(4.44)

+
1

2πi

∫

|ζ|=1
Ωj
1(λ

′(1 + 0), ζ)Kj(ζ)dζ +Ωj
2(λ

′, ζ)Kj(ζ)dζ̄
]

|dλ′|
∫

|λ′|=1
ρj(λ, λ

′, z)
[

e±j (λ
′) +

1

2πi

∫

|ζ|=1
Ω±,j
1 (λ′(1 + 0), ζ)Kj(ζ)dζ

+Ω±,j
2 (λ′, ζ)Kj(ζ)dζ̄

]

|dλ′|, j = 1, 2,

where

Θ±
j f(λ) =

1

2πi

∫

|λ′|=1
ρj(λ, λ

′, z)

[
∫

|ζ|=1
Ωj
1(λ

′(1 + 0), ζ)f(ζ)dζ(4.45)

± Ωj
2(λ

′, ζ)f(ζ)dζ̄

]

|dλ′|,

ρ±j = ∂zρj ± ∂z̄ρj , e±j = ∂zej ± ∂z̄ej(4.46)

Ω±,j
k = ∂zΩ

j
k ± ∂z̄Ω

j
k,(4.47)

for j = 1, 2, k = 1, 2. Integral equations (4.44) are obtained by adding and

subtracting the two above-mentioned coupled integral equations for ∂zKj

and ∂z̄Kj (which are obtained from (4.9)).

We then subtract (4.44) for j = 1 from j = 2 and we get

(I −Θ±
2 )(K

±
2 −K±

1 ) = (Θ±
2 −Θ±

1 )K
±
1

+

∫

|λ′|=1
(ρ±2 − ρ±1 )

[

e2 +
1

2πi

∫

|ζ|=1
Ω2
1K2dζ +Ω2

2K2dζ̄
]

|dλ′|

+

∫

|λ′|=1
ρ±1

[

e2 − e1 +
1

2πi

∫

|ζ|=1

(

(Ω2
1 − Ω1

1)K2 +Ω1
1(K2 −K1)

)

dζ

+
(

(Ω2
2 − Ω1

2)K̄2 +Ω1
2(K̄2 − K̄1)

)

dζ̄
]

|dλ′|

+

∫

|λ′|=1
(ρ2 − ρ1)

[

e±2 +
1

2πi

∫

|ζ|=1
Ω±,2
1 K2dζ +Ω±,2

2 K̄2dζ̄
]

|dλ′|

+

∫

|λ′|=1
ρ1

[

e±2 − e±1 +
1

2πi

∫

|ζ|=1

(

(Ω±,2
1 −Ω±,1

1 )K2 +Ω±,1
1 (K2 −K1)

)

dζ

+
(

(Ω±,2
2 − Ω±,1

2 )K̄2 +Ω±,1
2 (K̄2 − K̄1)

)

dζ̄
]

|dλ′|,

where we dropped the dependence on every variable for simplicity’s sake.

The operator Θ±
j satisfies the same estimates of operator Θj. Then, for

E ≥ E4(N,m) the last equation is solvable by iteration in L2(T ) and we
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have

‖K±
2 −K±

1 ‖L2(T ) ≤ c(N)

(

‖(Θ±
2 −Θ±

1 )K
±
1 ‖L2(T )

+ ‖ρ±2 − ρ±1 ‖L2(T 2) + sup
λ∈T

‖ρ±1 (λ, ·)‖L1(T )

[

‖e2 − e1‖L∞(T )

+ ‖K2 −K1‖L2(T ) +
1√
E
(sup
λ∈T

‖(Ω2
1 − Ω1

1)(λ, ·)‖L2(T )

+ sup
λ∈T

‖(Ω2
2 − Ω1

2)(λ, ·)‖L2(T ))
]

+ ‖ρ2 − ρ1‖L2(T 2)



‖e±2 ‖L∞(T ) +

∥

∥

∥

∥

∥

∫

|ζ|=1
Ω±,2
1 K2dζ +Ω±,2

2 K̄2dζ̄

∥

∥

∥

∥

∥

L2(T )





+ sup
λ∈T

‖ρ1(λ, ·)‖L1(T )

[

‖e±2 − e±1 ‖L∞(T )

+
1

2πi

∥

∥

∥

∥

∫

|ζ|=1

(

(Ω±,2
1 − Ω±,1

1 )K2 +Ω±,1
1 (K2 −K1)

)

dζ

+
(

(Ω±,2
2 − Ω±,1

2 )K̄2 +Ω±,1
2 (K̄2 − K̄1)

)

dζ̄

∥

∥

∥

∥

L2(T )

])

,

where we used the L∞-boundedness of ej (see the beginning of this section)

and estimates (4.24), (4.25) as in the proof of Proposition 4.1.

Since the kernels of Θj and Θ±
j differ only by a sign, estimate (4.42) yields

‖(Θ±
2 −Θ±

1 )K
±
1 ‖L2(T ) ≤ c(N,m)E−1/2

[

‖ρ2 − ρ1‖L2(T 2)(4.48)

+ E−1/2

(

δra +
a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)]

,

where we used the fact that

(4.49) ‖K±
j ‖L∞(T ) ≤ c(N,m)E−1/2.

Indeed this follows from the first equality in (4.9), equation (2.17) (derived

with respect to ∂z and ∂z̄), inequality (3.14) for ρj , Lemma 2.1 and estimate
∫

T

√
E|λ− λ′|(1 +E|λ− λ′|2)−m/2|dλ′| ≤ cE−1/2.(4.50)

This inequality, as well as (3.14), also implies

(4.51) sup
λ∈T

‖ρ±1 (λ, ·)‖L1(T ) ≤ c(N,m)E−1/2.

We also have

‖ρ±2 − ρ±1 ‖L2(T 2) ≤ c
√
E‖ρ2 − ρ1‖L2(T 2),(4.52)
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which follows from the definition of ρ(λ, λ′, z) in (2.18), and

(4.53) sup
λ∈T

‖ρ1(λ, ·)‖L1(T ) ≤ c(N,m)E−1/2.

In order to estimate the difference of e±j we proceed as follows. From (4.4)

we have that e±j satisfies the following integral equation

e±j (λ) = − 1

π

∫

C

(

r±j (ζ, z)ēj(ζ)

ζ − λ
±
rj(ζ, z)ē

±
j (ζ)

ζ − λ

)

dReζ dImζ,(4.54)

which gives

(e±2 − e±1 )(λ) = − 1

π

∫

C

(

(r±2 − r±1 )(ζ, z)ē2(ζ) + r±1 (ζ, z)(ē2 − ē1)(ζ)

ζ − λ
(4.55)

± (r2 − r1)(ζ, z)ē
±
2 (ζ) + r1(ζ, z)(ē

±
2 − ē±1 )(ζ)

ζ − λ

)

dReζ dImζ.

Using several times Hölder’s inequality as well as estimates (5.5), (5.6) (see

Section 5), Lemma 3.1, definition (2.15) and the L∞ boundedness of ej , e
±
j ,

we obtain

‖e±2 − e±1 ‖L∞(T ) ≤ c(N,m)

(

‖r2 − r1‖Ls,s′ (C)(4.56)

+
√
E

∥

∥

∥

∥

(

1

|λ| + |λ|
)

|r2 − r1|
∥

∥

∥

∥

Ls,s′ (C)

)

,

for 1 < s < 2 < s′ <∞.

We now pass to the estimates of the Ω±,j
k . Define

X±,j
k = ∂zX

j
k ± ∂z̄X

j
k, j = 1, 2, k = 1, 2.(4.57)

From definitions (4.7), (4.8) we have that X±,j
k satisfy the following non-

homogeneous ∂̄ equations

∂λ̄X
±,j
k = ±rjX±,j

k + r±j X
j
k,(4.58)

where X−,j
k has no singularities while X+,j

k has a pole at λ = ζ. More

precisely

lim
λ→ζ

(λ− ζ)X+,j
1 (λ, ζ) = 1, lim

λ→ζ
(λ− ζ)X+,j

2 (λ, ζ) =
1

i
.(4.59)

We will now estimate the X±,j
k using an argument of Vekua [31, Ch. III,

§7-8]. Consider the following inverse of ∂λ̄:

∂−1
λ̄
f(λ, ζ) = −ζ − λ

π

∫

C

f(η)

(η − λ)(ζ − η)
dReη dImη,(4.60)
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defined for f ∈ Lp
2(C). It satisfies the following inequalities

|∂−1
λ̄
f(λ, ζ)| ≤ c(p)‖f‖Lp

2
(C),(4.61)

|∂−1
λ̄
f(λ, ζ)| ≤ c(p)‖f‖Lp

2
(C)|λ− ζ|1−2/p,(4.62)

which are proved in [31, Ch. III, §4]. Let

w±,j
k (λ, ζ) = ∂−1

λ̄

(

±rj(·, z)
X±,j

k (·, ζ)
X±,j

k (·, ζ)

)

(λ, ζ).(4.63)

We first consider X−,j
k . Since it has no singularity, we can argue as in the

proof of Proposition 4.1, and find the representation formula

X−,j
k (λ, ζ) = ew

−,j
k (λ,ζ)∂−1

λ̄

(

e−w−,j
k (·,ζ)

(

r−j (·, z)X
j
k(·, ζ)

))

(λ, ζ),(4.64)

which yields

(4.65) |X−,j
k (λ, ζ)| ≤ c(N,m)E−(m−1)/2,

for λ ∈ C, ζ ∈ T . Indeed this follows from (4.61), the boundedness of

‖rj‖Lp
2
(C) and the fact that

‖r±(·, z)‖Lp
2
(C) ≤ c

√
E‖(1 + |λ|2−2/p)r(·, z)‖Lp(C)(4.66)

≤ c(N,m)E−(m−1)/2 ,

for p ≥ 1. We also used Hölder inequality and the estimates
∣

∣

∣

∣

Xj
1(λ, ζ)−

1

2(ζ − λ)

∣

∣

∣

∣

≤ c(N, p)
1

|ζ − λ|2/p ,(4.67)

∣

∣

∣

∣

Xj
2(λ, ζ)−

1

2i(ζ − λ)

∣

∣

∣

∣

≤ c(N, p)
1

|ζ − λ|2/p ,(4.68)

which follow from (4.24) and (4.25).

For X+,j
k the two representation formulas hold:

X+,j
1 (λ, ζ) =

ew
+,j
1

(λ,ζ)∂−1
λ̄

(

e−w+,j
1

(·,ζ)
(

r+j (·, z)(ζ − ·)Xj
1(·, ζ)

))

(λ, ζ)

ζ − λ
,

(4.69)

X+,j
2 (λ, ζ) =

ew
+,j
2

(λ,ζ)∂−1
λ̄

(

e−w+,j
2

(·,ζ)
(

r+j (·, z)i(ζ − ·)Xj
2(·, ζ)

))

(λ, ζ)

i(ζ − λ)
.

(4.70)

These formulas (non-linear integral equations) are some sort of generalisa-

tions of the non-linear integral equation (7.3) in [31, Ch. III] and may be

generalised to solutions of non-homogeneous ∂̄ equations with arbitrary pre-

scribed (analytic) singularities.
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To prove (4.69) we proceed as follows. We defineX ′(λ, ζ) = (ζ−λ)X+,j
1 (λ, ζ),

which is continuous and satisfies

∂λ̄X
′(λ, ζ) = rj

ζ − λ

ζ̄ − λ̄
X ′(λ, ζ) + r+j (λ, z)(ζ − λ)Xj

1(λ, ζ).(4.71)

Then we have

(4.72) ∂λ̄(e
−w+,j

1
(λ,ζ)X ′(λ, ζ)) = e−w+,j

1
(λ,ζ)r+j (λ, z)(ζ − λ)Xj

1(λ, ζ).

It is then possible to apply ∂λ̄ since we have estimates (4.66)-(4.68), which

guarantees that the right hand side is in Lp
2(C), for ζ ∈ T . The proof of

(4.70) is completely analogous.

From (4.69), (4.70), as well as (4.66)-(4.68) and (4.62) we find

|X+,j
k (λ, ζ)| ≤ c(N,m)E−(m−1)/2|ζ − λ|−2/p,(4.73)

for λ ∈ C, ζ ∈ T , j = 1, 2, k = 1, 2, p > 2. To summarize, we have obtained:

|Ω−,j
k (λ, ζ)| ≤ c(N,m)E−(m−1)/2 ,(4.74)

|Ω+,j
k (λ, ζ)| ≤ c(N,m)E−(m−1)/2 |ζ − λ|−2/p,(4.75)

for λ ∈ C, ζ ∈ T , j = 1, 2, k = 1, 2, p > 2.

We can now estimate the difference Ω±,2
k −Ω±,1

k using similar arguments.

The functions X±,2
k −X±,1

k are continuous and satisfy

∂λ̄(X
±,2
k −X±,1

k ) = ±r1(X̄±,2
k − X̄±,1

k )(4.76)

+ (r±2 − r±1 )X̄
2
k + r±1 (X̄

2
k − X̄1

k)± (r2 − r1)X̄
±,2
k ,

for λ, ζ ∈ C, j = 1, 2, k = 1, 2. Using the ∂−1
λ̄

defined in (4.35) and arguing

as above we find

|(X±,2
k −X±,1

k )(λ, ζ)| ≤ c(N)(J1(λ, ζ) + J2(λ, ζ) + J3(λ, ζ)),(4.77)

where

J1(λ, ζ) =

∫

C

|(r±2 − r±1 )(η, z)||X2
k (η, ζ)|

|η − λ| dReη dImη,(4.78)

J2(λ, ζ) =

∫

C

|r±1 (η, z)||(X2
k −X1

k)(η, ζ)|
|η − λ| dReη dImη,(4.79)

J3(λ, ζ) =

∫

C

|(r2 − r1)(η, z)||X±,2
k (η, ζ)|

|η − λ| dReη dImη.(4.80)
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For J1 and J3 we argue as in the proof of Proposition 4.1. We find, for a > 1,

p > 2,

J1(λ, ζ) ≤ c(N,m)

(

δr′a| log |ζ − λ||(4.81)

+
a

a− 1

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C\Da)

)

,

for λ, ζ ∈ T , where δr′a = supDa

(

1
|λ| + |λ|

)

|(r2 − r1)(λ)|, 1 < s < 2 < s′ <

+∞. Using (4.73) for p > 4 and (4.65), we obtain for both "±" cases

J3(λ, ζ) ≤ c(N,m)E−(m−1)/2

(

δra +
a

a− 1
‖r2 − r1‖Ls,s′ (C\Da)

)

,(4.82)

for λ, ζ ∈ T .

In order to estimate J2 we start with Hölder’s inequality for q > 2, 1/p+

1/q = 1:

J2(λ, ζ) ≤
∥

∥

∥

∥

r±1 (·, z)
| · −λ|

∥

∥

∥

∥

Lp(C)

‖(X2
k −X1

k)(·, ζ)‖Lq(C)(4.83)

≤ c(N,m, q)E−(m−1)/2‖(X2
k −X1

k)(·, ζ)‖Lq(C),

since we can find r, r′ with 1 < r′ < 2 < r < +∞ such that 1/r+1/r′ = 1/p

(note that p < 2) and thus

∥

∥

∥

∥

r±1 (·, z)
| · −λ|

∥

∥

∥

∥

Lq(C)

≤ ‖r±1 (·, z)‖Lr(|η|<R)‖1/| · −λ|‖Lr′(|η|<R)

+ ‖r±1 (·, z)‖Lr′ (|η|>R)‖1/| · −λ|‖Lr(|η|>R)

≤ c(N,m)E−(m−1)/2 ,

for λ ∈ T and some fixed R > 1. Now, since (X2
k −X1

k)(·, ζ) is a continuous

Lq solution, q > 2, of the non-homogeneous ∂̄-equation (4.33) we have, from

Lemma 2.3,

‖(X2
k −X1

k)(·, ζ)‖Lq(C) ≤ c(N)‖(r2 − r1)(·, z)X2
k (·, ζ)‖Lq′ (C),

where 1/q′ = 1/q + 1/2. From the fact that q′ < 2 and X2
k satisfies (4.67),

(4.68), using Hölder’s inequality as above we obtain

‖(X2
k −X1

k)(·, ζ)‖Lq(C) ≤ c(N)‖r2 − r1‖Ls,s′ (C),(4.84)

for some 1 < s < 2 < s′ < +∞, therefore

J2(λ, ζ) ≤ c(N,m)E−(m−1)/2‖r2 − r1‖Ls,s′ (C),(4.85)
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for λ, ζ ∈ T . Putting together (4.81), (4.85) and (4.82) we find

‖(Ω±,2
k − Ω±,1

k )(λ, ·)‖L2(T )(4.86)

≤ c(N,m)

(

δr′a +
a

a− 1

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C\Da)

+ E−(m−1)/2‖r2 − r1‖Ls,s′ (C)

)

,

for λ ∈ T , since r2 − r1 ≤
(

1
|λ| + |λ|

)

(r2 − r1).

We can finally put everything together and find

‖K±
2 −K±

1 ‖L2(T ) ≤ c(N,m)

[

E1/2‖ρ2 − ρ1‖L2(T 2)

+

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C)

+ E−1

(

δr′a +
a

a− 1

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′(C\Da)

)]

,

which finishes the proof of Proposition 4.2. �

5. Proof of Theorem 1.1

We start from formula (4.15) and estimate the differences A2−A1, B2−B1

and C2 − C1 separately. We have

A2 −A1 =
1

π

∫

C

[

− i
√
E

2

(

1

ζ
+ ζ̄

)

((r2 − r1)e2 + r1(e2 − e1))

+ (r2 − r1)∂z̄e2 + r1(∂z̄e2 − ∂z̄e1)

]

dReζ dImζ.

Using several times Hölder’s inequality (2.30), we find

|A2 −A1| ≤
1

π

[

√
E

2

(
∥

∥

∥

∥

(

1

ζ
+ ζ̄

)

(r2 − r1)

∥

∥

∥

∥

L1(C)

‖e2(z, ·)‖L∞(C)(5.1)

+

∥

∥

∥

∥

(

1

ζ
+ ζ̄

)

r1

∥

∥

∥

∥

Lp̃′ (C)

‖e2(z, ·) − e2(z, ·)‖Lp̃(C)

)

+ ‖r2 − r1‖Lp(C)‖∂z̄e2(z, ·)‖Lp′ (C)

+ ‖r1‖Lp̃′ (C)‖∂z̄e2(z, ·) − ∂z̄e1(z, ·)‖Lp̃(C)

]

,

for 1 < p < 2, p̃ such that 1/p̃ = 1/p− 1/2 and 1/p+1/p′ = 1/p̃+1/p̃′ = 1.
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In order to estimate ‖e2(z, ·) − e2(z, ·)‖Lp̃ and ‖∂z̄e2(z, ·) − ∂z̄e1(z, ·)‖Lp̃

we just remark that from the definition (4.4) ej(z, λ) satisfies

∂

∂λ̄
ej(z, λ) = rj(z, λ)ej(z, λ), j = 1, 2,

for all λ ∈ C, with limλ→∞ ej(z, λ) = 1. The operator ∂−1
λ̄

defined in (4.35),

which intervene in the integral equation defining ej(λ), satisfies the estimate

(5.2) |∂−1
λ̄
f(λ)| ≤ c(p)‖f‖Lp

2
(C)|λ|2/p−1, for |λ| > 1, p > 2,

which is proved in [31, Ch. III, (4.16)] (see (4.10) for the definition of Lp
2(C)).

As already stated at the beginning of Section 4, since rj(λ) ∈ Lp
2(C), equation

(4.4) is uniquely solved in Lq
0(C) (p/(p − 1) ≤ q < 2) and in addition e(λ)

is continuous (see [31]). Then e(λ) is L∞(C) and since rj(λ) is bounded in

Lp
2(C) for every p ≥ 1, we obtain

(5.3) |e(λ)− 1| ≤ c(N, p)|λ|2/p−1, |λ| > 1,

for every p > 2, which yields ‖e(·)− 1‖Lq (C) ≤ c(N, q), for every q > 2 (since

e is continuous on C). The same kind of argument yields

‖∂z̄e(·)‖Lq(C) ≤ c(N, q), ‖∂ze(·)‖Lq (C) ≤ c(N, q), for any q > 2.(5.4)

Thus it is possible to use the same ideas as in [30, Lemma 4.1] to estimate

ej as follows:

sup
z∈C

‖e2(z, ·) − e1(z, ·)‖Lp̃(C) ≤ c(D,N, p,m)‖r2 − r1‖Lp(C),(5.5)

sup
z∈C

‖∇e2(z, ·)−∇e1(z, ·)‖Lp̃(C) ≤ c(D,N, p,m)

[

‖r2 − r1‖Lp(C)(5.6)

+
√
E

(

∥

∥

∥

∥

(

|λ|+ 1

|λ|

)

|r2 − r1|
∥

∥

∥

∥

Lp(C)

+ ‖r2 − r1‖Lp(C)

)]

,

with p and p̃ defined above and ∇ is taken with respect to z. The proof

of (5.5) is exactly the same as that of the first estimate of [30, Lemma 4.1]

while for (5.6) the only differences are in some signs, due to (2.15), and do

not affect the result.

From Lemma 2.2 we find
∥

∥

∥

∥

(

1

ζ
+ ζ̄

)

r1

∥

∥

∥

∥

Lp̃′(C)

≤ c(N,m, p′)E−m/2,(5.7)

‖r1‖Lp̃′ (C) ≤ c(N,m, p′)E−m/2.(5.8)



HÖLDER-LOGARITHMIC STABILITY ESTIMATE IN 2D AT POSITIVE ENERGY 29

Combining estimates (5.5)-(5.8) with (5.1) we find, for a fixed p ∈]1, 2[,

|A2 −A1| ≤ c(D,N,m)

(

√
E

∥

∥

∥

∥

(

1

ζ
+ ζ̄

)

(r2 − r1)

∥

∥

∥

∥

L1(C)

+ ‖r2 − r1‖Lp(C)

)

.

Then, using Proposition 3.5 we obtain

|A2 −A1| ≤ c(D,N,m)

[

E−1/2
(

E1/2 + κ log(3 + δ−1)
)−(m−2)

(5.9)

+ δ(3 + δ−1)2κ(l+1)

]

,

for κ and δ as in the statement. We now pass to B2 −B1, which is given by

B2 −B1 =
1

2πi

∫

|ζ|=1

{

(∂zK2(ζ)− ∂zK1(ζ))

×
[

−1 +
1

π

∫

C

r2(λ, z)Ω
2
2(λ, ζ)dReλdImλ

]

+ ∂zK1(ζ)

[

1

π

∫

C

(r2 − r1)(λ, z)Ω2
2(λ, ζ)dReλdImλ

+
1

π

∫

C

r1(λ, z)
(

Ω2
2(λ, ζ)− Ω1

2(λ, ζ)
)

dReλdImλ

]

+
(K2 −K1)(ζ)

π

∫

C

r2(λ, z)

[

− i
√
E

2

(

1

λ
+ λ̄

)

Ω2
2(λ, ζ)

+ ∂z̄Ω2
2(λ, ζ)

]

dReλdImλ+
K1(ζ)

2π

∫

C

(r2 − r1)(λ, z)

×
[

− i
√
E

2

(

λ̄+
1

λ

)

Ω2
2(λ, ζ) + ∂z̄Ω2

2(λ, ζ)

]

+ r1(λ, z)

[

− i
√
E

2

(

λ̄+
1

λ

)

(

Ω2
2(λ, ζ)− Ω1

2(λ, ζ)
)

+ ∂z̄Ω
2
2(λ, ζ)− ∂z̄Ω

1
2(λ, ζ)

]

dReλdImλ

}

dζ.

This yields

|B2 −B1| ≤
1

2π
‖∂zK2 − ∂zK1‖L2(T )

×
∥

∥

∥

∥

−1 +
1

π

∫

C

r2(λ, z)Ω2
2(λ, ·)dReλdImλ

∥

∥

∥

∥

L2(T )

+ ‖∂zK1‖L2(T )

∥

∥

∥

∥

1

π

∫

C

(r2 − r1)(λ, z)Ω2
2(λ, ζ)dReλdImλ

+
1

π

∫

C

r1(λ, z)
(

Ω2
2(λ, ·)− Ω1

2(λ, ζ)
)

dReλdImλ

∥

∥

∥

∥

L2(T )

+
‖K2 −K1‖L2(T )

π

∥

∥

∥

∥

∫

C

r2(λ, z)

[

− i
√
E

2

(

1

λ
+ λ̄

)

Ω2
2(λ, ·)
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+ ∂z̄Ω
2
2(λ, ·)

]

dReλdImλ

∥

∥

∥

∥

L2(T )

+
‖K1‖L2(T )

2π

∥

∥

∥

∥

∫

C

(r2 − r1)(λ, z)

×
[

− i
√
E

2

(

λ̄+
1

λ

)

Ω2
2(λ, ·) + ∂z̄Ω2

2(λ, ·)
]

+ r1(λ, z)

[

− i
√
E

2

(

λ̄+
1

λ

)

(

Ω2
2(λ, ·) − Ω1

2(λ, ·)
)

+ ∂z̄Ω
2
2(λ, ·)− ∂z̄Ω

1
2(λ, ·)

]

dReλdImλ

∥

∥

∥

∥

L2(T )

.

Using Hölder’s inequality, Lemma 3.1, estimates (4.25), (4.49), (4.84), (4.74),

(4.75), (4.32) we find

|B2 −B1| ≤ c(N,m)

[

‖∂zK2 − ∂zK1‖L2(T ) +

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C)

+
‖K2 −K1‖L2(T )√

E
m−1 +

supζ∈T ‖∂z̄Ω2
2(·, ζ)− ∂z̄Ω

1
2(·, ζ)‖Lq(C)√

E
m−1

]

,

for some 1 < s < 2 < s′ < +∞, q > 2. We estimate the last term using

Lemma 2.3. Since (X±,2
k −X±,1

k )(·, ζ), defined in (4.57), is a continuous Lq

solution, q > 2, of the non-homogeneous ∂̄-equation (4.76) we have, from

Lemma 2.3,

‖(X±,2
k −X±,1

k )(·, ζ)‖Lq(C) ≤ c(N)
(

‖(r±2 − r±1 )(·, z)X2
k (·, ζ)‖Lq′ (C)

+ ‖r±1 (·, z)(X2
k −X1

k)(·, ζ)‖Lq′ (C)

+ ‖(r2 − r1)(·, z)X±,2
k (·, ζ)‖Lq′ (C)

)

≤ c(N,m)

(√
E

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C)

+
√
E

−(m−1)‖(X2
k −X1

k)(·, ζ)‖Lr(C)

+
√
E

−(m−1)‖(r2 − r1)(·, z)‖Ls,s′ (C)

)

where 1/q′ = 1/q + 1/2 and r > 2. Here we used several times Hölder’s

inequality, the fact that q′ < 2 and that Xj
k, X

±,j
k satisfy (4.67), (4.68) and

(4.73), (4.65). From (4.84) and the fact that r2 − r1 ≤
(

1
|λ| + |λ|

)

(r2 − r1)

we obtain

‖(X±,2
k −X±,1

k )(·, ζ)‖Lq(C) ≤ c(N,m)
√
E

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C)

,
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which yields

‖(∇Ω2
k −∇Ω1

k)(·, ζ)‖Lq(C) ≤ c(N,m)
√
E

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C)

,

(5.10)

for some 1 < s < 2 < s′ < +∞, q > 2.

Now, Propositions 4.1 and 4.2 as well as estimate (5.10) gives

|B2 −B1| ≤ c(N,m)

[

E1/2‖ρ2 − ρ1‖L2(T 2)

+

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′(C)

+ E−1

(

δr′a +
a

a− 1

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′(C\Da)

)]

.

From Lemma 3.2 and (3.30) we find

δr′a ≤ c(D,N,m)e4(l+1)
√
E(a−1)δ.(5.11)

Like in the proof of Proposition 3.5 we define

(5.12) a = 1 +
κ log(3 + δ−1)√

E
,

for κ < 1/4(l + 1). Note that

(5.13)
a

a− 1
= 1 +

√
E

κ log(3 + δ−1)
≤ 1 +

√
E,

for δ < 1
e1/κ−3

. Repeating the proof of Proposition 3.5 we obtain

δr′a +
a

a− 1

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′ (C\Da)

(5.14)

≤ c(D,N,m)

(

δ(3 + δ−1)4κ(l+1) + E− 1

2

(

E
1

2 + κ log(3 + δ−1)
)−(m−2)

)

,

for δ < 1
e1/κ−3

, κ < 1/4(l + 1). Then, using Propositions 3.3 and 3.3 we get

|B2 −B1| ≤ c(D,N,m)

(√
Eδ(3 + δ−1)4κ(l+1)(5.15)

+ E−1
(

E
1

2 + κ log(3 + δ−1)
)−(m−2)

)

,

for δ < 1
e1/κ−3

, κ < 1/4(l + 1), E > E4.
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We need now to estimate C2 − C1, which can be written as follows:

C2 −C1 = − 1

2πi

∫

|ζ|=1

{

(∂z̄K2 − ∂z̄K1)(ζ)

×
[

1

π

∫

C

r2(λ, z)Ω2
1(λ, ζ)dReλdImλ

]

+ ∂z̄K1(ζ)

[

1

π

∫

C

(r2 − r1)(λ, z)Ω2
1(λ, ζ)dReλdImλ

+
1

π

∫

C

r1(λ, z)
(

Ω2
1(λ, ζ)− Ω1

1(λ, ζ)
)

dReλdImλ

]

+
(K2 −K1)(ζ)

π

∫

C

r2(λ, z)

[

− i
√
E

2

(

1

λ
+ λ̄

)

Ω2
1(λ, ζ)

+ ∂z̄Ω2
1(λ, ζ)

]

dReλdImλ+
K1(ζ)

2π

∫

C

(r2 − r1)(λ, z)

×
[

− i
√
E

2

(

λ̄+
1

λ

)

Ω2
1(λ, ζ) + ∂z̄Ω

2
1(λ, ζ)

]

+ r1(λ, z)

[

− i
√
E

2

(

λ̄+
1

λ

)

(

Ω2
1(λ, ζ)− Ω1

1(λ, ζ)
)

+ ∂z̄Ω2
1(λ, ζ)− ∂z̄Ω1

1(λ, ζ)

]

dReλdImλ

}

dζ.

We proceed exactly as for B2 −B1 and we find

|C2 − C1| ≤ c(N,m)

[

∥

∥

∥

∥

(

1

|λ| + |λ|
)

(r2 − r1)

∥

∥

∥

∥

Ls,s′(C)

+
‖K2 −K1‖L2(T )√

E
m−1 +

‖∂z̄K2 − ∂z̄K1‖L2(T )√
E

m

]

,

for some 1 < s < 2 < s′ < +∞. Here we used again Hölder’s inequality as

well as Lemma 3.1, estimates (4.24), (4.49), (4.84), (4.74), (4.75) and (5.10).

Using Propositions 4.1 and 4.2 with a defined in (5.12) and arguing as for

B2 −B1 we obtain, with Propositions 3.3 and 3.5,

|C2 − C1| ≤ c(D,N,m)

(

δ(3 + δ−1)4κ(l+1)(5.16)

+ E−1
(

E
1

2 + κ log(3 + δ−1)
)−(m−2)

)

,

for δ < 1
e1/κ−3

, κ < 1/4(l + 1), E > E4.
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We can now put estimates (5.9), (5.15) and (5.16) together and from (4.15)

find

‖v2 − v1‖L∞(D) ≤ c(D,N,m)

(

Eδ(3 + δ−1)4κ(l+1)(5.17)

+
(

E
1

2 + κ log(3 + δ−1)
)−(m−2)

)

,

for δ < 1
e1/κ−3

, κ < 1/4(l + 1), E > E1 = max(E0, E2, E3, E4). Now, for

every 0 < τ < 1 there is a 0 < κ < 1/4(l + 1) such that τ = 1 − 4κ(l + 1).

Then we have

‖v2 − v1‖L∞(D) ≤ c(D,N,m)

(

Eδτ +
(

E
1

2 + (1− τ) log(3 + δ−1)
)−(m−2)

)

,

(5.18)

for δ < δτ and E > E1. This finishes the proof of Theorem 1.1. �
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