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~ Abstract—This work considers the stabilization of linear of systems with delay based on approaches of Lyapunov-
time invariant high order systems with two unstable poles plis  Krasovskii and Lyapunov-Razumikhin. These results are

time delay. For this, we will propose a simple observer based gypressed in terms of algebraic Riccati equations, [3]],[19
controller in order to stabilize the system. Numerical exanples ; . I
etc., or linear matrix inequalities, [1], [4], etc.

and an electronic implementation of the proposed scheme are

presented in order to illustrate the performance of the cloged A different approach to deal with dead time systems
loop system. is the classical Smith Predictor (SP), which consists in
counteracting the time delay effects by means of strategies
[. INTRODUCTION intended to estimate the effects of current inputs overréutu

Systems with delays are very common and are due &)utputs, [13], [18]. The main limitation of the original SP

several mechanisms like material or energy transport, & the fﬁptr;[hat the p_redlctuI)_n spheme has |n0t a stuaﬁlé:llzatm
cycling loops, etc. In addition, actuators, sensors and fielPteP, Which restricts its application to open-loop stateays.

networks that are involved in feedback loops usually in- However, open-loop unstable processes arise frequently in

troduce such delays, [14], [19]. Also delays can be useq]ifferent dynamic systems and are fundamentally difficnlt t

in model reduction where high-order (finite-dimensional ontrol. T(? overcome this problem, some modifications (.)f
systems are approximated (in some norm sense) by | he SP original structure have been proposed to deal with

order systems with delays, [17]. It is known that time_non-stable delayed process, for instance, [15] has pregent

delay is often a source of complex behaviors (oscillationé‘,n efficient modification to the Smith predictor in order to

instability, bad performance), in many dynamic systems, ancontrol unstable first order system plus time delay. With a

thus considerable attention has been paid on the stabill‘ﬂ'/ﬁe.rent perspective, [12] proposes a modification to the

analysis and controller design of time delay systems. Henc%”g'nal Smith structure in order to deal with unstable first

there exists a great motivation to study delay effects ofrder delayed systems. Using a similar structure, the tréssul

dynamical systems properties for two main reasons: ﬁraxtended to delayed _high order systems_ [11]. In both works,
erobustness analysis is done concluding that for unstable

to understand how the delay presence may deteriorate r&e d time domi he closed-| b
behavior of the system, and second to control their effecf? time dominant systems, the closed-loop system can be

for better performance achievement on closed-loop Systerﬁ@stabilized with an infinitesimal value of the modelingoerr
2], [10] I.e., that robustness is strongly dependent on the rekttipn

Several control strategies have been developed to deal withTun: V\{[herethlls tthe procetss ttlrr::e d:}lay amtdml th?‘
delayed systems. A common approach is to approximate t gminant unstablé time-constant. or the control scheme
time-delay operator by means of a Taylor or Pade seri goposed in the later works, it can be easily proven that
which could lead to a non minimum-phase system with the case of unstable plants, the internal stability is not
rational transfer function representation. The Propogio guarant%ed. In fact|t|t 'S c.>b-ta|n|e.d.t§r|1 uns(}fat\_ble dg:ft|mat|on
Integral (PI) and Proportional-Integral-Derivative (BI€bn- error and, as a resull, a minimal inftial condition dittecen
trollers are included in the control design for time dela)})etweenthe c_mgmal plant and the model produces an interna
systems [16]. On the other hand, some recent works ha\t}gbounded signal.

been devoted to the analysis of stability and stabilizatioge'la; Slfsfflgtjgrtnaslpﬁgosagzgr)lr itrr\]ter}osdtigggai‘gogif?:rjgﬁr\?v:_)(:lr(;lm[g]

*This work was supported in part by CONACyT-México, Undera@r 7], for instance. In th_ese. works it is proposed a solu.tlon
61713. based on the parametrization of the controllers and pradict



of the rational part of the plant. However, the potentialn a specific feedback scheme [13], [17]. Unfortunately, the
problem of this approach might be the implementation issuelassical structure of the SP is restricted to stable psoces
since the resulting controllers involve FIR blocks, whichDifferent authors have proposed several modificationséo th
are built upon Hamiltonian matrices and require matrioriginal SP structure to give solution to some particulaesa
exponentials to be computed. [11], [12], [15], [19].

This paper is concerned with the stabilization problem of This work proposes an observer based control scheme in
systems with two unstable poles amd stable poles plus order to stabilize a system characterized by the following
time delay. The control scheme relies on an observer-basednsfer function:
structure, on the contrary of modified Smith predictors, the

scheme only contains discrete time delay (and not disttbut v (s) Iy .
ones) which makes easy its practical implementation (seeU(S) - (s—a)(s —b)(s+cl)(s+02)...(s+cm)e :
[19] for details on numerical implementation of modified (5)

Smith predictor scheme). This paper is organized as follows Where 7, a b ¢1,cs...c., > 0 and without loss of
Section 2 is dedicated to the problem formulation. Sectiogenerality,a > b > 0. The proposed control scheme has

3 yields the preliminaries results used to obtain the maibeen design based on a traditional observer theory, hence,
result of this work. An observer based controller is progoseonly the plant model and two static gains are enough to
in Section 4 in order to stabilize the unstable delayed systeget an adequate estimation of an internal delay free variabl
previously described, also the stability conditions of thevhich will be used in the final stabilizing control scheme.
proposed control structure are stated. Numerical sinariati
are presented in Section 5 to show the controller performanc
and the control strategy is implemented on a real electronic Preliminary results are presented, which will be used later
plant built with operational amplifiers. Finally conclusi N order to state the stability conditions of the proposed

IIl. PRELIMINARY RESULTS

and future perspectives are drawn. strategy in this work. .
Consider the following unstable first order system plus
Il. PROBLEM FORMULATION time delay:
Consider the following class of single-input single-outpu v
(SISO) linear systems with input delay: (5) =G(s)e ™ = @ e s, (6)
U(s) s—o
Y(s) _ N(s) —rs = G(s)e ™, (1) With o >0, and a proportional output feedback control as
U(s)  D(s) follows:
where U(s) and Y (s) are the input and output signals
respectively,r > 0 is the constant time delayy(s) and U(s) = R(s) — kY (s), )

D(s) are polynomials in the complex variableandG(s) is  \ynich produces a closed-loop system:
the delay-free transfer function. Notice that with respect
the class of system&l(1) a traditional control strategy dbase Y(s) ae” T8

- : (8)

on an output feedback of the form R(s) s—o+kae s

The following result has been widely studied in the
U(s) = C(s)[R(s) = Y(s)], (2)  literature and the proof can be easily obtained by consideri
yields a closed-loop system given by: different approaches as a classical frequency domain. An
alternative simple proof based on a discrete time approach
. is shown in [9], [8].

R(s) 1+C(s)G(s)e s’ Lemma 1:Consider the delayed systefd (6) and the pro-
where the exponential terr "* located at the denomi- portionalloutput feedback(7). Then, there exists a propor-

: .. _tional gaink such that the closed loop systen (8), is stable
nator of the transfer functiol(3) leads to a system with al and only if < L

infinite number of poles and where the closed-loop stabil- . . .
) X ., Now consider the high-order unstable system characterized
ity properties must be carefully stated. From the classm%ly

structure of the Smith predictor, it is known that the transf
function of the closed-loop system is obtained as follows:

Y (s) C(s)G(s)e™ ™

®3)

G _ « —Ts 9
() CGE ., w VT eaerae e O
R(s) 14 C(s)G(s) ’ with o, ¢1, ¢2...0, > 0. With the proportional output

where the delay term is shifted outside of the characteristfeedback[(l7), the closed-loop system is as follows:
equation of the system. Under ideal conditions, i.e., exact
knowledge of the plant parameters and delay value, the SR'(s) ae” T8

provides a successful future estimatiortime units ahead  R(s)  [(s — 0)(s + ¢1)(s + ¢2)...(5 + ¢n)] + kae 75"
of the y(t) signal, which could be used like a control signal (10)




Lemma 2:Consider the delayed systed (9) and the prok; and ks such that the closed-loop system is stable. The
portional output feedback](7). Then, there exists a propociosed loop transfer function can be written as follows:
tional gaink such that the closed loop system](10), is stable

if and only ifr<§_2i_ Y (s) _ e
— ¢, R(s) (s—b)(s+cl)---(5+Cm)(s+¢m+l)+ak2?:{£)§a

—TSs

The proof of this reéfﬁt is presented in the Appendix A.
with ¢,,11 = ak; — a. It is well known that ak, that
V. PROPOSEDCONTROL STRATEGY stabilizes the delayed systefn (11) must also stabilize the
Consider the class of systems studied in this worlgelay free system (see for instance [5] or [10]), which irepli
and characterized by the transfer functiobl (5) with "1
a, b, ¢1, ca, - ,cm > 0 and the time delay > 0, and that ¢,,.1 > 0. Indeed, from Lemmé&l2r < % — Za
assuming without loss of generality> . An observer based =1

=1
. . . ; e with ¢ = b and ¢; = ¢;, wheren = m + 1 (nozte that
controller is designed in order to obtain an estimation ef th

. . > ( is a free parameter function éf). Let us consider
internal states of the system to be used as control signals ot P m 0

the original process. 8> %}H > 0, denotings = % — Z i — 1, therefore:

As a first step, the stability conditions for the controller i=1 "'
and the observer systems are stated separately. This condi- 1 1 1 1
tions will be used later in order to state the closed loop sta- 7= — — Z ——f< == Z —=—-— Z —
bility conditions for the proposed observer based coreroll R o Ié b He

A. Controller Scheme ) .
Note that a root locus and/or frequency domain analysis can

First, taking into account the state feedback control strape ysed to compute proper constant gainandks in order
egy shown in the Figurgl 1, let us introduce the following, giapilize the proportional state feedback scheme.
result.

B. Observer Scheme

s | (1)
& l_’|’»"*~“““J ’JI”I ‘ In most of the practical applications, the internal varébl
are not measured. Thus, an observer based on an output
injection strategy is proposed, as represented in Figlre 2.
The stability of the observer can be tackled as follows.

[c. Tt
LI~

Fig. 1. Control Scheme.

Lemma 3:Consider the delayed systeld (5), and the state
feedback controller proposed in Figure 1. There exist con-
stant gainsk; and ko such that the closed-loop system is

stable if and only if Fig. 2. Observer Scheme.
;< 1 i 1 Lemma 4:Consider the delayed systel (5), and the static
b ‘¢ output injection scheme shown in Figuré 2. There exist

=1 .
The aim of the foregoing proof is to apply the stabilityconstantg, andg, such that the closed-loop system is stable
conditions given in Lemm&]2 to the closed loop systenf and only if

shown in the Figuré]l. 1 1
Proof: T<g—§c—i-
- - 1 Proof: .
Sufficiency Let us considerr < 1 — —. Then,7 = : ) )
4 b ; ¢ 4 The proof can be easily derived from a dual procedure of
m o the previous result.
% — — — 8, for somes > 0. Therefore, there exists; m
C; . . .
i=1 m As in the controller design, the computation of the propor-
such that3 > —— > 0. Thenr < + — Z 11 _ tional gainsg; andg. can be solved by means of a root locus
aki—a " “¢; aki—a’  andlor a frequency domain analysis.

Finally we can conclude from Lemnha Z2_, where= b, ¢; =

¢; and a1 = ki — a there existsk, such that the closed © Observer-Based Controller

loop system shown in Figufg 1 is stable. Finally, the main result of this work is presented, we
Necessity Consider the delayed systefd (5), and the statgropose an observed based controller as in the Figlre 3,

feedback controller shown in Figuké 1, with constant gainwhere the observer allows to estimate the state varialdes, t



be used in state feedback controller. The authors would like Which brings us back to the delayed transfer functidn (5).
to stress that, in the proposed scheme, only four propa@ationThe dynamics of the estimated states and the control law can
gains are enough to get a stable closed loop behavior. Asba described as follows.

consequence of the previous results, the following lemma

can be stated. B(t) = Ao (t)+Ar2(t—7)+Bu(t)—G(CE(t) —y(t) (14)

—4@*@ﬁ“3”4”Fﬂ~wmr u(t) = —Ki(t).

Where z(¢) is the estimated state aof(¢), and the gain

vectorsK and G are defined by:

K=[k 00 - 0 k]

G=[g 00 - 0 g]"

Let e(t) := z(t) — &(t), then we have:
Fig. 3. Control Strategy Proposed. .
é(t) = i(t) — 2(t) = (Ag — GC)e(t) + Are(t — 7). (15)

Lemma 5: Consider the observer based controller scheme and the controlled system:
shown in Figuré3. There exist proportional gains ks, g:

indgg such that the closed-loop system is stable if and only i(t) = Agz(t) + Aya(t — 1) — BKi(t). (16)
[
1 &1 Noting z. = [z(t) e(t)]T and after a simple manipulation
T< a Z ¢ of variables we have the following closed loop system with

=1 . . i
Proof: Consider the state space representation of tHB€ observer and the controller proposed in the Figiire 3:
system [(b) characterized by the following equation:

. . Ay — BK BK
t) = Aogx(t Avx(t — Bu(t 12 e(t) = elt e 17
) = Aaal) + At +Bul) @2 a=| PP PR Tawe @
y(t) = Cx(t
| (t) (t) . L [Ao T
Withz(t) = [ w(t) @u(t) x2(t) - @) 2(t) ] . 0 A |
Where,
y(t)=[C 0 Jz(1).
[ o - 0 0 Itis easy to see that the observer based controller proposed
1 —¢ 0 0 satisfies the separation principle. Hence, the stability of
Ay = S : : the observer scheme is enough to assure an adequate error
(‘) 0 ' ' 0 convergence, i.e. there exist proportional gajnsand g
—Cm . ~ _ _ . .
0 0 0 b such thattlggo[w(t) w(t)] = 0 if and only if
[0 0 --- 00 I &1
A = : Then, considering the fact of the observer and controller
o0 - 00 can be designed separately and reminding the stability con-
00 - 1.0 ditions stated previously in Lemmas$ 3 ad 4, is clear that
[« the observer stability condition is more restrictive thae t
0 controller one, i.e.,
B =
1 «— 1
Cc = [ o0 -~ 01 ] h

Therefore, there exisky, k2, g1 and g, such that the
Note that the state state representation characterized ¢lpsed-loop system is stable if

(I2) can be returned to its transfer function represemtatio
by mean of: 1 1
<= = —.
r<L2:

Y(S) _ —7s5\\—1 =1




V. EXAMPLES 15 ; ‘ ;

— - — Different Initial Conditions|

The following numerical examples illustrate the perfor-
mance obtained by means of the observed based controller
proposed.

Example 1 Consider the delayed system with two unstable Tme seconds)
poles characterized with the following transfer function:

Output y(t)

Y(S) _ 1 6—0.53 (18) ——=

U(s) (s—0.7)(s—0.4)(s+5)(s+10) 005} : 5 5 = = S
Let bea = 0.7, b =04, c1 =5, co = 10, aa =1

andr = 0.5 the parameters of the system, it is clear that the Fig. 4. Numerical Simulation Results.

stability conditions given in Lemnid 5 are satisfied, therefo

there exists an observer based structure with proportional

gainski, k2, g1 andg, such that the resulting closed-loopto the system performance whit different initial condison

system is stable due to: (4(t) —y(t) =0.1).
Below, for the same example, the observed based con-
1 & troller is implemented by mean of the Data Acquisition Sys-
T=05< a Z ¢ = 1.128. tem Sensoray 626, using its analog inputs/ouputs as sensors
=1 and actuators communicated with a computer through the

As stated before, the control schelnhe 3 holds the separatiBATLAB Real Time Workshop Toolbox. The real electronic
property, hence the design of the controller and the observglant is built with commercial operational amplifiers, sesi
is independent. Therefore, to ensure the existence oftars, and capacitors.
proportional gaink, such that the closed loop system is The stable outpug(t) of the closed loop system and the
stable, from Lemmal3: error signale(t) are shown in the Figurg 5.

as the value:; can be as large as we wish, the gain chosen B R N TR
is k1 = 20.7, (to place the pole in = —20), from this, after
a frequency domain analysis, Nyquist stability criteriam f
instance, we can compute the gainsuch that the controller
scheme shown in the Figufé 3 is stable, for this example,
400 < ko < 1721. BT R S )
The procedure to compute the observer gainand g-
is quite similar, the proportional gaigz must be larger than Fig. 5. Practical Implementation.
b to ensure the stability of the system. From Lenmima 4 we
know that Remark 1:Notice that the controller has a efficient per-
formance regardless the different initial conditions besw

go > + +b=1.99, the original process and the observer, and the parametrical

( variations due to the use of commercial electronic devices.

| —

Q=

—7)
i=1 " VI. CONCLUSIONS
as the valugy, can be as large as we wish, the gain chosen An observer based controller is proposed in this work
is g2 = 20.4, form this, after a frequency domain analysisjn order to stabilize high order system with two unstable
we can compute the gain, such that the observer schemepoles plus time delay. The necessary and sufficient comditio
shown in the Figurg¢l2 is stable, for this exampl®) < that ensure existence of the stabilizing control scheme are
g1 < 1499, stated. The scheme is simple and may be easily implemented,
Hence, the constant gains computed for this example aféne procedure to design the controller can be performed
ki1 = 20.7, ko = 1000, g; = 1100 and go = 20.4. easily using well know analysis of linear control theory.
The Figure[# illustrate the performance of the observe&n implementation of the observer based controller is pre-
based controller in numerical simulations, the output dm®d t sented by mean of an electronic plant built with operational
error are shown respectively. The continuous line indeateamplifiers and the Data Acquisition system Sensoray 626.
the output of the closed loop system with identical initialThe example show the closed loop system behavior working
conditions betweerny(¢) and §(t). The dashed line point under different initial conditions between the plant and th

)



observer, as well as the parametrical variations introducédgain considering that for small frequenciesctan wy ~

by the use of commercial electronic devices.

APPENDIX
A Proof of The Lemma&l2.

wep, and starting frorMG(jw)

conclude the relatiom < — —
This reflection can be generahzed to anye R con-

cluding that for the systems characterized by [A.1) with a

—180° it is no difficult to
1

Let us consider the High-Order Unstable System with timgroportional output feedback, there exist a constant gain

delay given by:

a —TS

(5= 0)(5 + 01)(5 T 02)(5 + 0n)
First, analyzing the First Order Unstable Delayed System
given by [6) and considering the Lemrah 1, there exists 1
proportional gaink such that a closed loop system with a
simple proportional output feedback is stable if and only if
T < % An analysis in the frequency domain shall confirm £
this result. The Nyquist stability criteria establishestth [3

when closing the loop whit a proportional gdinthe system

will be stable if0 = N+ P, with P being the number of poles 4]
in the right half plan€’s” and N the numbers of clockwise
round trips to the point-1 (N negative suggests round trips

in the opposite direction) in the Nyquist diagram. The angle[5
as a function of the frequency is given by:

—(180° — arctan (;)) — (w7)

G(s) = (A1)

(6]

£G(jw) = (A.2)

Taking into consideration that for small frequencies(’]
arctan wp ~ wyp, it can be shown that the conditian< %
is equivalent to ask that the angle path taps at least on¢ poirs]
(for some frequency) with a value exceedinrg80°, that is
ZG(jw) > —180°, i.e., one counter-clockwise round trip to
the point—1 in the Nyquist diagram. Now, analyzing the [9]
system withn = 1 characterized by:
«

N P RO
Then, there exists a proportional gainsuch that a closed [11]
loop system whit a simple proportional output feedback is
stable if and only ifr < - — 2. It can be easy to see that the[;;
Nyquist condition remams the same (one counter-clockwise
round trip to the point-1 in the Nyquist diagram), now the
angle condition is:

£G(jw) = —(180° — arctan ( = }) — (arctan ( = )) — (w7)
’ 5) (<z>) "

—TS

(A.3) [10]

[13]
[14]

[15]

For small frequenciesrctanwy ~ wy, and starting from

ZG(jw) > —180° it is no difficult to conclude the relation [1g)

T < % - %. Below considering the system whit= 2 given

Y s s as)
S) = & .

(s =0)(s+ d1)(s + ¢2) [18]

It can be easy to see that the Nyquist condition remains t?&]

same (one counter-clockwise round trip to the poiritin

the Nyquist diagram), now the angle condition is:

~(180° — arctan (%)) — (arctan (%)) .

— (arctan ( @)) (wr)

Z£G(jw)

(A.6)

such that the closed loop system is stable if and only if:

(A7)

1 =1
T<=-=> —.
o ¢
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