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Abstract: In many biological fields (e.g. horticulture, forestry, botany), a need exists to 
quantify different types of variability within a set of plants. In this paper, we propose a method to 
compare plant individuals based on a detailed comparison of their architectures. The core of the 
method relies on an adaptation of an algorithm for comparing rooted tree graphs, recently 
proposed by Zhang in theoretical computer science. Using this algorithm a distance between two 
plants is defined as the cost of transforming one into the other (using basic “edit operations”). We 
illustrate this method in three application fields and then compare it with other methods for 
quantifying plant similarity. 

Key Word: topological structure of plants / plant comparison / analytical method 
 

Définition d'une distance entre architectures de plantes 
 

Résumé: Dans de nombreux domaines de la biologie (arboriculture, sylviculture, 
botanique), il est nécessaire d’étudier différents types de variabilité au sein d’une population de 
plantes. Nous proposons, dans ce papier, une méthode de comparaison des plantes basé sur une 
comparaison détaillée de leur architecture. Cette méthode est une adaptation d’un algorithme de 
comparaison d’arborescences, proposé récemment par Zhang en informatique théorique. Cet 
algorithme nous permet de définir une distance entre deux plantes comme le coût de la 
transformation de l’un en l’autre (à l’aide d’opérations élémentaires d’édition). Cette méthode est 
illustrée dans trois domaines d’application et elle est comparée à d’autres méthodes de 
quantification de la ressemblance entre plantes.  

Mot Clé: structure topologique des plantes / comparaison des plantes/ méthode 
analytique 
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1. Introduction 
The increasingly important role played by plant architecture in the 

structure/function modeling of plants generates a need for new investigational 
tools. Generic tools have already been developed to visualize plant architecture in 
3-dimensions ([4,30]), to model the growth of plant architecture, e.g. 
([20,25,5,21]), to measure plant architecture ([9,14,33]), and to explore and to 
analyze the plant [10]. This paper introduces a new tool for the comparison of 
plant architectures.  

To compare two plants, a first approach consists of summarizing each 
individual by a small number of synthetic and global variables (e.g. fruit 
production, crown size, etc.). The similarity of two individuals is then reduced to 
the similarity between these synthetic variables. In forestry for instance, wood 
production and quality are usually assessed by measuring variables such as stem 
diameter, crown volume, branching density, etc. Comparing different wood 
qualities thus amounts to comparing these global variables. This defines global 
comparison methods in which the topological organization of plant entities is not 
taken into account. 

On the other hand, domains exist in which plant topological structure plays 
an important role. In forestry for example, refining wood quality criteria leads 
foresters to consider more detailed descriptions of tree crowns, taking for instance 
into account the spatial distribution of branches along the stems or branch 
geometry (e.g. [19]). Similarly, in horticulture, determining the fruiting position in 
the tree crown leads to a better understanding of the fruiting habits and production 
parameters (e.g. [3]). In such cases, the notion of distance between individuals 
would naturally take into account the topological and spatial organization of plant 
entities. This defines analytical comparison methods which are based on a piece-
by-piece comparison of plants [26].  

In most applications, descriptions of plant architecture usually rely on a 
tree graph representation of topological structures [8]. An algorithm with bounded 
complexity has recently been proposed in theoretical computer science to compute 
a distance between tree graphs [43,44]. This distance is defined as the minimum 
cost of the sequence of elementary edit operations needed to transform one tree 
graph into the other. This paper proposes an analytical comparison method based 
on an adaptation of this algorithm to deal with plant architectures. The different 
methods used to tune the parameters of this algorithm are then reviewed and 
discussed. Finally, the use of this comparison algorithm is illustrated in three 
different application contexts. 

2. Formal representation of plants as tree graphs 
A plant can be considered as a set of botanical entities (e.g. internodes and 

nodes, growth units, annual shoots) the topological organization of which can be 
represented by a graph [8] (Figure 1). A graph G={V,E} consists of a set V of 
vertices and a set of edges E, each edge being represented by an ordered pair of 
vertices [29]. If ),( 21 vv  denotes an edge in E, the vertex v1 is called the father of 
v2 and the vertex v2 is called the son of v1 [29]. Vertices represent botanical 
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entities and edges correspond to the physical connections between these entities. 
Each vertex can be associated with one or several attributes that represent 
biological characteristics of the entity and consists of either a real number (e.g. 
entity diameter, length), or a symbol (e.g. entity type). Let α be a labeling 
function which associates a label from a finite or infinite set Σ={a,b,c,...} with 
each vertex. A distance d, called elementary distance, is supposed to be defined on 
labels. A distance on vertices of a graph can be defined using the distance on 
labels: d(v1,v2)=d(α(v1), α( v2)). Let λ be a unique symbol not in Σ, d is extended 
by defining quantities d(α(v1),λ) and d(λ,α(v2)) so that d is a distance on }{!U" . 
The distance d(α(v1), λ) between the label of a vertex v1 and the label λ is denoted 
by d(v1,λ) by convention. 

In a plant, since each entity is physically attached to at most one parent 
entity, the topological structure is represented as a rooted tree graph, i.e. a graph 
in which every vertex except one, called the root, has only one father vertex. The 
root has no father vertex. In order to identify the different axes on a given plant, 
two types of edges between entities are distinguished: an entity can either precede 
(symbol ‘<’) or bear (symbol ‘+’) another entity. This form of plant description 
can now be used to present an analytical method for comparing plants. 

3. Plant comparison method 
A considerable amount of work has been performed on comparison 

algorithms for problems that can be modeled as data sequences [35]: in molecular 
biology [16,34], in speech or text recognition [23] or in code error correction [39], 
in plant modeling [11]. In the early seventies, Wagner and Fisher [42] presented 
an algorithm which computes the distance between two strings of characters as the 
minimum cost sequence of elementary operations needed to transform one string 
into the other. In order to define a distance between rooted tree graphs, Tai [37], 
Selkow [32] and Lu [24] proposed a generalization of the Wagner and Fisher 
algorithm with application in different fields [27,28,32]. All the tree graphs 
discussed in these papers are ordered, meaning that the sets of sons of any vertex 
are ordered sets. These algorithms cannot be applied directly to the problem of 
plant comparison since tree graphs used to represent plant topology are unordered 
[8]. However, recently, Zhang [43,44] proposed an algorithm in theoretical 
computer science for computing a distance between unordered rooted tree graphs 
based on Lu’s method, by introducing a new hypothesis in the tree-graph 
transform. This paper briefly describes the main principle of the algorithm and 
illustrates several applications to plant comparison.  

A distance measure between two trees T1 and T2 is defined by considering 
the minimum cost of elementary operations needed to transform T1 into T2. Three 
kinds of elementary operations, called edit operations [42] are considered: 
changing one vertex into another (note that this may change labels), deleting (i.e. 
making the sons of a vertex v become the sons of the father of v and then 
removing v from T1) or inserting one vertex (i.e. the symmetric operation on T2) 
(Figure 2a). In order to transform one tree graph into the other, all the vertices of 
T1 and T2 must be affected by at least one edit operation. 
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A cost function, called local distance, is defined for each edit operations s. 
The local distance assigns a non-negative real number γ(s) to s:  

• γ(s)=d(v1,v2) if s changes the vertex v1 into the vertex v2, 
• γ (s)=ddel(v1)=d(v1,λ) if s deletes the vertex v1 and, 
• γ (s)=dins(v2)=d(λ,v2) if s inserts the vertex v2. 
Since d is a distance, the following property is always satisfied: 

(1) )()(),( 2121 vdvdvvd
insdel

+!  

Let S be a sequence of n edit operations (s1, s2, …,sn) which transform one 
tree graph T1 into another one T2. The cost γ(S) of a sequence of edit operations is 
defined by summing up the cost of the edit operations that compose S: 

!
"

=
Ss

i

i

sSã )(ã)( . The set of possible edit operation sequences which transform T1 

into T2 is denoted by S. The dissimilarity measure1 D(T1,T2) from a tree graph T1 
to a tree graph T2 is then measured as the minimum cost of a sequences in S :  

}{ )(ãmin),( 21 STTD
S S!

=  

In order to characterize the effect of a sequence of edit operations on a tree 
graph, Taï [37] introduced a structure called mapping between tree graphs (Figure 
2b). Based on the notion of trace between Wagner and Fisher strings [42], a 
mapping is intuitively a description of how a sequence of edit operations 
transforms T1 into T2, ignoring the order in which the edit operations are applied. 
A mapping M is a set of ordered pairs (v1,v2) of vertices from 

21
TT !  and we say 

that v1 and v2 are images of one another. The set of vertices of T1 (resp. T2) which 
are not in a pair of M is denoted by 

1
M  (resp. 

2
M ). Note that M is a set of pairs 

of vertices while 
1

M  and 
2

M  are sets of vertices. The set of all possible 
mappings from T1 to T2 is denoted by M.  

According to the definition of elementary costs, we can assign a cost to 
each mapping M:  

(2) !!!
"""

++=
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The relation between a trace and a sequence of edit operations has been 
made explicit by Wagner and Fisher [42]. This result has been generalized for 
mappings between ordered tree graphs [37] and unordered tree graphs [43,45]. 
Mappings are related to sequences of edit operations by the following two 
propositions [43,45]. 

Property 1: Given S a sequence of edit operations from T1 to T2, there exists a 
mapping M from T1 to T2 such that )(ã)(ã SM ! .  

                                                
1 A dissimilarity measure d over Σ is a function from ΣxΣ to R+ such that for all a,b in Σ 

d(a,a)=0, d(a,b)= d(b,a), d(a,b)=0 => b=a (symmetry) and such that it does not necessarily respect 
the triangle inequality. 
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Property 2: For any mapping M from T1 to T2 there exists a sequence of edit 
operations such that )(ã)(ã MS = .  

Based on these properties it can be shown that the dissimilarity between 
two tree graphs is measured as the mapping with minimum cost. Indeed, from 
property 1, we obtain: 

{ } { })(ãmin)(ãmin MS
MS MS !!

"  

Let M* be the mapping with minimum cost. From property 2 arises a 
sequence S* of edit operations such that: 

{ } { })(ãmin)(ãmin)(ã)(ã **
SMMS

SM SM !!
"==  

Finally :  
}{ }{ )(min)(min MdSd

MS MS !!
=   

and : 

(3) }{ }{ )(min)(min),( 21 MdSdTTD
MS MS !!

==  

This equation shows that the computation of the edit distance between T1 
and T2 leads us to solve an optimization problem, i.e. finding the mapping with 
minimum cost over M.  

However, when comparing plant architectures, we are not interested in all 
possible mappings between plants. For example, we do not want to consider 
mappings that match the trunk of T1 with the leaves of T2 and the leaves of T1 with 
the trunk of T2 (Figure 3b). Only those mappings that preserve certain structural 
properties will be considered. For example, in the case of sequence alignment, 
Wagner's algorithm preserves the ancestor relationship between elements of the 
sequence. In a tree graph, a vertex v1 is called the ancestor of another vertex v2 if 
a path2 exists from v1 to v2. For example, one entity a, ancestor of an other entity 
b, can only be mapped onto an entity a' that is an ancestor of the image b' of b. 
This ancestor relationship is also denoted by 

21
vv ! . Similarly to sequences, 

when comparing plant architectures we wish to consider only mappings that 
preserve the ancestor relationship (Figure 3a). 

One of the results from Zhang [45] and Kilpelläinen [17] is that finding the 
optimal matching function for an unordered tree is an NP-complete problem. This 
means that there is no reasonable chance of a polynomial-time algorithm solving 
this optimization problem. Since unordered tree graphs are important in our plant 
comparison applications, it is necessary to change the matching function 
definition in order to obtain an algorithm that computes the distance between 
unordered tree graphs. 

An intuitive idea to solve this problem was proposed by Tanaka and 
Tanaka [38] who introduced a distance between ordered trees to preserve 
                                                

2 a path from v1 to v2 is a sequence of vertices ),...,( 21 n
www  such that 

11
vw = , 

2
vw

n
=  and for each consecutive pair of vertices ),( 1+ii

ww  in the sequence, 
i
w  is the father of 

1+iw .  
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structural properties of the tree graphs by the matching functions. Zhang [45] 
extended the definition from ordered trees to unordered trees. The idea is that two 
separate sub-trees of one tree graph should be mapped onto two separate sub-
trees. 

The preservation of sub-trees can be formalized using the notion of least 
common ancestor. In a tree-graph, the least common ancestor of 

1
v  and 

2
v , 

denoted by ),( 21 vvlca , is a common ancestor of 
1
v  and 

2
v  such that every 

common ancestor w of 
1
v  and 

2
v  satisfies ),( 21 vvlcaw ! . For any vertex pair 

(v1,v2) of a mapping, we define a branching system with reference to their least 
common ancestor (Figure 3c). Descendants of the least common ancestor 
(including the least common ancestor itself) represent the branching system B1. 
The images of v1 and v2 define another branching system B2. The new constraint 
implies that: any vertex in branching system B1 can only be mapped onto 
branching system B2.  

Mappings that preserve ancestor relationship and tree separation are called 
valid mappings. A valid mapping M is a set of ordered pairs (v1,v2) of vertices 
satisfying :  

2211
, TvTv !! , and for any pair (v1,v2), (w1,w2), (u1,u2) in M 

(4) 
2211
wvwv =!=  

(5) 
2211
wvwv !"!  

(6) 222111 ),(),( uwvlcauwvlca <!<  

Condition (5) expresses ancestor relationship conservation and condition 
(6) expresses a conservation of branching systems. The set of valid matching 
functions is denoted by Mv. We can now define a dissimilarity measure between 
T1 and T2 as: 

(7) ))(ã(min),( 21 MTTD
v

M M!
=  

Zhang showed that the dissimilarity measure is a distance3. [43] According 
to this definition, Zhang [43,44] proposed an algorithm with bounded complexity 
for solving the optimization problem (7) which consists of finding a valid 
matching function with minimum cost. To improve the analysis of the algorithm 
output and consider new extensions, the computation of matching lists, i.e. the 
computation of mapped vertices, has been developed in [7]. 

The algorithm described by Zhang [43,44] uses a recursive expression for 
calculating distances between sub-trees of T1 and T2 (detailed in [7]). This 
algorithm solves the problem of computing ),( 21 TTD  in polynomial time. Figure 
4 illustrates the computation time in relation to the size of the tree graphs. 

                                                
3 This means that D is a dissimilarity measure which respects the triangle inequality. 
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4. The local cost function 
As described in [18,28,43] and the previous section, if a distance measure 

is to be determined between sequences or tree graphs based upon edit operations, 
it is necessary to consider an elementary distance between the components of the 
sequences or tree graphs. In the case of plant comparison, a local distance (called 
the local cost function) assigns to each pair of entities (v1,v2) of two plants T1 and 
T2 (represented by two tree graphs), a non-negative real number (called a cost) for 
deleting e1, for inserting v2, and for changing v1 into v2. There are several possible 
methods for quantifying the difference between any two plant elements depending 
on the aim of the application. 

A simple cost function used for comparing elementary entities is based on 
a binary distance called a Levenstein’s distance [22]. In this case, a null cost is 
assigned to any changing operation and a cost of one to any insert-delete 
operation. A local cost defined in this way does not take into account the nature of 
the entities, so the distance is independent of the entities involved in the operation. 
A distance based on such a local cost function only involves the topological 
structure of plants and is called a topological cost. 

This binary distance can be refined by using entity attributes such as 
length, diameter, types, etc., and defining a distance in this space. We will 
suppose that, for each elementary entity v of T1 and T2, precisely n attributes a1(v), 
a2(v),…, an(v) are defined which may have symbolic or numerical values. In cases 
of multiple numerical attributes (n>1), it is necessary to homogenize the attribute 
dynamics so that they have a comparable importance in the definition of the 
metric. The standardization [15] of data consists of calculating the mean value mi 
of each variable ai and then computing for each plant T a measure of the 
dispersion of this variable. Traditionally, the standard deviation is used: 

(8) !
"#

$
$

=
21

2))((
1

1

TTv

ikii

k

mva
n

s  

Let us assume that si is not zero (otherwise the variable fi is a constant). 
The standardized measurements are thus defined by: 

(9) 
i

iki

ki
s

mva
vf

!
=

)(
)(  

For numerical attributes, the elementary distance between two entities 
(v1,v2) is a metric distance in n-dimensional space, and in practice this distance is 
often computed as the Manhattan distance: 

(10) !
=

"=
n

i

ii vfvfvvd
1

2121 )()(),(  

The insert-delete cost can be defined in several ways, provided that 
equation (1) is satisfied. For example, the insert-delete cost may be chosen to be 
proportional to the sum of the absolute values of the attributes: 
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(11) !
=

=
n

i

iins vfvd
1

11 )(ì)(  and !
=

=
n

i

idel vfvd
1

22 )(ì)(  

In order to ensure that such a local cost satisfies equation (1), µ must be a 
real number greater than or equal to 1.0. With such a local distance, the insert-
delete cost for each entity is directly dependent upon its nature. Another way to 
define the insert-delete cost is to render it proportional to the absolute difference 
between the maximum and the minimum values of the attributes: 

(12) !
=

"#"#
$==

n

i

i
TTv

i
TTv

delins vfvfvdvd
1

21 ))((min))((maxì)()(
2121

 

In order to ensure that such a local cost satisfies equation (1), µ must be a 
real number strictly greater than 0.5 [7]. Both the insert and delete costs are the 
most widely used in real and theoretical applications of this method [18]. 

Only a finite number of symbols are available for symbolic attributes. The 
distance between entities is defined as the distance between the different symbols. 
In practice the user must construct a cost matrix between these symbols. In Figure 
5, T1 and T2 are two theoretical plants. A symbolic attribute, called a label, taken 
from {a,b,c,d} is given to each entity. Table I indicates the current heuristic costs 
used when comparing these labels. If an entity with a given label is inserted or 
deleted, the assigned cost is shown in the Null column. The changing cost 
between two elementary entities relies on the comparison of their labels which is 
indicated in the corresponding square. In our example, the cost of comparing 
entity 1 and entity 2 of type a and b respectively, is 10. Thus, plants T1 and T2 are 
considered different while in a topological sense they are identical. With such 
local costs, the distance between the plants not only takes into account the 
topological structure of plants but also the information contained in the plant 
description. 

Both types of attributes can be mixed within an appropriate local distance. 
Let kfff ,...,,

21
 be k numerical attribute functions and let nkk fff ,...,,

21 ++  be l 
symbolic attribute functions. According to the previous discussion, l cost matrices 
must be constructed that define, for each symbolic attribute, the distance between 
symbols. Thus, for each pair of entities ),( 21 vv  of T1 and T2 and for each 
symbolic attribute fi, there exists a cost ),( 21 vvci  for changing the symbol fi(v1) 
into fi(v2). In the most general form, a local distance is expressed as follows: 

(13) !!
+==

+"=
n
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i

k
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ii vvcvfvfvvd
1

21

1

2121 ),()()(),(  

The local cost function and the insert-delete cost are chosen depending on 
the application. The effect of this choice is discussed in the next section. 

5. Effect of comparison parameters 
The distance between plants depends on two main parameters: the 

topological structure of the plants and the local distance between entities. The 
effect of both parameters is analyzed hereafter using several sets of theoretical 
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plants represented in Figure 6 and Figure 7. In each set of plants (S1), (S2), (S3) 
and (S4), each pair of plants was compared by the algorithm using an appropriate 
local distance. A matrix of the distances between plants was thus obtained and 
these matrices were studied and analyzed depending on the application. 

5.1. Effect of topological structure  
Two topological structures may be different because of two major factors: 

their number of entities and the organization of the connections between their 
entities. These differences between two topological structures were evaluated 
separately using a topological cost which gives results independent of the nature 
of the entities. 

Effect of the number of entities. The effect on the comparison of the 
difference in the number of plant entities was studied. A reference plant T1 made 
up of ten elementary entities was constructed. One set of theoretical plants (S1) 
was generated by decreasing or increasing the number of entities on each axis of 
the reference plant. A set of fifteen plants was thus obtained with between six and 
five hundred entities. A second set (S2) of twelve plants was defined using the 
same method for another reference plant T2. Figure 6 shows the distances from the 
plants of (S1) and (S2) to the reference plant T1. When the difference in the number 
of entities between a given plant and T1 is large, the distance between the plants 
corresponds to the difference in their number of elementary entities. Thus, the 
method proposed in this paper provides interesting information only for plants 
with a comparable number of entities. 

Effect of connection between entities. If two plants have an equal number 
of entities, their topological structure may still differ because of the organization 
of the entity connections. To study this factor, we built two sets of seven 
theoretical plants containing ten elementary entities in their decomposition. The 
first set of plants (S3) contains seven plants and is sorted according to the 
similarity of each plant to the reference plant T1 (Figure 7a). The second set gives 
an example of seven theoretical plants (Figure 7b) with a null topological distance 
between each other but which are geometrically different. In (S4) each plant is 
again composed of ten entities. Plants T1 and T2 have identical topological 
structures but different spatial arrangements. Plant T2 is the mirror-image of T1, 
i.e. both plants have the same branching systems but in a symmetric position with 
respect to a vertical axis. The algorithm gives a null distance between them: 

(14) 0),( 21 =TTD  

The spatial ordering of the children of a given entity is not taken into 
account by the method. Plants T3, T4, T5, T6 and T7 have identical topological 
structures but differ with respect to the types of connections between their entities. 
The algorithm based on a topological cost does not distinguish the different types 
of connections (‘+’ or ‘<’) between two entities. However, to make such a 
distinction with the algorithm, an attribute must be associated with each entity 
representing the connection relation between the entity and its father. A local cost 
depending on this attribute would thus take into account the type of connections 
between entities. These connections often influence the geometrical disposition of 
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the entities. For example, a series of entities connected by a link ‘<’ is an axis 
which often can be represented as a straight segment. Such a local cost allows us 
to account for part of the geometric description of the entities in plants. 

5.2. Effect of the local cost function 
In the previous section, we compared the topological structures of plants 

without knowing the nature of the entities. This nature can be taken into account 
by defining a local distance based on the attributes of the entities. The local cost 
function may vary by two major parameters, the choice of the entity features (e.g. 
length, diameter) and the insert-delete cost. Different changing costs are defined 
as shown in (11) and (13) to evaluate the influence of attributes. The different 
values of the insert-delete cost are discussed later. 

Effect of attributes. Set (S3) was used to study the effect of different local 
cost functions (Figure 7a). Each entity of each plant was associated with several 
attributes such as length, diameter, number of internodes. For each attribute if  
( 1!i  ), a local cost function was defined as follows: 

(15) )()(),( 2121 vfvfvvd iii !=  

(16) )()( 11, vfvd iiins =  and )()( 22, vfvd iidel =  

The above algorithm was used to compare plants with the different local 
cost functions, including a Levenstein’s distance denoted by 

0
d  [22]. For each 

i
d  

( 0!i ), a distance matrix 
i

M , with a size 7x7, was obtained. The individual 
elements of 

i
M , ),(

lki
TTD , are computed according to the definition of the 

distance given by (7). In order to compare distance matrices, each individual 
element ),(

lki
TTD  is divided by the distance between T1 and T8 (this pair being 

arbitrarily chosen). These normalized distances are denoted by n

i
D : 

(17) 
),(

),(
),(

81 TTD

TTD
TTD

i

i

f

lkf

lk

n

i =  

For each fi, the mean distance to the reference plant T1, denoted by )( 1TD
n

i
, 

is computed. Figure 8 gives the value of )( 1TD
n

i
 in different cases. It can be 

observed that for attributes showing marked variability, such as the length or 
diameter entities, the mean distance to T1 is very different from the topological 
matching mean distance. On the other hand, for attributes such as the number of 
internodes per growth unit, which are roughly constant over the sets of entities, 
the computed mean distance is far closer to the topological computation mean 
distance.  

Effect of insert-delete cost. In equations (11) and (12) several types of 
insert-delete cost were presented for each local cost function based on a given 
attribute, that were constant or dependent upon each entity. Set (S3) is used to 
study the changes in the distance when the insert-delete cost varies. Hereafter, 
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only the length attribute is considered (the results are similar for other attributes) 
and the local cost was defined as in (10): 

(18) )()(),( 2121 vlengthvlengthvvd !=  
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Both coefficients µ1 and µ2 are real numbers which vary from 0.5 to 
infinity and 1.0 to infinity respectively [7]. We obtained different distance 
matrices for each value of µ1 and µ2. These matrices were normalized as 
explained in the previous section and the mean distance to the reference plant 

)( 1TD
n

i
 was considered. Figure 8 presents the evaluation of the mean distance to 

the reference plants when µ1 is increasing (the same results can be observed with 
µ2). When the cost for inserting or deleting increases, the mean distance to a 
reference plant decreases to a limit value equal to the mean distance to a reference 
tree when considering topological cost. This limit value is always obtained rapidly 
and depends on the attribute and the chosen insert-delete cost. If µ1 or µ2 are 
infinite, the normalized distance is equivalent to the normalized distance in the 
topological case. On the other hand when µ1 or µ2 are equal to a minimum value, 
the effect of the insert-delete cost on the result reaches a maximum. 

6. Applications 
This section briefly illustrates the use of the comparison method in 

different application contexts. The comparison algorithm discussed in this paper is 
used as a means to compare the phenotypic expression of plants. To stress the 
generic character of this method, three examples have been selected for 
comparing plants with different degrees of taxonomic genetic distances: the first 
example illustrates the definition of a distance between groups of plants 
corresponding to different growth strategies and is based on a comparison of ideal 
individuals representing the different groups. The second example illustrates the 
definition of a distance between individuals of a given genus, but with different 
species. Finally, the third example sketches out the application of the method in 
the comparison of hybrid individuals obtained by crossing two fruit tree varieties. 
Each application outlines different aspects of the  comparison algorithm. 

From a practical point of view, the user of the comparison algorithm must 
first define a local distance between elementary entities. This distance is defined 
using either real or symbolic attributes of entities. The comparison algorithm can 
then be used in two different contexts: either to assess the architectural variability 
of a set of plants or to carry out a piece-by-piece comparison between two plants. 
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When used for sets of plants, the algorithm produces distance matrices that can be 
analyzed by classical clustering methods, e.g. [15]. For pairs of plants, the 
algorithm outputs a list of all the matched entities. A detailed analysis of the 
matched subparts of the plants can then be realized.  

Distance between architectural models. In the 1970’s, Hallé et al. [12,13] 
proposed to identify a finite number of growing strategies characterizing the 
development of tropical plants. Each growing strategy is identified by a growth 
pattern, called an architectural model, defined by a combination of a limited set of 
morphological features [1]: the growth type (rhythmic or continuous growth), the 
branching pattern (presence or absence of vegetative branching, terminal or 
lateral branching, monopodial or sympodial branching, rhythmic, continuous or 
diffuse branching), the morphological differentiation of axes (orthotropy or 
plagiotropy) and the position of sexuality (terminal or lateral). For example, 
Corner’s model corresponds to unbranched plants with lateral inflorescences. Up 
to 23 different models were thus identified corresponding to different 
combinations of morphological features. Using these concepts, Hallé and 
Oldeman [12] discussed the relationships between these models reflecting the 
architectural proximity of certain groups: for example Prévost’s model and 
Leeuwenberg’s model are claimed to be close since Prévost’s model derives from 
Leeuwenberg’s model by linear indefinite repetition [12]. Recently, Robinson 
[31] attempted to formalize the combination of these morphological characters by 
introducing an appropriate coding strategy which underlines the model 
similarities. For instance, Massart’s model, coded by the chain of symbols 
(O)r(P), is close to Cook’s model coded by (O)c(P) (where (O) symbolises an 
orthotropic trunk, r and c respectively represent rhythmic and continuous 
branching and (P) represents plagiotropic branching). According to Robinson, this 
formalism defines “an appropriate symbolism that would give a framework within 
which relationships between the models could be explored”.  

In the following application, we show how the proposed comparison 
algorithm can be used as a new method for comparing architectural models. We 
selected 12 theoretical plants representing 12 different models which can be easily 
modeled as tree graphs. The plants were defined with the same number of entities. 
Fruit position and axis orientation were described by corresponding attributes 
associated with each entity. Continuous branching was represented by the 
presence of one branch on each entity of the trunk, and rhythmic branching was 
symbolized by two branches on regularly spaced entities of the axes to represent 
branch whorls. The growth type was not represented here. A local cost was 
defined depending on axis orientation, fruit position and father-son relationships 
for each entity with the attributes having identical weights. The 12 plants were 
compared providing a matrix distance between “models”. The distance between 
the plants was consistent with the used of a clustering algorithm. The taxonomy 
tree [2] output by this clustering technique is a tree whose terminal vertices 
represent the architectural models and the non–terminal vertices represent the 
distance between the models contained in the sub-trees (Figure 9). Three clusters 
can be identified: A Holtum’s cluster containing Corner's and Chamberlain’s 
model which is defined by a monopodial or sympodial trunk without branches, a 
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Leeuwenberg’s cluster characterised by a sympodial branching sequence or a true 
dichotomy, and an intermediate cluster which contains models such as Massart’s, 
and Roux's models (In another interpretation, Scarronne's model could be isolated 
in a fourth cluster).  

Taxonomy trees between different species or genera usually reflect a 
genetic distance, e.g. [36]. The comparison algorithm produces another type of 
taxonomy tree, reflecting a phenotypic distance between groups of plants.   

Clustering of pine families. The piece-by-piece plant comparison 
algorithm presented here was also used to compare a set of five Pinus nigra and 
five Pinus halepensis, 8-years old, described at growth unit scale, and obtained 
from simulation, (Figure 10). Three global variables were associated with each 
tree, namely the mean length of the tree growth units, the number of tree 
components and the number of branches along the trunk. These variables 
characterize different aspects of the tree morphology. A distance between two 
trees was defined for each global variables corresponding to the difference 
between the values for this variable in the two trees. Three matrices were 
computed for the set of 10 trees, corresponding to these 3 distances. Finally, a 
fourth matrix distance was computed using the plant comparison method 
presented above and Levenstein’s distance. 

Then, for each matrix, a classical clustering method [15] was applied to 
automatically separate the set of 10 pines into two clusters. We compared the 
obtained clusters with the original pine families. We then computed a recognition 
rate corresponding to the number of individuals correctly classified for the 10 
individuals. Figure 11 shows that the recognition rate may vary markedly 
depending on the considered global variable and that the highest recognition rate 
(100%) was obtained for the topological comparison. This suggests that plant 
architectures cannot always be reduced to global variables in applications using 
plant architecture comparison. A piece-by-piece comparison may in fact be 
necessary. 

Detailed comparison of hybrids. This application is intended to illustrate 
another aspect of the comparison algorithm output. After a piece-by-piece 
comparison, the algorithm provides the optimal sequence of edit operations found. 
The corresponding mapping between the plant entities can be observed using 
three-dimensional plant reconstruction [9]. Coloring tools used for 3-D 
representation provide a feed-back on the detailed matching between elementary 
tree entities. This type of analysis showed that some local similarities between 
two plants can appear in a global comparison. Let us consider for example the 
mapping resulting from the comparison of two apple tree hybrids measured at 
internode scale (Figure 12). The parts of the plants shown with identical colors 
have been mapped onto each other by the comparison algorithm and entities in 
black have been inserted or deleted. This mapping reveals an interesting similarity 
between the two hybrids: the trunk of T1 (in red) is more similar to the (red) 
branching system of T2 than to the trunk of T2. This suggests that the 
differentiation sequence of the meristem which created the T1 trunk is similar to 
the differentiation sequence followed by the meristem that created a T2 branch. 
The biologist can use such results to orient his interpretation of the biological 
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phenomena. In such applications, the comparison method gives the biologist a 
quantitative overview of the similarity between two plants and a qualitative 
outline of the similar subparts of both plants. 

7. Perspectives 
This paper develop a technique which opens new perspectives n plant 

architecture modelling. Motivated by these early results, we considered extending 
the algorithm to multiscale structures by adding a new constraint to take into 
account all information contained in the plant description. In order to express both 
the modularity and multiscale nature of plant structures and to define a 
comparison method according to the topological structure of plants, we used a 
formalism based on multiscale tree graphs [8]. Another application of this 
algorithm consists of identifying a branching system in a plant and then proposing 
an automatic labeling method of a set of plants. 

The differences between this analytical method and other methods for 
comparing plants need further investigation. The definition of a distance between 
plants highlights some general aspects concerning plant comparison are pointed 
out: clustering problems, automatic labeling of plant structure and, above all, the 
evaluation of simulated plants. These methods will be a useful and essential tool 
to improve plant simulation techniques. 

8. Conclusion 
In this paper we propose an analytical methodology for comparing plants 

at a macroscopic scale. Such a method gives a strong meaning to the concept of 
similarity between plants. The piece-by-piece tree comparison presented here was 
tested on various plant databases (measured apple trees, simulated and real pines). 

This work is part of a project to develop quantitative evaluation tools for 
plant similarity. Such a tool gives a point of view different from that of global 
methods and uses the topological structure of plants. 
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11. Table of captions 
Figure 1: Plant topology described at different scales, i.e. in terms of  
(a) branching systems,  
(b) growth units,  
(c) internodes,  
and represented as rooted tree graphs (on the right hand side) 
Figure 2: Mapping from one tree graph T1 onto another tree graph T2.  
(a) The five edit operations used to transform T1 into T2. 
(b) Resulting matching function from T1 onto T2 where black vertices 

represent the inserted or deleted vertices. 
Figure 3: Allowed and forbidden matching functions in tree graph 

comparisons: 
(a) preservation of ancestor relationship, 
(b) non-preservation of ancestor relationship, 
(c) preservation of branching system, 
(d) non-preservation of branching system. 
Figure 4: Computation time according to the size of the tree graphs 

(run on a SGI5000 Silicon graphics station)  

Figure 5: Comparison by label. 
(a) Theoretical tree graphs with labeled entities. For each entity, a 
represents a large length and a large diameter, b represents a small length 
and a large diameter of the entity, c represents a small length and a small 
diameter, and d represents a large length and a small diameter. These 
values are graphically represented on the biological representation (b). 
(c) Distance from T1 to T2 and T3 as computed by the algorithm. 

Figure 6: Topological comparison 

(a) Sets S1 and S2 of theoretical plants built from T1 and T2. 
(b) Distance from plants of S1 and S2 to reference plant T1 on a logarithmic 

scale. 
Figure 7: Two sets of theoretical plants: 
(a) Plants of S3 have different topologies. In the figure, plants are sorted 

according to their topological similarity to the reference plant T1. 
(b) Plants of S4 have a similar topology and different geometry. 
Figure 8: Mean distance to the reference plant T1 
(a) Value of the mean distance using several local costs, 
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(b) Changes in the mean distance according to the changes in the insert-
delete cost value, the gray line represents the mean distance with a 
Levenstein’s distance and its asymptote. 
Figure 9: Taxonomy tree whose terminal vertices correspond to 

architectural models and the non–terminal vertices represent the distances 
between the models appearing on the leaves 

Figure 10: Three individuals from each pine set: Pinus halepensis on 
left-hand side and Pinus nigra on right-hand side. 

Figure 11: Recognition rate of the clustering algorithm for different 
definitions of the distance between individual pine trees: 

(a) distance defined as the difference of growth units, 
(b) ditto but using the total number of branches on the trunk, 
(c) ditto but using the number total number of growth unit, 
(d) distance defined by the piece-by-piece comparison algorithm using a 
Levenstein's distance. 

Figure 12: Detailed analysis: 
Each internode of the apple tree on the left-hand side is colored according 
to its order: red for order 1, blue for order 2 and yellow for order 3. Black 
denotes deleted internodes. The matched entities of the second apple tree 
are colored with the same color as their image and the inserted entities are 
colored in black. A similarity between the trunk of the first apple tree and 
a branching of the second plant (in red color) is outlined by the matching. 
Table I: Heuristic local distance between label a, b, c and d. 
 


