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Abstract

We consider N independent quantum particles, in an infinite square potential
well coupled to an external laser field. These particles are modelled by a system
of linear Schrödinger equations on a bounded interval. This is a bilinear control
system in which the state is the N -tuple of wave functions. The control is the
real amplitude of the laser field. For N = 1, Beauchard and Laurent proved
local exact controllability around the ground state in arbitrary time. We prove,
under an extra generic assumption, that their result does not hold in small time
if N ≥ 2. Still, for N = 2, we prove that local controllability holds either
in arbitrary time up to a global phase or exactly up to a global delay. This
is proved using Coron’s return method. We also prove that for N ≥ 3, local
controllability does not hold in small time even up to a global phase. Finally,
for N = 3, we prove that local controllability holds up to a global phase and a
global delay.

Keywords: bilinear control, Schrödinger equation, simultaneous control,
return method, non controllability.

1. Introduction

1.1. Main results
We consider a quantum particle in a one dimensional infinite square potential
well coupled to an external laser field. The evolution of the wave function ψ is
given by the following Schrödinger equation{

i∂tψ = −∂2xxψ − u(t)µ(x)ψ, (t, x) ∈ (0, T )× (0, 1),

ψ(t, 0) = ψ(t, 1) = 0, t ∈ (0, T ),
(1.1)

where µ ∈ H3((0, 1),R) is the dipolar moment and u : t ∈ (0, T ) 7→ R is the
amplitude of the laser field. This is a bilinear control system in which the state
ψ lives on a sphere of L2((0, 1),C). Similar systems have been studied by various
authors (see e.g. [6, 15, 38, 44]).
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We are interested in simultaneous controllability of system (1.1) and thus we
consider, for N ∈ N∗, the system{

i∂tψ
j = −∂2xxψj − u(t)µ(x)ψj , (t, x) ∈ (0, T )× (0, 1), j ∈ {1, . . . , N},

ψj(t, 0) = ψj(t, 1) = 0, t ∈ (0, T ), j ∈ {1, . . . , N}.
(1.2)

It is a simplified model for the evolution of N identical and independent particles
submitted to a single external laser field where entanglement has been neglected.
This can be seen as a first step towards more sophisticated models.
Before going into details, let us set some notations. In this paper, 〈·, ·〉 denotes
the usual scalar product on L2((0, 1),C) i.e.

〈f, g〉 =

∫ 1

0

f(x)g(x)dx

and S denotes the unit sphere of L2((0, 1),C). We consider the operator A
defined by

D(A) := H2 ∩H1
0 ((0, 1),C), Aϕ := −∂2xxϕ.

Its eigenvalues and eigenvectors are

λk := (kπ)2, ϕk(x) :=
√

2 sin(kπx), ∀k ∈ N∗.

The family (ϕk)k∈N∗ is an Hilbert basis of L2((0, 1),C). The eigenstates are
defined by

Φk(t, x) := ϕk(x)e−iλkt, (t, x) ∈ R+ × (0, 1), k ∈ N∗.

Any N -tuple of eigenstates is solution of system (1.2) with control u ≡ 0. Fi-
nally, we define the spaces

Hs
(0)((0, 1),C) := D(As/2), ∀s > 0,

endowed with the norm

|| · ||Hs
(0)

:=

(
+∞∑
k=1

|ks〈 · , ϕk〉|2
)1/2

and

hs(N∗,C) :=

{
a = (ak)k∈N∗ ∈ CN∗ ;

+∞∑
k=1

|ksak|2 < +∞

}
endowed with the norm

||a||hs :=

(
+∞∑
k=1

|ksak|2
)1/2

.

Our goal is to control simultaneously the particles modelled by (1.2) with initial
conditions

ψj(0, x) = ϕj(x), x ∈ (0, 1), j ∈ {1, . . . , N}, (1.3)

locally around
(
Φ1, . . . ,ΦN

)
using a single control.
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Remark 1.1. Before getting to controllability results, it has to be noticed that
for any control v ∈ L2((0, T ),R), the associated solution of (1.2) satisfies

〈ψj(t), ψk(t)〉 = 〈ψj(0), ψk(0)〉, ∀t ∈ [0, T ].

This invariant has to be taken into account since it imposes compatibility con-
ditions between targets and initial conditions.
The case N = 1 of a single equation was studied, in this setting, in [6, Theorem
1] by Beauchard and Laurent. They proved exact controllability, in H3

(0), in
arbitrary time, locally around Φ1. Their proof relies on the linear test, the
inverse mapping theorem and a regularizing effect. We prove that this result
cannot be extended to the case N = 2.
In the spirit of [6], we assume the following hypothesis.

Hypothesis 1.1. The dipolar moment µ ∈ H3((0, 1),R) is such that there
exists c > 0 satisfying

|〈µϕj , ϕk〉| ≥
c

k3
, ∀k ∈ N∗, ∀j ∈ {1, . . . , N}.

Remark 1.2. In the same way as in [6, Proposition 16], one may prove that
Hypothesis 1.1 holds generically in H3((0, 1),R).
Using [6, Theorem 1], Hypothesis 1.1 implies that the jth equation of sys-
tem (1.2) is locally controllable in H3

(0) around Φj .

Hypothesis 1.2. The dipolar moment µ ∈ H3((0, 1),R) is such that

A := 〈µϕ1, ϕ1〉〈(µ′)2ϕ2, ϕ2〉 − 〈µϕ2, ϕ2〉〈(µ′)2ϕ1, ϕ1〉 6= 0.

Remark 1.3. For example, µ(x) := x3 satisfies both Hypothesis 1.1 and 1.2. Un-
fortunately, the case µ(x) := x studied in [44] does not satisfy these hypotheses.
But, as in [6, Proposition 16], one may prove that Hypotheses 1.1 and 1.2 hold
simultaneously generically in H3((0, 1),R).
Remark 1.4. Hypothesis 1.2 implies that there exists j ∈ {1, 2} such that
〈µϕj , ϕj〉 6= 0. Without loss of generality, when Hypothesis 1.2 is assumed
to hold, one should consider that 〈µϕ1, ϕ1〉 6= 0.

Theorem 1.1. Let N = 2 and µ ∈ H3((0, 1),R) be such that Hypothesis 1.2
hold. Let α ∈ {−1, 1} be defined by α := sign(A〈µϕ1, ϕ1〉). There exists
T∗ > 0 and ε > 0 such that for any T < T∗, for every u ∈ L2((0, T ),R)
with ||u||L2(0,T ) < ε, the solution of system (1.2)-(1.3) satisfies(

ψ1(T ), ψ2(T )
)
6=
(

Φ1(T ),
(√

1− δ2 + iαδ
)

Φ2(T )
)
, ∀δ > 0.

Thus, under Hypothesis 1.2, simultaneous controllability does not hold for
(ψ1, ψ2) around (Φ1,Φ2) in small time with small controls. The smallness
assumption on the control is in L2 norm. This prevents from extending [6,
Theorem 1] to the case N ≥ 2. Notice that the proposed target that cannot be
reached satisfies the compatibility conditions of Remark 1.1.
However, when modelling a quantum particle, the global phase is physically
meaningless. Thus for any θ ∈ R and ψ1, ψ2 ∈ L2((0, 1),C), the states eiθ(ψ1, ψ2)
and (ψ1, ψ2) are physically equivalent. Working up to a global phase, we prove
the following theorem.
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Theorem 1.2. Let N = 2. Let T > 0. Let µ ∈ H3((0, 1),C) satisfy Hy-
pothesis 1.1 and 〈µϕ1, ϕ1〉 6= 〈µϕ2, ϕ2〉. There exists θ ∈ R, ε0 > 0 and a C1

map
Γ : Oε0 → L2((0, T ),R)

where

Oε0 :=
{(
ψ1
f , ψ

2
f

)
∈ H3

(0)((0, 1),C)2 ; 〈ψjf , ψ
k
f 〉 = δj=k and

2∑
j=1

||ψjf − e
iθΦj(T )||H3

(0)
< ε0

}
,

such that for any
(
ψ1
f , ψ

2
f

)
∈ Oε0 , the solution of system (1.2) with initial con-

dition (1.3) and control u = Γ
(
ψ1
f , ψ

2
f

)
satisfies

(ψ1(T ), ψ2(T )) = (ψ1
f , ψ

2
f ).

Remark 1.5. Notice that, using Remark 1.1, the condition 〈ψjf , ψkf 〉 = δj=k is
not restrictive. Indeed, as ψj(0) = ϕj , we can only reach targets satisfying such
an orthonormality condition.

Remark 1.6. The same theorem holds with initial conditions (ψ1
0 , ψ

2
0) close

enough to (ϕ1, ϕ2) in H3
(0) satisfying the constraints 〈ψ1

0 , ψ
2
0〉 = 〈ψ1

f , ψ
2
f 〉 (see

Remark 4.1 in Section 4.2).

Working in time large enough we can drop the global phase and prove the
following theorem.

Theorem 1.3. Let N = 2. Let µ ∈ H3((0, 1),C) satisfy Hypothesis 1.1 and
4〈µϕ1, ϕ1〉− 〈µϕ2, ϕ2〉 6= 0. There exists T ∗ > 0 such that, for any T ≥ 0, there
exists ε0 > 0 and a C1 map

Γ : Oε0,T → L2((0, T ∗ + T ),R)

where

Oε0,T :=
{(
ψ1
f , ψ

2
f

)
∈ H3

(0)((0, 1),C)2 ; 〈ψjf , ψ
k
f 〉 = δj=k and

2∑
j=1

||ψjf − Φj(T )||H3
(0)
< ε0

}
,

such that for any
(
ψ1
f , ψ

2
f

)
∈ Oε0,T , the solution of system (1.2) with initial

condition (1.3) and control u = Γ
(
ψ1
f , ψ

2
f

)
satisfies(

ψ1(T ∗ + T ), ψ2(T ∗ + T )
)

=
(
ψ1
f , ψ

2
f

)
.

Remark 1.7. Remark 1.6 is still valid in this case.

We now turn to the case N = 3. We prove that under an extra generic assump-
tion, Theorem 1.2 cannot be extended to three particles. Assume the following
hypothesis.
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Hypothesis 1.3. The dipolar moment µ ∈ H3((0, 1),R) is such that

B : =
(
〈µϕ3, ϕ3〉 − 〈µϕ2, ϕ2〉

)
〈(µ′)2ϕ1, ϕ1〉

+
(
〈µϕ1, ϕ1〉 − 〈µϕ3, ϕ3〉

)
〈(µ′)2ϕ2, ϕ2〉

+
(
〈µϕ2, ϕ2〉 − 〈µϕ1, ϕ1〉

)
〈(µ′)2ϕ3, ϕ3〉 6= 0.

Remark 1.8. Hypothesis 1.3 implies that there exist j, k ∈ {1, 2, 3} such that
〈µϕj , ϕj〉 6= 〈µϕk, ϕk〉. Without loss of generality, when Hypothesis 1.3 is as-
sumed to hold, one should consider that 〈µϕ1, ϕ1〉 6= 〈µϕ2, ϕ2〉.
Remark 1.9. Again, Hypotheses 1.1 and 1.3 hold simultaneously generically in
H3((0, 1),R).
We prove the following theorem.

Theorem 1.4. Let N = 3 and µ ∈ H3((0, 1),R) be such that Hypothesis 1.3
hold. Let β ∈ {−1, 1} be defined by β = sign

(
B(〈µϕ2, ϕ2〉 − 〈µϕ1, ϕ1〉)

)
. There

exists T∗ > 0 and ε > 0 such that, for any T < T∗, for every u ∈ L2((0, T ),R)
with ||u||L2(0,T ) < ε, the solution of system (1.2)-(1.3) satisfies for every δ > 0
and ν ∈ R,(

ψ1(T ), ψ2(T ), ψ3(T )
)
6= eiν

(
Φ1(T ),Φ2(T ),

(√
1− δ2 + iβδ

)
Φ3(T )

)
.

Thus, in small time, local exact controllability with small controls does not
hold for N ≥ 3, even up to a global phase. The next statement ensures that it
holds up to a global phase and a global delay.

Theorem 1.5. Let N = 3. Let µ ∈ H3((0, 1),C) satisfy Hypothesis 1.1 and
5〈µϕ1, ϕ1〉−8〈µϕ2, ϕ2〉+ 3〈µϕ3, ϕ3〉 6= 0. There exists θ ∈ R, T ∗ > 0 such that,
for any T ≥ 0, there exists ε0 > 0 and a C1 map

Γ : Oε0,T → L2((0, T ∗ + T ),R)

where

Oε0,T :=
{(
ψ1
f , ψ

2
f , ψ

3
f

)
∈ H3

(0)((0, 1),C)3 ; 〈ψjf , ψ
k
f 〉 = δj=k and

3∑
j=1

||ψjf − e
iθΦj(T )||H3

(0)
< ε0

}
,

such that for any
(
ψ1
f , ψ

2
f , ψ

3
f

)
∈ Oε0,T , the solution of system (1.2) with initial

condition (1.3) and control u = Γ
(
ψ1
f , ψ

2
f , ψ

3
f

)
satisfies(

ψ1(T ∗ + T ), ψ2(T ∗ + T ), ψ3(T ∗ + T )
)

=
(
ψ1
f , ψ

2
f , ψ

3
f

)
.

Remark 1.10. Remark 1.6 is still valid in this case.

1.2. Heuristic
Contrarily to the case N = 1, the linearized system around a N -tuple of eigen-
states is not controllable when N ≥ 2. Let us consider, for N = 2, the lineariza-
tion of system (1.2) around (Φ1,Φ2)

i∂tΨ
j = −∂2xxΨj − v(t)µ(x)Φj , (t, x) ∈ (0, T )× (0, 1), j ∈ {1, 2},

Ψj(t, 0) = Ψj(t, 1) = 0, t ∈ (0, T ),

Ψj(0, x) = 0, x ∈ (0, 1).

(1.4)
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For j = 1, 2, straightforward computations lead to

Ψj(T ) = i

+∞∑
k=1

〈µϕj , ϕk〉
∫ T

0

v(t)ei(λk−λj)tdtΦk(T ). (1.5)

Thus, thanks to Hypothesis 1.1, we could, by solving a suitable moment problem,
control any direction 〈Ψj(T ),Φk(T )〉, for k ≥ 2 (with a slight abuse of notation
for the direction Φk of the jth equation). Straightforward computations using
(1.5) lead to

〈Ψ1(T ),Φ2(T )〉+ 〈Ψ2(T ),Φ1(T )〉 = 0.

This comes from the linearization of the invariant (see Remark 1.1)

〈ψ1(t), ψ2(t)〉 = 〈ψ1
0 , ψ

2
0〉, ∀t ∈ (0, T ),

and can be overcome (see Subsection 4.2). However, (1.5) also implies that

〈µϕ2, ϕ2〉〈Ψ1(T ),Φ1(T )〉 = 〈µϕ1, ϕ1〉〈Ψ2(T ),Φ2(T )〉,

for any v ∈ L2((0, T ),R). This is a strong obstacle to controllability and leads
to Theorem 1.1 (see Section 6).
In this situation, where a direction is lost at the first order, one can try to
recover it at the second order. This strategy was used for example by Cerpa and
Crépeau in [13] on a Korteweg De Vries equation and adapted on the considered
bilinear Schrödinger equation (1.1) by Beauchard and the author in [8]. Let, for
j ∈ {1, 2},

i∂tξ
j = −∂2xxξj − v(t)µ(x)Ψj − w(t)µ(x)Φj , (t, x) ∈ (0, T )× (0, 1),

ξj(t, 0) = ξj(t, 1) = 0, t ∈ (0, T ),

ξj(0, x) = 0, x ∈ (0, 1).

The main idea of this strategy is to exploit a rotation phenomenon when the
control is turned off. However, as proved in [8, Lemma 4], there is no rotation
phenomenon on the diagonal directions 〈ξj(T ),Φj(T )〉 and this power series
expansion strategy cannot be applied to this situation.
Thus, the local exact controllability results in this article are proved using
Coron’s return method. This strategy, detailed in [23, Chapter 6], relies on
finding a reference trajectory of the non linear control system with suitable
origin and final positions such that the linearized system around this reference
trajectory is controllable. Then, the inverse mapping theorem allows to prove
local exact controllability.
As the Schrödinger equation is not time reversible, the design of the reference
trajectory (ψ1

ref , . . . , ψ
N
ref , uref ) is not straightforward. The reference control

uref is designed in two steps. The first step is to impose restrictive conditions on
uref on an arbitrary time interval (0, ε) in order to ensure the controllability of
the linearized system. Then, uref is designed on (ε, T ∗) such that the reference
trajectory at the final time coincides with the target. For example, to prove
Theorem 1.5, the reference trajectory is designed such that(

ψ1
ref (T ∗), ψ2

ref (T ∗), ψ3
ref (T ∗)

)
= eiθ

(
ϕ1, ϕ2, ϕ3

)
. (1.6)
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1.3. Structure of the article
This article is organized as follows. We recall, in Section 2, well posedness
results.
To emphasize the ideas developed in this article, we start by proving Theo-
rem 1.5. Section 3 is devoted to the construction of the reference trajectory. In
Subsection 4.1, we prove the controllability of the linearized system around the
reference trajectory. In Subsection 4.2, we conclude the return method thanks
to an inverse mapping argument.
In Section 5, we adapt the construction of the reference trajectory for two equa-
tions leading to Theorems 1.2 and 1.3.
Finally, Section 6 is devoted to non controllability results and the proofs of
Theorems 1.1 and 1.4.

1.4. A review of previous results
Let us recall some previous results about the controllability of Schrödinger

equations. In [3], Ball, Marsden and Slemrod proved a negative result for in-
finite dimensional bilinear control systems. The adaptation of this result to
Schrödinger equations, by Turinici [45], proves that the reachable set with L2

controls has an empty interior in S ∩H2
(0)((0, 1),C). Although this is a negative

result it does not prevent controllability in more regular spaces.
Actually, in [4], Beauchard proved local exact controllability in H7 using

Nash-Moser theorem for a one dimensional model. The proof of this result was
simplified, by Beauchard and Laurent in [6], by exhibiting a regularizing effect
allowing to apply the classical inverse mapping theorem. In [5], Beauchard and
Coron also proved exact controllability between eigenstates for a particle in a
moving potential well.

Using stabilization techniques and Lyapunov functions, Nersesyan proved
in [42] that Beauchard and Laurent’s result holds globally in H3+ε. Other
stabilization results on similar models were obtained in [7, 9, 38, 40, 41] by
Mirrahimi, Beauchard, Nersesyan and the author.

Unlike exact controllability, approximate controllability results have been ob-
tained for Schrödinger equations on multidimensional domains. In [14], Cham-
brion, Mason, Sigalotti and Boscain proved approximate controllability in L2,
thanks to geometric technics on the Galerkin approximation both for the wave
function and density matrices. These results were extended to stronger norms
in [12] by Boussaid, Caponigro and Chambrion. Approximate controllability
in more regular spaces (containing H3) were obtained by Nersesyan and Ner-
sisyan [43] using exact controllability in infinite time. Approximate controllabil-
ity has also been obtained by Ervedoza and Puel in [26] on a model of trapped
ions.

Simultaneous exact controllability of quantum particles has been obtained
on a finite dimensional model in [46] by Turinici and Rabitz. Their model uses
specific orientation of the molecules and their proof relies on iterated Lie brack-
ets. In addition to the results of [14], simultaneous approximate controllability
was also studied in [15] by Chambrion and Sigalotti. They used controllability
of the Galerkin approximations for a model of different particles with the same
control operator and a model of identical particles with different control opera-
tors. These simultaneous approximate controllability results are valid regardless
of the number of particles considered.
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Finally, let us give some details about the return method. This idea of de-
signing a reference trajectory such that the linearized system is controllable was
developed by Coron in [18] for a stabilization problem. It was then success-
fully used to prove exact controllability for various systems : Euler equations
in [19, 28, 30] by Coron and Glass, Navier-Stokes equations in [17, 20, 24, 27]
by Coron, Fursikov, Imanuvilov, Chapouly and Guerrero, Bürgers equations in
[16, 32, 34] by Horsin, Glass, Guerrero and Chapouly and many other models
such as [21, 25, 29, 31]. This method was also used for a bilinear Schrödinger
equation in [4] by Beauchard.

The question of simultaneous exact controllability for linear PDE is already
present in the book [37] by Lions. He considered the case of two wave equations
with different boundary controls. This was later extended to other systems by
Avdonin, Tucsnak, Moran and Kapitonov in [1, 2, 35].

To conclude, the question of impossibility of certain motions in small time,
at stake in this article, for bilinear Schrödinger equations was studied in [8, 22]
by Coron, Beauchard and the author.

2. Well posedness

First, we recall the well posedness of the considered Schrödinger equation
with a source term which proof is in [6, Proposition 2]. Consider
i∂tψ(t, x) = −∂2xxψ(t, x)− u(t)µ(x)ψ(t, x)− f(t, x), (t, x) ∈ (0, T )× (0, 1),

ψ(t, 0) = ψ(t, 1) = 0, t ∈ (0, T ),

ψ(0, x) = ψ0(x), x ∈ (0, 1).
(2.1)

Proposition 2.1. Let µ ∈ H3((0, 1),R), T > 0, ψ0 ∈ H3
(0)(0, 1), u ∈ L2((0, T ),R)

and f ∈ L2((0, T ), H3 ∩ H1
0 ). There exists a unique weak solution of (2.1),

i.e. a function ψ ∈ C0([0, T ], H3
(0)) such that the following equality holds in

H3
(0)((0, 1),C) for every t ∈ [0, T ],

ψ(t) = e−iAtψ0 + i

∫ t

0

e−iA(t−τ)[u(τ)µψ(τ) + f(τ)]dτ.

Moreover, for every R > 0, there exists C = C(T, µ,R) > 0 such that, if
‖u‖L2(0,T ) < R, then this weak solution satisfies

‖ψ‖C0([0,T ],H3
(0)

) 6 C
(
‖ψ0‖H3

(0)
+ ‖f‖L2((0,T ),H3∩H1

0 )

)
.

If f ≡ 0, then
‖ψ(t)‖L2(0,1) = ‖ψ0‖L2(0,1), ∀t ∈ [0, T ].

3. Construction of the reference trajectory for three equations

The goal of this section is the design of the following family of reference trajec-
tories to prove Theorem 1.5.
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Theorem 3.1. Let N = 3. Let µ ∈ H3((0, 1),C) satisfy Hypothesis 1.1 and
5〈µϕ1, ϕ1〉 − 8〈µϕ2, ϕ2〉 + 3〈µϕ3, ϕ3〉 6= 0. Let T1 > 0 be arbitrary, ε ∈ (0, T1)
and ε1 ∈ ( ε2 , ε). There exist η > 0, C > 0 such that for every η ∈ (0, η), there
exist T η > T1, θη ∈ R and uηref ∈ L2((0, T η),R) with

||uηref ||L2(0,Tη) ≤ Cη (3.1)

such that the associated solution
(
ψ1,η
ref , ψ

2,η
ref , ψ

3,η
ref

)
of (1.2)-(1.3) satisfies

〈µψ1,η
ref (ε1), ψ1,η

ref (ε1)〉 = 〈µϕ1, ϕ1〉+ η,

〈µψ2,η
ref (ε1), ψ2,η

ref (ε1)〉 = 〈µϕ2, ϕ2〉,

〈µψ3,η
ref (ε1), ψ3,η

ref (ε1)〉 = 〈µϕ3, ϕ3〉,

(3.2)

〈µψ1,η
ref (ε), ψ1,η

ref (ε)〉 = 〈µϕ1, ϕ1〉,

〈µψ2,η
ref (ε), ψ2,η

ref (ε)〉 = 〈µϕ2, ϕ2〉+ η,

〈µψ3,η
ref (ε), ψ3,η

ref (ε)〉 = 〈µϕ3, ϕ3〉,

(3.3)

and (
ψ1,η
ref (T η), ψ2,η

ref (T η), ψ3,η
ref (T η)

)
= eiθ

η(
ϕ1, ϕ2, ϕ3

)
. (3.4)

Remark 3.1. For any T ≥ 0, uηref is extended by zero on (T η, T η + T ). Thus,
there exists C > 0 such that, ||uηref ||L2(0,Tη+T ) ≤ Cη, (3.2), (3.3) are satisfied
and(

ψ1,η
ref (T η + T ), ψ2,η

ref (T η + T ), ψ3,η
ref (T η + T )

)
= eiθ

η(
Φ1(T ),Φ2(T ),Φ3(T )

)
.

Remark 3.2. The choice of a parameter η sufficiently small together with con-
ditions (3.2) and (3.3) will be used in Section 4.1 to prove the controllability of
the linearized system around the reference trajectory. The control uηref will be
designed on (0, T1) and extended by zero on (T1, T

η).

The proof of Theorem 3.1 is divided in two steps : the construction of uηref on
(0, ε) to prove (3.2) and (3.3) and then, the construction on (ε, T1) to prove (3.4).
This is what is detailed in the next subsections.

3.1. Construction on (0, ε)

Let uηref ≡ 0 on [0, ε2 ). We prove the following proposition.

Proposition 3.1. Let µ ∈ H3((0, 1),C) satisfy Hypothesis 1.1. There exists
η∗ > 0 and a C1 map

Γ̂ : (0, η∗)→ L2
((ε

2
, ε
)
,R
)
,

such that Γ̂(0) = 0 and for any η ∈ (0, η∗), the solution
(
ψ1,η
ref , ψ

2,η
ref , ψ

3,η
ref

)
of

system (1.2) with control uηref := Γ̂(η) and initial conditions ψj,ηref ( ε2 ) = Φj(
ε
2 ),

for j = 1, 2, 3, satisfies (3.2) and (3.3).
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Proof of Proposition 3.1 : Using Proposition 2.1, it comes that the map

Θ̃ : L2(( ε2 , ε),R) → R3 × R3

u 7→
(

Θ̃1(u), Θ̃2(u)
)

where
Θ̃1(u) :=

(
〈µψj(ε1), ψj(ε1)〉 − 〈µϕj , ϕj〉

)
j=1,2,3

,

and
Θ̃2(u) :=

(
〈µψj(ε), ψj(ε)〉 − 〈µϕj , ϕj〉

)
j=1,2,3

,

is well defined, C1, satisfies Θ̃(0) = 0 and

dΘ̃(0).v =
((

2<(〈µΨj(ε1),Φj(ε1)〉)
)
1≤j≤3 ,

(
2<(〈µΨj(ε),Φj(ε)〉)

)
1,≤j≤3

)
,

(3.5)
where

(
Ψ1,Ψ2,Ψ3

)
is the solution of (1.4) on the time interval

(
ε
2 , ε
)
with con-

trol v and initial conditions Ψj
(
ε
2 , ·
)

= 0. Let us prove that dΘ̃(0) is surjective;
then the inverse mapping theorem will give the conclusion.

Let γ = (γj)1≤j≤6 ∈ R6 and K ≥ 4. By Proposition A1 (see the appendix),
there exist v1 ∈ L2(( ε2 , ε1),R) and v2 ∈ L2((ε1, ε),R) such that∫ ε1

ε
2

v1(t)ei(λk−λj)tdt = 0, ∀k ∈ N∗\{K}, ∀1 ≤ j ≤ 3,∫ ε1

ε
2

v1(t)ei(λK−λj)tdt =
ei(λK−λj)ε1γj
2i〈µϕj , ϕK〉2

, ∀1 ≤ j ≤ 3,∫ ε

ε1

v2(t)ei(λk−λj)tdt = 0, ∀k ∈ N∗\{K}, ∀1 ≤ j ≤ 3,∫ ε

ε1

v2(t)ei(λK−λj)tdt =
ei(λK−λj)εγ3+j
2i〈µϕj , ϕK〉2

− ei(λK−λj)ε1γj
2i〈µϕj , ϕK〉2

, ∀1 ≤ j ≤ 3.

Notice that the moments associated to redundant frequencies in the previous
moment problem are all set to the same value and, as K ≥ 4, the frequencies
λK −λj for 1 ≤ j ≤ 3 are distinct. Let v ∈ L2

(
ε
2 , ε
)
be defined by v1 on

(
ε
2 , ε1

)
and by v2 on (ε1, ε). Straightforward computations lead to dΘ̃(0).v = γ.

�

3.2. Construction on (ε, T1)

For any j ∈ N∗, let Pj be the orthogonal projection of L2((0, 1),C) onto
SpanC(ϕk, k ≥ j + 1) i.e.

Pj(ψ) :=

+∞∑
k=j+1

〈ψ,ϕk〉ϕk.

The goal of this subsection is the proof of the following proposition.

Proposition 3.2. Let 0 < T0 < Tf . Let µ ∈ H3((0, 1),C) satisfy Hypothesis 1.1
and 5〈µϕ1, ϕ1〉 − 8〈µϕ2, ϕ2〉+ 3〈µϕ3, ϕ3〉 6= 0. There exist δ > 0 and a C1-map

Γ̃T0,Tf : Õδ,T0
→ L2((T0, Tf ),R)
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with

Õδ,T0 :=

(ψ1
0 , ψ

2
0 , ψ

3
0

)
∈ (S ∩H3

(0)(0, 1))3 ;

3∑
j=1

||ψj0 − Φj(T0)||H3
(0)
< δ

 ,

such that Γ̃T0,Tf

(
Φ1(T0),Φ2(T0),Φ3(T0)

)
= 0 and, if (ψ1

0 , ψ
2
0 , ψ

3
0) ∈ ÕT0,δ, the

solution
(
ψ1, ψ2, ψ3

)
of system (1.2) with initial conditions ψj(T0, ·) = ψj0, for

j = 1, 2, 3, and control u := Γ̃T0,Tf

(
ψ1
0 , ψ

2
0 , ψ

3
0

)
satisfies

P1

(
ψ1(Tf )

)
= P2

(
ψ2(Tf )

)
= P3

(
ψ3(Tf )

)
= 0, (3.6)

=
(
〈ψ1(Tf ),Φ1(Tf )〉5〈ψ2(Tf ),Φ2(Tf )〉8〈ψ3(Tf ),Φ3(Tf )〉3

))
= 0. (3.7)

Remark 3.3. The conditions (3.6) and (3.7) will be used in the next subsection
to prove (3.4). Equation (3.7) will be used to define the global phase θη.

Proof of Proposition 3.2 : Let us define the following space

X1 :=
{

(φ1, φ2, φ3) ∈ H3
(0)((0, 1),C)3 ; 〈φj , ϕk〉 = 0, for 1 ≤ k ≤ j ≤ 3

}
.

We consider the following end-point map

ΘT0,Tf : L2((T0, Tf ),R)×H3
(0)(0, 1)3 → H3

(0)(0, 1)3 ×X1 × R,

defined by

ΘT0,Tf

(
u, ψ1

0 , ψ
2
0 , ψ

3
0

)
:=
(
ψ1
0 , ψ

2
0 , ψ

3
0 , P1

(
ψ1(Tf )

)
,P2

(
ψ2(Tf )

)
,P3

(
ψ3(Tf )

)
,

=
(
〈ψ1(Tf ),Φ1(Tf )〉5〈ψ2(Tf ),Φ2(Tf )〉8〈ψ3(Tf ),Φ3(Tf )〉3

))
where (ψ1, ψ2, ψ3) is the solution of (1.2) with initial condition ψj(T0, ·) = ψj0
and control u. Thus, we have

ΘT0,Tf

(
0,Φ1(T0),Φ2(T0),Φ3(T0)

)
=
(
Φ1(T0),Φ2(T0),Φ3(T0), 0, 0, 0, 0

)
.

Proposition 3.2 is proved by application of the inverse mapping theorem to
ΘT0,Tf at the point

(
0,Φ1(T0),Φ2(T0),Φ3(T0)

)
.

Using the same arguments as in [6, Proposition 3], it comes that ΘT0,Tf is a C1

map and that

dΘT0,Tf

(
0,Φ1(T0),Φ2(T0),Φ3(T0)

)
.(v,Ψ1

0,Ψ
2
0,Ψ

3
0)

=
(

Ψ1
0,Ψ

2
0,Ψ

3
0, P1

(
Ψ1(Tf )

)
,P2

(
Ψ2(Tf )

)
,P3

(
Ψ3(Tf )

)
,

5=(〈Ψ1(Tf ),Φ1(Tf )〉)− 8=(〈Ψ2(Tf ),Φ2(Tf )〉) + 3=(〈Ψ3(Tf ),Φ3(Tf )〉)
)
,

where (Ψ1,Ψ2,Ψ3) is the solution of (1.4) on the time interval (T0, Tf ) with
control v and initial conditions Ψj(T0, ·) = Ψj

0.
It remains to prove that dΘT0,Tf

(
0,Φ1(T0),Φ2(T0),Φ3(T0)

)
: L2((T0, Tf ),R) ×

H3
(0)(0, 1)3 → H3

(0)(0, 1)3 ×X1 × R admits a continuous right inverse.
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Let (Ψ1
0,Ψ

2
0,Ψ

3
0) ∈ H3

(0)(0, 1)3, (ψ1
f , ψ

2
f , ψ

3
f ) ∈ X1 and r ∈ R. Straightforward

computations lead to

Ψj(Tf ) =

+∞∑
k=1

(
〈Ψj

0,Φk(T0)〉+ i〈µϕj , ϕk〉
∫ Tf

T0

v(t)ei(λk−λj)tdt
)

Φk(Tf ).

Finding v ∈ L2((T0, Tf ),R) such that

Pj(Ψj(Tf )) = ψjf , ∀j ∈ {1, 2, 3},
=
(
5〈Ψ1(Tf ),Φ1(Tf )〉 − 8〈Ψ2(Tf ),Φ2(Tf )〉+ 3〈Ψ3(Tf ),Φ3(Tf )〉

)
= r,

is equivalent to solving the following trigonometric moment, ∀j = 1, 2, 3, ∀k ≥
j + 1∫ Tf

T0

v(t)ei(λk−λj)tdt =
1

i〈µϕj , ϕk〉
(
〈ψjf ,Φk(Tf )〉 − 〈Ψj

0,Φk(T0)〉
)
,∫ Tf

T0

v(t)dt =
r −=

(
5〈Ψ1

0,Φ1(T0)〉 − 8〈Ψ2
0,Φ2(T0)〉+ 3〈Ψ3

0,Φ3(T0)〉
)

5〈µϕ1, ϕ1〉 − 8〈µϕ2, ϕ2〉+ 3〈µϕ3, ϕ3〉
.

(3.8)

Using Proposition A1 and the hypotheses on µ, this ends the proof of Proposi-
tion 3.2. �

3.3. Proof of Theorem 3.1
Let δ > 0 be the radius defined in Proposition 3.2 with T0 = ε and Tf = T1.
For η > 0 we define the following control

uηref (t) :=


0 for t ∈ (0,

ε

2
),

Γ̂(η) for t ∈ (
ε

2
, ε),

Γ̃ε,T1(ψ1,η
ref (ε), ψ2,η

ref (ε), ψ3,η
ref (ε)) for t ∈ (ε, T1),

(3.9)

where Γ̂ and Γ̃ are defined respectively in Proposition 3.1 and 3.2. We prove
that, for η small enough, this control satisfies the conditions of Theorem 3.1.

Proof of Theorem 3.1 : The proof is decomposed into two parts. First, we
prove that there exists η > 0 such that for η ∈ (0, η), uηref is well defined, satis-
fies ||uηref ||L2(0,T1) ≤ Cη and the conditions (3.2), (3.3) are satisfied. Then, we
prove the existence of T η > 0 and θη ∈ R such that if uηref is extended by 0 on
(T1, T

η), the condition (3.4) is satisfied.

First step : uηref is well defined.
Using Proposition 3.1, the control uηref is well defined on (0, ε) as soon as η ∈
(0, η∗). Moreover, using Lipschitz property of Γ̂, there exists C(η∗) > 0 such
that

||uηref ||L2( ε2 ,ε)
= ||Γ̂(η)− Γ̂(0)||L2( ε2 ,ε)

≤ C(η∗)η.

Thanks to Proposition 2.1, there exists C(ε) > 0 such that if ||u||L2(0,ε) < 1,
the associated solution of (1.2)-(1.3) satisfies

||(ψj − Φj)(ε)||H3
(0)
≤ C(ε)||u||L2(0,ε), for j = 1, 2, 3.
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Thus, using Proposition 3.2, if C(ε)C(η∗)η < δ
3 , we get that for j = 1, 2, 3,

||(ψj,ηref − Φj)(ε)||H3
(0)
<
δ

3
.

Thus, uηref is well defined on (0, T1). Moreover, there exists C(δ) > 0 such that

||uηref ||L2(ε,T1)

= ||Γ̃ε,T1

(
ψ1,η
ref (ε), ψ2,η

ref (ε), ψ3,η
ref (ε)

)
− Γ̃ε,T1

(
Φ1(ε),Φ2(ε),Φ3(ε)

)
||L2(ε,T1)

≤ C(δ)

3∑
j=1

||(ψj,ηref − Φj)(ε)||H3
(0)

≤ 3C(δ)C(ε)C(η∗)η.

Finally, choosing

η < min

(
η∗,

δ

3C(ε)C(η∗)
,

1

C(η∗)

)
,

implies that ||uηref ||L2(0,T1) ≤ Cη. Here and throughout this paper C denotes
a positive constant that may vary each time it appears. Thanks to Proposi-
tion 3.1, it comes that (3.2) and (3.3) hold.

Second step : We prove the existence of a final time T η > 0 and a global
phase θη ∈ R such that (3.4) holds.
Proposition 3.2, implies

ψj,ηref (T1) =

j∑
k=1

〈ψj,ηref (T1),Φk(T1)〉Φk(T1), ∀j = 1, 2, 3, (3.10)

=
(
〈ψ1,η
ref (T1),Φ1(T1)〉5〈ψ2,η

ref (T1),Φ2(T1)〉8〈ψ3,η
ref (T1),Φ3(T1)〉3

)
= 0. (3.11)

Using the invariant of the system, 〈ψj,ηref , ψ
k,η
ref 〉 ≡ δj=k, for j, k ∈ {1, 2, 3}, this

leads to the existence of θη1 , θ
η
2 , θ

η
3 ∈ (−π, π] such that

ψj,ηref (T1) = e−iθ
η
j Φj(T1), ∀j = 1, 2, 3.

Using (3.11), it comes that

sin
(
5θη1 − 8θη2 + 3θη3

)
= 0.

Using Proposition 2.1, it comes that, up to a choice of a smaller η,

5θη1 − 8θη2 + 3θη3 = 0. (3.12)

Recall that λk = k2π2. Let T η and θη be such that T η > T1 and
T η ≡ θη1 − θ

η
2

λ2 − λ1

[
2

π

]
,

θη ≡ λ2
λ2 − λ1

θη1 −
λ1

λ2 − λ1
θη2 [2π].
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This choice leads to {
θη1 + λ1T

η − θη ≡ 0 [2π],

θη2 + λ2T
η − θη ≡ 0 [2π].

Then, using the definitions of T η and θη together with (3.12) we get

θη3 + λ3T
η − θη ≡ θη3 +

λ3
λ2 − λ1

(θη1 − θ
η
2)− λ2

λ2 − λ1
θη1 +

λ1
λ2 − λ1

θη2 [2π]

≡ 1

3

(
5θη1 − 8θη2 + 3θη3

)
[2π]

≡ 0 [2π].

Finally, if we extend uηref by 0 on (T1, T
η), we have that

(
ψ1,η
ref , ψ

2,η
ref , ψ

3,η
ref

)
is

solution of (1.2)-(1.3) with control uηref and satisfies for j ∈ {1, 2, 3}

ψj,ηref (T η) = e−i(θ
η
j+λjT

η)ϕj = e−iθ
η

ϕj .

This ends the proof of Theorem 3.1.
�

4. Proof of Theorem 1.5

This section is dedicated to the proof of Theorem 1.5 which is done in the case
T = 0, the extension to the general case being straightforward. The proof is
divided in two parts. In Subsection 4.1, the functional setting is specified and we
prove the controllability of the linearized system around (ψ1,η

ref , ψ
2,η
ref , ψ

3,η
ref , u

η
ref ),

i∂tΨ
j,η = −∂2xxΨj,η − uηref (t)µ(x)Ψj,η − v(t)µ(x)ψj,ηref , (t, x) ∈ (0, T η)× (0, 1),

Ψj,η(t, 0) = Ψj,η(t, 1) = 0, t ∈ (0, T η),

Ψj,η(0, x) = 0, x ∈ (0, 1),
(4.1)

when η is small enough. In Subsection 4.2, we conclude the proof of Theorem 1.5
using the inverse mapping theorem.

4.1. Controllability of the linearized system
For any t > 0, let

Xf
t : =

{
(φ1, φ2, φ3) ∈ H3

(0)((0, 1),C)3 ; <(〈φj , ψj,ηref (t)〉) = 0, for j = 1, 2, 3

and 〈φj , ψk,ηref (t)〉 = −〈φk, ψj,ηref (t)〉, for (j, k) = (2, 1), (3, 1), (3, 2)
}
.

(4.2)
The following proposition holds.

Proposition 4.1. There exists η̂ ∈ (0, η) such that, for any η ∈ (0, η̂), if
T η, uηref and (ψ1,η

ref , ψ
2,η
ref , ψ

3,η
ref ) are defined as in Theorem 3.1, there exists a

continuous linear map

Lη : Xf
Tη → L2((0, T η),R)

(ψ1
f , ψ

2
f , ψ

3
f ) 7→ v
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such that for any (ψ1
f , ψ

2
f , ψ

3
f ) ∈ Xf

Tη , the solution (Ψ1,η,Ψ2,η,Ψ3,η) of sys-
tem (4.1) with control v = Lη(ψ1

f , ψ
2
f , ψ

3
f ) satisfies(

Ψ1,η(T η),Ψ2,η(T η),Ψ3,η(T η)
)

=
(
ψ1
f , ψ

2
f , ψ

3
f

)
.

Before proving Proposition 4.1 we set some notations. For any η ∈ (0, η), for
any t ∈ (0, T η), let Uη(t) be the propagator of the following system

i∂tψ = −∂2xxψ − u
η
ref (t)µ(x)ψ, (t, x) ∈ (0, T η)× (0, 1),

ψ(t, 0) = ψ(t, 1) = 0, t ∈ (0, T η),

ψ(0, x) = ψ0(0, x), x ∈ (0, 1),

(4.3)

i.e. Uη(t)ψ0 = ψ(t). We will work in the Hilbert basis (Φηk(t) := Uη(t)ϕk)k∈N∗

of L2((0, 1),C). Notice that for j = 1, 2, 3, Φηj = ψj,ηref . As the proof of Proposi-
tion 4.1 is quite long and technical, let us detail the different steps. Let

I :=
{

(j, k) ∈ {1, 2, 3} × N∗ ; k ≥ j + 1
}
∪ {(3, 3)} .

The first step consists in proving the controllability of the components
〈Ψj,η(Tf ),Φηk(Tf )〉 for (j, k) ∈ I, for any Tf > 0 and η sufficiently small, as
stated in Lemma 4.1. First, we prove that these components are controllable
when η = 0 : it corresponds to solving a trigonometric moment problem with
an infinite asymptotic gap between successive frequencies. Then, we extend the
controllability of these components to small values of η, by an argument of close
linear maps.

In the second step (Lemmas 4.2 and 4.3), using Riesz basis and biorthogonal
family arguments, we prove that we can also control the two diagonal directions
〈Ψj,η(Tf ),Φηj (Tf )〉 for j = 1, 2. This would not have been possible directly in the
first step. Indeed for η = 0, the three directions 〈Ψj,η(Tf ),Φηj (Tf )〉 for j = 1, 2, 3
are associated to the same frequency in the moment problem. But for η > 0,
the construction of the reference trajectory (and more precisely conditions (3.2)
and (3.3)) will allow to control those two directions.

Finally, in the third step, due to the conditions imposed in the definition of
Xf
t (in (4.2)) the remaining directions 〈Ψj,η,Φηk〉 for 1 ≤ k < j are automati-

cally controlled.

Proof of Proposition 4.1 :
The map Lη will be designed on (0, T1) and extended by 0 on (T1, T

η), where
T1 is as in Theorem 3.1. Let

V0 :=
{

(d1, d2, d3) ∈ h3(N∗,C)3 ; djk = 0, if (j, k) /∈ I and <(d33) = 0
}
.

Let R : I → N be the rearrangement such that, if ωn := λk−λj with n = R(j, k),
the sequence (ωn)n∈N is increasing. Notice that 0 = R(3, 3).

First step of the proof of Proposition 4.1 : we prove that the directions
〈Ψj,η(Tf ),Φηk(Tf )〉 for (j, k) ∈ I are controllable in any positive time Tf for η
small enough.
Let

dηTf : ψ = (ψ1, ψ2, ψ3) ∈ Xf
Tf
7→
(
d1,ηTf (ψ), d2,ηTf (ψ), d3,ηTf (ψ)

)
∈ V0,
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where for j = 1, 2, 3,

dj,ηTf ,k(ψ) : = 〈ψj ,Φηk(Tf )〉, if (j, k) ∈ I,

dj,ηTf ,k(ψ) : = 0, if (j, k) 6∈ I.

The next lemma ensures the controllability of the directions 〈Ψj,η(Tf ),Φηk(Tf )〉
for (j, k) ∈ I.
Lemma 4.1. Let Tf > 0 and

F η : L2((0, Tf ),R) → V0
v 7→ dηTf (Ψ(Tf ))

where Ψ :=
(
Ψ1,Ψ2,Ψ3

)
is the solution of (4.1) with control v. There exists

η̂ = η̂(Tf ) ∈ (0, η) such that, for any η ∈ (0, η̂), the map F η has a continuous
right inverse

F η
−1

: V0 → L2((0, Tf ),R).

Proof of Lemma 4.1 : Straightforward computations lead to

〈Ψj,η(Tf ),Φηk(Tf )〉 = i

∫ Tf

0

v(t)〈µψj,ηref (t),Φηk(t)〉dt, for (j, k) ∈ I. (4.4)

Let us define

fηn(t) :=
〈µψj,ηref (t),Φηk(t)〉
〈µϕj , ϕk〉

, for (j, k) ∈ I and n = R(j, k), (4.5)

and fη−n(t) := fηn(t), for n ∈ N∗. We consider the following map

Jη : L2((0, Tf ),C) → `2(Z,C)

v 7→
(∫ Tf

0
v(t)fηn(t)dt

)
n∈Z

.

Notice that f0n(t) = eiωnt with ωn = λk − λj for any n = R(j, k) ∈ N. Thus
(see Appendix A), J0 is continuous with values in `2(Z,C). Moreover, J0 is an
isomorphism from H0 := AdhL2(0,Tf )

(
Span{f0n ; n ∈ Z}

)
to `2(Z,C).

First step : we prove the existence of C̃ > 0 such that

||(Jη − J0)(v)||`2 ≤ C̃η||v||L2(0,Tf ), ∀v ∈ L2((0, Tf ),C). (4.6)

Let (j, k) ∈ I and n = R(j, k) ∈ N and v ∈ L2((0, Tf ),C). Using (4.4) and
(4.5), the triangular inequality and Hypothesis 1.1, we get∣∣∣∣∣
∫ Tf

0

v(t)(f0n − fηn)(t)dt

∣∣∣∣∣ =

∣∣∣∣ 〈Ψj,0(Tf ),Φk(Tf )〉
〈µϕj , ϕk〉

−
〈Ψj,η(Tf ),Φηk(Tf )〉
〈µϕj , ϕk〉

∣∣∣∣
≤ Ck3

(∣∣〈(Ψj,0 −Ψj,η)(Tf ),Φk(Tf )〉
∣∣+
∣∣〈(Uη(Tf )− U0(Tf ))∗Ψj,η(Tf ), ϕk〉

∣∣)
because (Φηk − Φk)(t) = (Uη(t) − U0(t))ϕk (we denoted by ∗ the L2((0, 1),C)
adjoint operator). Thus,

||(J0 − Jη)(v)||`2 ≤ C
3∑
j=1

(
||(Ψj,0 −Ψj,η)(Tf )||H3

(0)
+

||(Uη(Tf )− U0(Tf ))∗Ψj,η(Tf )||H3
(0)

)
. (4.7)
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Proposition 2.1 implies that

||(Ψj,0 −Ψj,η)(Tf )||H3
(0)

≤ C||uηref (t)µΨj,0(t) + v(t)µ(ψj,ηref − Φj)(t)||L2((0,Tf ),H3∩H1
0 )

≤ C||uηref ||L2(0,Tf )||v||L2(0,Tf ). (4.8)

Using unitarity, it comes that Uη(Tf )∗ is the propagator at time Tf of system{
i∂tψ = ∂2xxψ + uηref (Tf − t)µ(x)ψ, (t, x) ∈ (0, Tf )× (0, 1),

ψ(t, 0) = ψ(t, 1) = 0, t ∈ (0, Tf ).

Thus Proposition 2.1 may be applied again leading to∣∣∣∣(Uη(Tf )− U0(Tf ))∗Ψj,η(Tf )
∣∣∣∣
H3

(0)

≤ C ||uηref (t)µU0(t)∗Ψj,η(Tf )||L2((0,Tf ),H3∩H1
0 )

≤ C ||uηref ||L2(0,Tf )||v||L2(0,Tf ). (4.9)

From inequalities (4.7), (4.8), (4.9) above and (3.1) we get the conclusion of the
first step.

Second step : conclusion.
Let η̂(Tf ) := min

{
η, C̃−1||(J0)−1||−1L(H0,`2)

}
where C̃ is defined by (4.6) and let

η ∈ (0, η̂(Tf )). We deduce from the first step that Jη is an isomorphism from

H0 to `2(Z,C). Let (d1, d2, d3) ∈ V0. We define d̃n :=
djk

i〈µϕj , ϕk〉
, for (j, k) ∈ I

and n = R(j, k) ∈ N, and d̃−n := d̃n, for n ∈ N∗. Then,

F η
−1

(d1, d2, d3) := (Jη|H0
)−1(d̃)

is the unique solution v in H0 of the equation F η(v) = (d1, d2, d3). The unique-
ness implies that v is real valued. This ends the proof of Lemma 4.1.

�

Second step of the proof of Proposition 4.1 : Riesz basis and minimality.
To prove that we can also control the directions 〈Ψj,η(Tf ),Φηj (Tf )〉, for j = 1, 2,
we will use the following lemmas.

Lemma 4.2. Let Tf > 0 and Hη := AdhL2(0,Tf )

(
Span{fηn , n ∈ Z}

)
. If η <

η̂(Tf ), then (fηn)n∈Z is a Riesz basis of Hη.

Proof of Lemma 4.2 : Using [6, Proposition 19], it comes that (fηn)n∈Z is a
Riesz basis of Hη if and only if there exists C1, C2 > 0 such that for any complex
sequence (an)n∈Z with finite support

C1

(∑
n

|an|2
)1/2

≤

∣∣∣∣∣
∣∣∣∣∣∑
n

anf
η
n

∣∣∣∣∣
∣∣∣∣∣
L2(0,Tf )

≤ C2

(∑
n

|an|2
)1/2

. (4.10)
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Lemma 4.1 together with [10, Theorem 1] imply the first inequality of (4.10).
Using again [10, Theorem 1], we get that the second inequality of (4.10) holds
if and only if, for any g ∈ L2((0, Tf ),C)(∑

n∈Z

∣∣∣ ∫ Tf

0

g(t)fηn(t)dt
∣∣∣2)1/2

≤ C2||g||L2 .

This is implied by the continuity of J0, the triangular inequality and (4.6). This
ends the proof of Lemma 4.2.

�

From now on, we consider η̂ < min
(
η̂( ε2 ), η̂(T1)

)
and η ∈ (0, η̂) fixed for all what

follows.

Lemma 4.3. Let fηj,j :=
〈µψj,ηref , ψ

j,η
ref 〉

〈µϕj , ϕj〉
, for j ∈ {1, 2}. The family Ξ :=(

fηn
)
n∈Z ∪ {f

η
1,1, f

η
2,2} is minimal in L2((0, T1),C).

Proof of Lemma 4.3 : Assume that there exist (cn)n∈Z ∈ `2(Z,C) and c1,1,
c2,2 ∈ C, not all being zero, such that

c1,1f
η
1,1 + c2,2f

η
2,2 +

∑
n∈Z

cnf
η
n = 0, in L2((0, T1),C). (4.11)

Thus,
c1,1f

η
1,1 + c2,2f

η
2,2 +

∑
n∈Z

cnf
η
n = 0, in L2((0,

ε

2
),C).

As fη0 = fη1,1 = fη2,2 = 1 on (0, ε2 ), then

c1,1f
η
1,1 + c2,2f

η
2,2 + c0f

η
0 = cfη0 , on (0,

ε

2
),

where c := c1,1 + c2,2 + c0. Thus,

cfη0 +
∑
n∈Z∗

cnf
η
n = 0, in L2((0,

ε

2
),C).

As η < η̂(ε/2), Lemma 4.2 with Tf = ε/2 implies minimality of (fηn)n∈Z in
L2((0, ε2 ),C). Thus,

c = 0 and cn = 0, ∀n ∈ Z∗.

Then, equation (4.11) implies that,

c1,1f
η
1,1 + c2,2f

η
2,2 + c0f

η
0 = 0, on (0, T1). (4.12)

Finally, as c = 0, conditions (3.2) and (3.3) in (4.12) lead to c1,1 = c2,2 = 0 and
then c0 = 0. This is a contradiction, thus the family Ξ is proved to be minimal
in L2((0, T1),C).

�
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The proof of Lemma 4.3 makes important use of the conditions (3.2) and (3.3)
from the construction of the reference trajectory. This is the main interest of the
construction of the reference trajectory : for η = 0, one gets f01,1 = f02,2 = f00 .
Thus, one could not control simultaneously 〈Ψj,0(T1),Φj(T1)〉 for j = 1, 2, 3.
In our setting, the minimal family property allows together with Lemma 4.1 to
conclude the proof of Proposition 4.1.

Third step of the proof of Proposition 4.1 : conclusion.
Using [6, Proposition 18], Lemma 4.3 implies that there exists a unique
biorthogonal family associated to Ξ in AdhL2(0,T1)

(
Span(Ξ)

)
denoted by{

gη1,1, g
η
2,2, (g

η
n)n∈Z

}
. This construction ensures that gη1,1 and g

η
2,2 are real valued.

Let ψf ∈ Xf
Tη and ψ̃f :=

(
eiA(Tη−T1)ψ1

f , e
iA(Tη−T1)ψ2

f , e
iA(Tη−T1)ψ3

f

)
. As uηref

is identically equal to 0 on (T1, T
η), it comes that ψ̃f ∈ Xf

T1
. The map Lη is

defined by
Lη : ψf ∈ Xf

Tη 7→ v ∈ L2((0, T η),R),

where v is defined on (0, T1) by

v := v0 +

2∑
j=1

(
=
(
〈ψ̃jf , ψ

j,η
ref (T1)〉

)
〈µϕj , ϕj〉

−
∫ T1

0

v0(t)fηj,j(t)dt

)
gηj,j(t),

with v0 := F η
−1(

dT1
(ψ̃f )

)
and extended by 0 on (T1, T

η). Notice that Lη is
linear and continuous and that as v0, g

η
1,1 and gη2,2 are real valued so is v.

Let (Ψ1,Ψ2,Ψ3) be the solution of (4.1) with control v. Using the biorthogonal
properties, the definition of v0 and Lemma 4.1 with Tf = T1 we get that

〈Ψj(T1),Φηk(T1)〉 = 〈ψ̃jf ,Φ
η
k(T1)〉, ∀(j, k) ∈ I ∪ {(1, 1), (2, 2)}.

We check that v also controls the remaining extra-diagonal terms. Straightfor-
ward computations give

〈Ψ2(T1),Φη1(T1)〉 = −〈Ψ1(T1),Φη2(T1)〉.

Yet, by definition of v and Xf
T1
,

〈Ψ1(T1), ψ2,η
ref (T1)〉 = 〈ψ̃1

f ,Φ
η
2(T1)〉 = −〈ψ̃2

f ,Φ
η
1(T1)〉.

This leads to
〈Ψ2(T1),Φη1(T1)〉 = 〈ψ̃2

f ,Φ
η
1(T1)〉.

The same computations hold for 〈Ψ3(T1),Φη1(T1)〉 and 〈Ψ3(T1),Φη2(T1)〉. Thus,
as (Φηk(T1))k∈N∗ is a Hilbert basis of L2((0, T1),C), it comes that(

Ψ1(T1),Ψ2(T1),Ψ3(T1)
)

=
(
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
.

As v is set to zero on (T1, T
η), this ends the proof of Proposition 4.1. �
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4.2. Controllability of the nonlinear system
In this subsection, we end the proof Theorem 1.5. First, using the inverse map-
ping theorem and Proposition 4.1, we prove in Proposition 4.2 that we can
control the projections associated to the space Xf

Tη (see below for precise state-
ments and notations). Then, using the invariants of the system (see Remark 1.1)
we prove that it is sufficient to control those projections.
We define

Λ : L2((0, T η),R) → Xf
Tη

u 7→
(
P̃j(ψj(T η))j=1,2,3

)
where (ψ1, ψ2, ψ3) is the solution of (1.2)-(1.3) with control u and P̃ is defined
by

P̃j(φj) : = φj −<
(
〈φj , ψj,ηref (T η)〉

)
ψj,ηref (T η)

−
j−1∑
k=1

(
〈φj , ψk,ηref (T η)〉+ 〈ψj,ηref (T η), φk〉

)
ψk,ηref (T η).

Thanks to this definition, Λ takes value in Xf
Tη (defined in (4.2)) and Λ(uηref ) =

(0, 0, 0). As announced, we prove that we can control the projections P̃j . More
precisely, we prove the following proposition.

Proposition 4.2. There exists δ > 0 and a C1-map

Υ : Ωδ → L2((0, T η),R),

with

Ωδ :=

(ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
∈ Xf

Tη ;

3∑
j=1

||ψ̃jf ||H3
(0)
< δ


such that Υ

(
0, 0, 0) = uηref and for any

(
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
∈ Ωδ, the solution of

system (1.2)-(1.3) with control u := Υ
(
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
satisfies(

P̃1(ψ1(T η)), P̃2(ψ2(T η)), P̃3(ψ3(T η))
)

=
(
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
.

Proof of Proposition 4.2 : This proposition is proved by application of the
inverse mapping theorem to Λ at the point uηref . Using the same arguments as
in [6, Proposition 3], it comes that Λ is C1 and for any v ∈ L2((0, T η),R),

dΛ(uηref ).v =
(
P̃1(Ψ1(T η)), P̃2(Ψ2(T η)), P̃3(Ψ3(T η))

)
,

where (Ψj)j=1,2,3 is the solution of system (4.1) with control v. Straightforward
computations lead to P̃j(Ψj(T η)) = Ψj(T η) and thus

dΛ(uηref ).v =
(
Ψ1(T η),Ψ2(T η),Ψ3(T η)

)
.

Proposition 4.1 proves that dΛ(uηref ) : L2((0, T η),R)→ Xf
Tη admits a continu-

ous right inverse. This ends the proof of Proposition 4.2.
�
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Proof of Theorem 1.5 : Let ε̃ > 0 and
(
ψ1
f , ψ

2
f , ψ

3
f

)
∈ H3

(0)((0, 1),C)3 be such
that

〈ψjf , ψ
k
f 〉 = δj=k and

3∑
j=1

||ψjf − ψ
j,η
ref (T η)||H3

(0)
< ε̃.

Let (
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
:=
(
P̃1(ψ1

f ), P̃2(ψ2
f ), P̃3(ψ3

f )
)
.

Let δ be the radius defined in Proposition 4.2. There exists ε0 > 0 such that
for any ε̃ ∈ (0, ε0),

(
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
∈ Ωδ and

<
(
〈ψjf , ψ

j,η
ref (T η)〉

)
> 0, ∀j ∈ {1, 2, 3}. (4.13)

Let u := Υ
(
ψ̃1
f , ψ̃

2
f , ψ̃

3
f

)
. Let (ψ1, ψ2, ψ3) be the solution of system (1.2)-(1.3)

with control u. We prove that(
ψ1(T η), ψ2(T η), ψ3(T η)

)
=
(
ψ1
f , ψ

2
f , ψ

3
f

)
.

Up to a reduction of ε0, we can assume that

<
(
〈ψj(T η), ψj,ηref (T η)

)
> 0, ∀j ∈ {1, 2, 3}. (4.14)

By definition of Υ and P̃1 it comes that

ψ1(T η)−<(〈ψ1(T η), ψ1,η
ref (T η)〉)ψ1,η

ref (T η) = ψ1
f −<(〈ψ1

f , ψ
1,η
ref (T η)〉)ψ1,η

ref (T η).

Thanks to (4.13)-(4.14) and the fact that ||ψ1(T η)||L2 = ||ψ1
f ||L2 , we get

ψ1(T η) = ψ1
f . (4.15)

The equality P̃2(ψ2(T η)) = ψ̃2
f gives

ψ2(T η)− 〈ψ2(T η), ψ1,η
ref (T η)〉ψ1,η

ref (T η)−<(〈ψ2(T η), ψ2,η
ref (T η)〉)ψ2,η

ref (T η)

= ψ2
f − 〈ψ2

f , ψ
1,η
ref (T η)〉ψ1,η

ref (T η)−<(〈ψ2
f , ψ

2,η
ref (T η)〉)ψ2,η

ref (T η).

(4.16)
Taking the scalar product of (4.16) with ψ1

f , using (4.15) and the constraints
〈ψ2(T η), ψ1(T η)〉 = 〈ψ2

f , ψ
1
f 〉 = 0, it comes that

〈ψ2(T η), ψ1,η
ref (T η)〉〈ψ1,η

ref (T η), ψ1
f 〉+ <

(
〈ψ2(T η), ψ2,η

ref (T η)〉
)
〈ψ2,η
ref (T η), ψ1

f 〉

= 〈ψ2
f , ψ

1,η
ref (T η)〉〈ψ1,η

ref (T η), ψ1
f 〉+ <

(
〈ψ2
f , ψ

2,η
ref (T η)〉

)
〈ψ2,η
ref (T η), ψ1

f 〉.
(4.17)

As ||ψ2(T η)||L2 = ||ψ2
f ||L2 , we also get

|〈ψ2(T η), ψ1,η
ref (T η)〉|2 + <

(
〈ψ2(T η), ψ2,η

ref (T η)〉
)2

= |〈ψ2
f , ψ

1,η
ref (T η)〉|2 + <

(
〈ψ2
f , ψ

2,η
ref (T η)〉

)2
.

(4.18)

Straightforward computations prove that, up to an a priori reduction of ε0,
equalities (4.17) and (4.18) imply

<
(
〈ψ2(T η), ψ2,η

ref (T η)〉
)

= <
(
〈ψ2
f , ψ

2,η
ref (T η)〉

)
(4.19)
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Then (4.17), imply 〈ψ2(T η), ψ1,η
ref (T η)〉 = 〈ψ2

f , ψ
1,η
ref (T η)〉. Finally, using these

two last equalities in (4.16), we obtain

ψ2(T η) = ψ2
f . (4.20)

Using P̃3(ψ3(T η)) = ψ̃3
f and the exact same strategy we also get

ψ3(T η) = ψ3
f . (4.21)

Thus equalities (4.15), (4.20) and (4.21) end the proof of Theorem 1.5 with
T ∗ := T η and

Γ :
(
ψ1
f , ψ

2
f , ψ

3
f

)
7→ Υ

(
P̃1(ψ1

f ), P̃2(ψ2
f ), P̃3(ψ3

f )
)
.

�

Remark 4.1. As mentioned in Remark 1.6, a slight change in the proof allows to
prove Theorem 1.5 for initial conditions (ψ1

0 , ψ
2
0 , ψ

3
0) close enough to (ϕ1, ϕ2, ϕ3)

satisfying
〈ψj0, ψk0 〉 = 〈ψjf , ψ

k
f 〉, ∀j, k ∈ {1, 2, 3}. (4.22)

To this aim, the inverse mapping theorem is applied at the point (uηref , ϕ1, ϕ2, ϕ3)
to the map

Λ : L2((0, T η),R)× (S ∩H3
(0)(0, 1))3 → (S ∩H3

(0)(0, 1))3 ×Xf
Tη

defined by

Λ
(
u, ψ1

0 , ψ
2
0 , ψ

3
0

)
=
(
(ψj0)j=1,2,3, P̃j(ψj(T η))j=1,2,3

)
.

The compatibility condition (4.22) will then lead to (4.17), the conclusion being
unchanged.

5. Controllability results for two equations

Theorem 1.5 leads to local exact controllability up to a global phase and a global
delay in the case N = 2. Actually the strategy we developed can be improved in
this case to obtain less restrictive results, namely Theorems 1.2 and 1.3. Here,
we only detail the construction of the reference trajectory, the application of
the return method being very similar to Section 4. Subsection 5.1 will imply
Theorem 1.2 and Subsection 5.2 will imply Theorem 1.3.
In all this section, we consider N = 2. Let T1 > 0 and ε ∈ (0, T1). As in
Theorem 3.1, the reference control is designed in two steps.
Let u ≡ 0 on [0, ε2 ). Proposition 3.1 is replaced by the following proposition.

Proposition 5.1. There exists η∗ > 0 and a C1 map

Γ̂ : (0, η∗)→ L2
((ε

2
, ε
)
,R
)
,

satisfying Γ̂(0) = 0 such that for any η ∈ (0, η∗), the solution (ψ1,η
ref , ψ

2,η
ref ) of

system (1.2) with control u := Γ̂(η) and initial conditions ψj,ηref ( ε2 ) = Φj(
ε
2 ) for

j = 1, 2 satisfies

〈µψ1,η
ref (ε), ψ1,η

ref (ε)〉 = 〈µϕ1, ϕ1〉+ η,

〈µψ2,η
ref (ε), ψ2,η

ref (ε)〉 = 〈µϕ2, ϕ2〉.
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As previously, this proposition will ensure controllability of the linearized
system around the reference trajectory. The proof is a simple adaptation of
Proposition 3.1 and is not detailed.
We now turn to two different constructions of reference trajectories on (ε, T1),
to replace Proposition 3.2.

5.1. Controllability up to a global phase in arbitrary time : Theorem 1.2
Let T > 0 be arbitrary. Up to a reduction of ε, we assume that T = T1. We

prove that there exists a global phase θη > 0 and a control uηref on (ε, T ) such
that the associated trajectory (ψ1,η

ref , ψ
2,η
ref ) of (1.2)-(1.3) satisfies Proposition 5.1,

(ψ1,η
ref (T ), ψ2,η

ref (T )) = eiθ
η

(Φ1(T ),Φ2(T )), (5.1)

and ||uηref ||L2(0,T ) ≤ Cη.
Proposition 3.2 is replaced by the following proposition which proof is a simple
adaptation of the one of Proposition 3.2 and is not detailed.

Proposition 5.2. There exists δ > 0 and a C1-map

Γ̃ : Õδ → L2((ε, T ),R)

with

Õδ :=

(ψ1
0 , ψ

2
0

)
∈ (S ∩H3

(0)(0, 1))2 ;

2∑
j=1

||ψj0 − Φj(ε)||H3
(0)
< δ

 ,

such that Γ̃
(
Φ1(ε),Φ2(ε)

)
= 0 and, if (ψ1

0 , ψ
2
0) ∈ Õδ, the solution

(
ψ1, ψ2

)
of

system (1.2) with initial conditions ψj(ε, ·) = ψj0, for j = 1, 2, and control
u := Γ̃

(
ψ1
0 , ψ

2
0

)
satisfies

P1

(
ψ1(T )

)
= P2

(
ψ2(T )

)
= 0, (5.2)

=
(
〈ψ1(T ),Φ1(T )〉〈ψ2(T ),Φ2(T )〉

))
= 0. (5.3)

There exists η > 0 such that for η ∈ (0, η), the control

uηref (t) :=


0 for t ∈ (0,

ε

2
),

Γ̂(η) for t ∈ (
ε

2
, ε),

Γ̃(ψ1,η
ref (ε),ψ2,η

ref (ε)) for t ∈ (ε, T ),

(5.4)

is well defined and satisfies ||uηref ||L2(0,T ) ≤ Cη, where Γ̂ and Γ̃ are defined
respectively in Proposition 5.1 and 5.2. Proposition 5.2 implies that

ψ1,η
ref (T ) = 〈ψ1,η

ref (T ),Φ1(T )〉Φ1(T ),

ψ2,η
ref (T ) = 〈ψ2,η

ref (T ),Φ1(T )〉Φ1(T ) + 〈ψ2,η
ref (T ),Φ2(T )〉Φ2(T ),

=
(
〈ψ1,η
ref (T ),Φ1(T )〉〈ψ2,η

ref (T ),Φ2(T )〉
)

= 0.
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Thus, using the invariant of the system, it comes that there exist θη1 , θ
η
2 ∈ [0, 2π)

such that
(ψ1,η
ref (T ), ψ2,η

ref (T )) =
(
e−iθ

η
1 Φ1(T ), e−iθ

η
2 Φ2(T )

)
,

and
θη1 − θ

η
2 ≡ 0 [2π].

Finally, this implies that there exists θη ∈ R such that

(ψ1,η
ref (T ), ψ2,η

ref (T )) = eiθ
η

(Φ1(T ),Φ2(T )).

Then, application of the return method along this trajectory as in Section 4
implies Theorem 1.2.
Remark 5.1. To investigate controllability properties up to a global phase, as
proposed in [39], one can introduce a fictitious control ω in the following way{
i∂tψ

j = −∂2xxψj − u(t)µ(x)ψj − ω(t)ψj , (t, x) ∈ (0, T )× (0, 1), j ∈ {1, 2},
ψj(t, 0) = ψj(t, 1) = 0, t ∈ (0, T ), j ∈ {1, 2}.

Adapting the strategy of [6, Theorem 1], one can prove local controllability of
this system by linearization around the trajectory (Φ1,Φ2, u ≡ 0, ω ≡ 0). This
would lead to local controllability up to a global phase. However, in this case,
one would obtain for each target (ψ1

f , ψ
2
f ) close enough to (Φ1,Φ2) a global phase

θ = θ(ψ1
f , ψ

2
f ) such that there exists a control driving the solution of (1.2) from

(1.3) to eiθ(ψ1
f , ψ

2
f ).

5.2. Exact controllability up to a global delay : Theorem 1.3
We prove that there exists T η > 0 and a control uηref on (ε, T1) such that

if uηref is extended by 0 on (T1, T
η), the associated trajectory (ψ1,η

ref , ψ
2,η
ref ) of

(1.2)-(1.3) satisfies Proposition 5.1,

(ψ1,η
ref (T η), ψ2,η

ref (T η)) = (ϕ1, ϕ2), (5.5)

and ||uηref ||L2(0,Tη) ≤ Cη.
Proposition 3.2 is replaced by the following proposition which proof is a simple
adaptation of the one of Proposition 3.2 and is not detailed.

Proposition 5.3. There exists δ > 0 and a C1-map

Γ̃ : Õδ → L2((ε, T1),R)

with

Õδ :=

(ψ1
0 , ψ

2
0

)
∈ (S ∩H3

(0)(0, 1))2 ;

2∑
j=1

||ψj0 − Φj(ε)||H3
(0)
< δ

 ,

such that Γ̃
(
Φ1(ε),Φ2(ε)

)
= 0 and, if (ψ1

0 , ψ
2
0) ∈ Õδ, the solution

(
ψ1, ψ2

)
of

system (1.2) with initial conditions ψj(ε, ·) = ψj0, for j = 1, 2, and control
u := Γ̃

(
ψ1
0 , ψ

2
0

)
satisfies

P1

(
ψ1(T1)

)
= P2

(
ψ2(T1)

)
= 0, (5.6)

=
(
〈ψ1(T1),Φ1(T1)〉4〈ψ2(T1),Φ2(T1)〉

))
= 0. (5.7)
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There exists η > 0 such that for η ∈ (0, η), the control

uηref (t) :=


0 for t ∈ (0,

ε

2
),

Γ̂(η) for t ∈ (
ε

2
, ε),

Γ̃(ψ1,η
ref (ε),ψ2,η

ref (ε)) for t ∈ (ε, T1),

(5.8)

is well defined and satisfies ||uηref ||L2(0,T1) ≤ Cη, where Γ̂ and Γ̃ are defined
respectively in Proposition 5.1 and 5.3. Proposition 5.3 implies the existence of
θη1 , θ

η
2 ∈ [0, 2π) such that

(ψ1,η
ref (T1), ψ2,η

ref (T1)) =
(
e−iθ

η
1 Φ1(T1), e−iθ

η
2 Φ2(T1)

)
,

4θη1 − θ
η
2 ≡ 0 [2π].

Let T η > T1 be such that

θη1 + λ1T
η ≡ 0 [2π]

Thus,
θη2 + λ2T

η ≡ 4
(
θη1 + λ1T

η
)
≡ 0 [2π].

Finally, if we extend uηref by 0 on (T1, T
η), we have that (ψ1,η

ref , ψ
2,η
ref ) is solution

of (1.2)-(1.3) with control uηref and satisfies

ψj,ηref (T η) = e−i(θ
η
j+λjT

η)ϕj = ϕj .

Then, application of the return method along this trajectory as in Section 4
implies Theorem 1.3.

6. Non controllability results in small time

The goal of this section is the proof of Theorems 1.1 and 1.4.

6.1. Heuristic of non controllability
We adapt the strategy developed in [8] by Beauchard and the author in the case
N = 1. Using power series expansion, we consider

u = 0 + εv,

ψj = Φj + εΨj + ε2ξj + o(ε2), ∀j ∈ {1, . . . , N}.
(6.1)

Here and in the following, we use the classical Landau notations. We say that
f = O

x→a
(g) if there exist C > 0 and a neighbourhood V(a) of a such that

||f(x)|| ≤ C||g(x)|| for x ∈ V(a). We say that f = o
x→a

(g) if for any δ > 0 there
exists a neighbourhood V(a) of a such that ||f(x)|| ≤ δ||g(x)|| for x ∈ V(a).
Considering (6.1), we define the following systems for j ∈ {1, . . . , N},

i∂tΨ
j = −∂2xxΨj − v(t)µ(x)Φj , (t, x) ∈ (0, T )× (0, 1),

Ψj(t, 0) = Ψj(t, 1) = 0, t ∈ (0, T ),

Ψj(0, x) = 0, x ∈ (0, 1),

(6.2)
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and
i∂tξ

j = −∂2xxξj − v(t)µ(x)Ψj − w(t)µ(x)Φj , (t, x) ∈ (0, T )× (0, 1),

ξj(t, 0) = ξj(t, 1) = 0, t ∈ (0, T ),

ξj(0, x) = 0, x ∈ (0, 1).

(6.3)

We focus in this heuristic on the case N = 2. Let us try to reach(
ψ1(T ), ψ2(T )

)
=
(

Φ1(T ), (
√

1− δ2 + iαδ)Φ2(T )
)
, (6.4)

with δ > 0 and α defined in Theorem 1.1 from (ψ1(0), ψ2(0)) = (ϕ1, ϕ2). Con-
dition (6.4) imposes Ψ1(T ) = 0 i.e.

v ∈ VT :=

{
v ∈ L2((0, T ),R) ;

∫ T

0

v(t)ei(λk−λ1)tdt = 0, ∀k ∈ N∗
}
.

Let us define the following quadratic forms, for j ∈ {1, 2}, associated to the
second order

QT,j(v) : = =
(
〈ξj(T ),Φj(T )〉

)
=

∫ T

0

v(t)

∫ t

0

v(τ)

(
+∞∑
k=1

〈µϕj , ϕk〉2 sin((λk − λj)(t− τ))

)
dτdt,

and
QT (v) := 〈µϕ1, ϕ1〉QT,2(v)− 〈µϕ2, ϕ2〉QT,1(v). (6.5)

The following proposition states that in time small enough, the quadratic form
QT has a sign on VT .

Proposition 6.1. Assume that µ satisfies Hypothesis 1.2. Then, there exists
T∗ > 0 such that for any T ∈ (0, T∗), for any v ∈ VT \{0},

AQT (v) < 0,

where A ∈ R∗ is defined in Hypothesis 1.2.

Proof of Proposition 6.1 : Let v ∈ VT and s : t ∈ (0, T ) 7→
∫ t
0
v(τ)dτ .

Performing integrations by part, we define a new quadratic form

QT,j(s) := −〈(µ′)2ϕj , ϕj〉
∫ T

0

s(t)2dt+

∫ T

0

s(t)

∫ t

0

s(τ)hj(t−τ)dτdt = QT,j(v),

(6.6)
where hj : t 7→

∑+∞
k=1(λk − λj)2〈µϕj , ϕk〉2 sin((λk − λj)t). As µ ∈ H3((0, 1),R),

it comes that hj ∈ C0(R,R). Thus, if we define

QT (s) := 〈µϕ1, ϕ1〉QT,2(s)− 〈µϕ2, ϕ2〉QT,1(s), (6.7)

we get that

QT (v) = QT (s) = −A||s||2L2 +

∫ T

0

s(t)

∫ t

0

s(τ)h(t− τ)dτdt,
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with
h := 〈µϕ1, ϕ1〉h2 − 〈µϕ2, ϕ2〉h1 ∈ C0(R,R).

We can assume, without loss of generality, that A > 0. Thus, there exists
C = C(µ) > 0 such that

QT (v) ≤
(
−A+ CT

)
||s||2L2 . (6.8)

We conclude the proof by choosing T∗ < A
C .

�

Remark 6.1. This Proposition indicates that, in small time, there are targets
that cannot be reached. However, using the theory of Legendre form (see e.g.
[11, 33]), we can prove that QT lacks coercivity in L2((0, T ),R). This is why
we work directly with the quadratic form QT adapted to the auxiliary system
defined in Subsection 6.2 where the control is s and not v.

Remark 6.2. This strategy is only valid for small time and we do not know if
this quadratic form changes sign in time large enough on VT . Following the
strategy of [8], this would imply local exact controllability in large time but it
is an open question.

6.2. Auxiliary system
For j ∈ {1, . . . , N} , we consider the function ψ̃j defined by

ψj(t, x) = ψ̃j(t, x)eis(t)µ(x) with s(t) :=

∫ t

0

u(τ)dτ. (6.9)

It is a weak solution of
i∂tψ̃

j = −∂2xxψ̃j − is(t)
(
2µ′(x)∂xψ̃

j + µ′′(x)ψ̃j
)

+ s(t)2µ′(x)2ψ̃j ,

ψ̃j(t, 0) = ψ̃j(t, 1) = 0,

ψ̃j(0, ·) = ϕj .

(6.10)

Using Proposition 2.1 on (1.2) and (6.9), it follows that the following well posed-
ness result holds. In the following, the time derivative of s will be denoted by
ṡ.

Proposition 6.2. Let µ ∈ H3((0, 1),R), T > 0, s ∈ H1((0, T ),R) with s(0) =
0. There exists a unique weak solution (ψ̃1, . . . , ψ̃N ) ∈ C0([0, T ], H3 ∩H1

0 )N of
system (6.10). Moreover, for every R > 0, there exists C = C(T, µ,R) > 0 such
that, if ‖ṡ‖L2(0,T ) < R, then this weak solution satisfies for any j ∈ {1, . . . , N},

‖ψ̃j‖L∞((0,T ),H3∩H1
0 )
6 C.

6.3. Non exact controllability in arbitrary time with N = 2.
In this subsection, we consider system (1.2) with N = 2 and prove Theo-

rem 1.1. This result is a corollary of the following theorem for the auxiliary
system.
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Theorem 6.1. Let µ ∈ H3((0, 1),R) be such that Hypothesis 1.2 hold. Let
T∗ > 0 be as in Proposition 6.1 and α ∈ {−1, 1} as in Theorem 1.1. For any
T < T∗, there exists ε > 0 such that for every s ∈ H1((0, T ),R) with s(0) = 0
and ||ṡ||L2 < ε, the solution of system (6.10) satisfies(
ψ̃1(T ), ψ̃2(T )

)
6=
(

Φ1(T )eiθµ,
(√

1− δ2 + iαδ
)

Φ2(T )eiθµ
)
, ∀δ > 0,∀θ ∈ R.

Before getting into the proof of Theorem 6.1, we prove that it implies The-
orem 1.1.
Proof of Theorem 1.1 : Let T < T∗ and ε > 0 defined by Theorem 6.1. Let
u ∈ L2((0, T ),R) be such that ||u||L2(0,T ) < ε. Assume by contradiction that(

ψ1(T ), ψ2(T )
)

=
(

Φ1(T ),
(√

1− δ2 + iαδ
)

Φ2(T )
)
,

for some δ > 0. Let s and ψ̃j be defined by (6.9). Then s(0) = 0, ||ṡ||L2 < ε
and ψ̃j is solution of (6.10) and satisfies(

ψ̃1(T ), ψ̃2(T )
)

=
(

Φ1(T )e−is(T )µ,
(√

1− δ2 + iαδ
)

Φ2(T )e−is(T )µ
)
.

Thanks to Theorem 6.1, this is impossible.
�

Proof of Theorem 6.1 : Without loss of generality, we assume that A > 0.

First step : we prove that −QT is coercive for T < T∗.
Using the same estimates as in (6.8) and the fact that T∗ < A

C , we get that there
exists C∗ > 0 such that for T < T∗

QT (s) ≤ −C∗||s||2L2 , ∀s ∈ L2((0, T ),R). (6.11)

Second step : approximation of first and second order.
Using the first and second order approximation of (6.10), the following lemma
holds.

Lemma 6.1. Let T > 0 and µ ∈ H3((0, 1),R). For all j ∈ {1, . . . , N}∣∣∣=(〈ψ̃j(T ),Φj(T )〉)−QT,j(s)
∣∣∣ = o(||s||2L2) when ||ṡ||L2 → 0,∣∣∣=(〈ψ̃j(T ),Φj(T )〉)
∣∣∣ = o(||s||L2) when ||ṡ||L2 → 0.

Proof of Lemma 6.1. Let j ∈ {1, . . . , N}. As proved in [8, Proposition 3], if
we define the first and second order approximations, Ψ̃j and ξ̃j , by

Ψj(t, x) = Ψ̃j(t, x) + is(t)µ(x)Φj(t, x), (6.12)

and

ξj(t, x) = ξ̃j(t, x) + is(t)µ(x)Ψ̃j(t, x)− s(t)2µ′(x)2Φj(t, x), (6.13)

it comes that, when ||ṡ||L2 → 0

||ψ̃j − Φj − Ψ̃j ||L∞((0,T ),H1
0 )

= o(||s||L2) (6.14)
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and
||ψ̃j − Φj − Ψ̃j − ξ̃j ||L∞((0,T ),L2) = o(||s||2L2). (6.15)

Straightforward computations using (6.12) imply =(〈Ψ̃j(T ),Φj(T )〉) = 0. Thus,
from (6.14) we deduce∣∣∣=(〈ψ̃j(T ),Φj(T )〉)

∣∣∣ =
∣∣∣=(〈(ψ̃j − Φj − Ψ̃j)(T ),Φj(T )〉)

∣∣∣ = o
||ṡ||L2→0

(||s||L2).

Straightforward computations using (6.13) imply =(〈ξ̃j(T ),Φj(T )〉) = QT,j(s).
Thus, from (6.15) we deduce∣∣∣=(〈ψ̃j(T ),Φj(T )〉)−QT,j(s)

∣∣∣ =
∣∣∣=(〈(ψ̃j − Φj − Ψ̃j − ξ̃j)(T ),Φj(T )〉)

∣∣∣
= o
||ṡ||L2→0

(||s||2L2).

This ends the proof of Lemma 6.1. �

Third step : conclusion.
Let T < T∗. Assume by contradiction, that ∀ε > 0, ∃sε ∈ H1((0, T ),R) with
sε(0) = 0 and ||ṡε||L2 < ε such that the associated solution of (6.10) satisfies(

ψ̃1
ε(T ), ψ̃2

ε(T )
)

=
(

Φ1(T )eiθεµ,
(√

1− δ2ε + iαδε

)
Φ2(T )eiθεµ

)
,

with δε > 0 and θε ∈ R. Notice that

δε →
ε→0

0, θε →
ε→0

0.

Explicit computations lead to

=
(
〈ψ̃1
ε(T ),Φ1(T )〉

)
= 〈µϕ1, ϕ1〉θε + O

ε→0
(θ3ε),

and
=
(
〈ψ̃2
ε(T ),Φ2(T )〉

)
= αδε +

√
1− δ2ε〈µϕ2, ϕ2〉θε + O

ε→0
(θ2ε).

Thus, it comes that

〈µϕ1, ϕ1〉=(〈ψ̃2
ε(T ),Φ2(T )〉)− 〈µϕ2, ϕ2〉=(〈ψ̃1

ε(T ),Φ1(T )〉)

= α〈µϕ1, ϕ1〉δε − 〈µϕ1, ϕ1〉〈µϕ2, ϕ2〉
δ2ε√

1− δ2ε + 1
θε + O

ε→0
(θ2ε).

Using Lemma 6.1 to estimate =
(
〈ψ̃1
ε(T ),Φ1(T )〉

)
and =

(
〈ψ̃2
ε(T ),Φ2(T )〉

)
it

comes that
θε = o

ε→0
(||sε||L2), δε = o

ε→0
(||sε||L2).

Thus,

〈µϕ1, ϕ1〉=(〈ψ̃2
ε(T ),Φ2(T )〉)− 〈µϕ2, ϕ2〉=(〈ψ̃1

ε(T ),Φ1(T )〉)
= 〈µϕ1, ϕ1〉αδε + o

ε→0
(||sε||2L2).
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Finally, combining this with Lemma 6.1 and (6.11), we obtain

0 < α〈µϕ1, ϕ1〉δε
= 〈µϕ1, ϕ1〉=(〈ψ̃2

ε(T ),Φ2(T )〉)− 〈µϕ2, ϕ2〉=(〈ψ̃1
ε(T ),Φ1(T )〉) + o

ε→0
(||sε||2L2)

= QT (sε) + o
ε→0

(||sε||2L2)

≤ −C∗||sε||2L2 + o
ε→0

(||sε||2L2).

This is impossible for ε sufficiently small. This ends the proof of Theorem 6.1.
�

6.4. Non exact controllability up to a global phase in arbitrary time with N = 3.
In this subsection, we consider system (1.2) with N = 3 and prove Theorem 1.4.
As previously, this result is a corollary of the following theorem for the auxiliary
system.

Theorem 6.2. Let µ ∈ H3((0, 1),R) be such that Hypothesis 1.3 hold. Let
β ∈ {−1, 1} be defined as in Theorem 1.4. There exists T∗ > 0 and ε > 0 such
that for any T < T∗, for every s ∈ H1((0, T ),R) with s(0) = 0 and ||ṡ||L2 < ε,
the solution of system (6.10) satisfies(
ψ̃1(T ), ψ̃2(T ), ψ̃3(T )

)
6= eiν

(
Φ1(T )eiθµ,Φ2(T )eiθµ,

(√
1− δ2 + iβδ

)
Φ3(T )eiθµ

)
,

for all δ > 0, for all ν, θ ∈ R.

The proof is very close to the one of Theorem 6.1.

Proof of Theorem 6.2 : Without loss of generality, we can assume B > 0.
We consider the following quadratic form

QT (s) : =
(
〈µϕ3, ϕ3〉 − 〈µϕ2, ϕ2〉

)
QT,1(s) +

(
〈µϕ1, ϕ1〉 − 〈µϕ3, ϕ3〉

)
QT,2(s)

+
(
〈µϕ2, ϕ2〉 − 〈µϕ1, ϕ1〉

)
QT,3(s),

where QT,j is defined as in (6.6). This is rewritten as

QT (s) = −B||s||2L2 +

∫ T

0

s(t)

∫ t

0

s(τ)h(t− τ)dτdt,

with h ∈ C0(R,R). Thus, there exists T∗ > 0, C∗ > 0 such that for all T < T∗,

QT (s) ≤ −C∗||s||2L2 , ∀s ∈ L2((0, T ),R).

Let T < T∗ and assume, by contradiction, that ∀ε > 0, ∃sε ∈ H1((0, T ),R) with
sε(0) = 0 and ||ṡε||L2 < ε such that the associated solution of (6.10) satisfies(
ψ̃1
ε(T ), ψ̃2

ε(T ), ψ̃3
ε(T )

)
= eiνε

(
Φ1(T )eiθεµ,Φ2(T )eiθεµ, (

√
1− δ2ε+iβδε)Φ3(T )eiθεµ

)
,

with νε, θε ∈ R and δε > 0. Notice that,

δε →
ε→0

0, θε →
ε→0

0, eiνε →
ε→0

1.
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Straightforward computations and Lemma 6.1 to estimate the terms
=
(
〈ψ̃1
ε(T ),Φ1(T )〉

)
− =

(
〈ψ̃2
ε(T ),Φ2(T )〉

)
, =

(
〈ψ̃1
ε(T ),Φ1(T )〉

)
and

=
(
〈ψ̃3
ε(T ),Φ3(T )〉

)
lead to

θε = o
ε→0

(||sε||L2), sin(νε) = o
ε→0

(||sε||L2), δε = o
ε→0

(||sε||L2). (6.16)

For the sake of clarity, let us denote

T (sε) : =
(
〈µϕ3, ϕ3〉 − 〈µϕ2, ϕ2〉

)
=(〈ψ̃1

ε(T ),Φ1(T )〉)
+
(
〈µϕ1, ϕ1〉 − 〈µϕ3, ϕ3〉

)
=(〈ψ̃2

ε(T ),Φ2(T )〉)
+
(
〈µϕ2, ϕ2〉 − 〈µϕ1, ϕ1〉

)
=(〈ψ̃3

ε(T ),Φ3(T )〉).

Using estimates (6.16), straightforward computations lead to

T (sε) = β
(
〈µϕ2, ϕ2〉 − 〈µϕ1, ϕ1〉

)
cos(νε)δε + o

ε→0
(||sε||2L2).

Finally, for ε sufficiently small,

0 < β
(
〈µϕ2, ϕ2〉 − 〈µϕ1, ϕ1〉

)
cos(νε)δε

= T (sε) + o
ε→0

(||sε||2L2)

= QT (sε) + o
ε→0

(||sε||2L2)

≤ −C∗||sε||2L2 + o
ε→0

(||sε||2L2).

This is impossible and ends the proof of Theorem 6.2.
�

7. Conclusion, open problems and perspectives.

In this article, we have proved that the local exact controllability result of
Beauchard and Laurent for a single bilinear Schrödinger equation cannot be
adapted to a system of such equations with a single control. Thus, we developed
a strategy based on Coron’s return method to obtain controllability in arbitrary
time up to a global phase or exactly up to a global delay for two equations.
For three equations local controllability up to a global phase does not even
hold in small time with small controls. Thus, in this setting and under generic
assumptions no local controllability result can be proved in small time if N ≥ 3.
Finally, the main result of this article is the construction of a reference trajectory
and application of the return method to prove local exact controllability up to
a global phase and a global delay around (Φ1,Φ2,Φ3).
However our non controllability strategy is only valid for small time and we do
not know if local exact controllability around the eigenstates (Φ1,Φ2) hold in
time large enough (for two equations or more). This would be the case if one
manages to prove that the global delay T ∗ can be designed to be the common
period of the eigenstates Φk i.e. T ∗ = 2

π . This is an open problem. Moreover,
when Hypothesis 1.2 or 1.3 are not satisfied, we do not know if the considered
quadratic forms still have a sign. Thus, the question of non controllability
when these hypotheses do not hold is an open problem. The question of non
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controllability with large controls has not been addressed here since our strategy
relies on a second order approximation valid for small controls.
The question of controllability of four equations or more is also open. In fact,
each time we add an equation there is another diagonal coefficient 〈Ψj ,Φj〉
which is lost. We proved that we can recover this lost direction using either a
global phase or a global delay for N = 2 and both a global phase and a global
delay in the case N = 3. It seems that there is no other degree of freedom to
use to obtain controllability for N ≥ 4. Moreover, there are other directions
than the diagonal ones with the same gap frequencies (e.g. λ7 − λ1 = λ8 − λ4).
Thus, for N ≥ 4 one should consider a model with a potential that prevents
such resonances.

Acknowledgement. The author thanks K. Beauchard for having drawn his at-
tention to this problem and for fruitful discussions.

Appendix A. Moment problems

We define the following space

`2r(N,C) :=
{

(dk)k∈N ∈ `2(N,C) ; d0 ∈ R
}
.

In this article, we use several times the following moment problem result.

Proposition A1. Let T>0. Let (ωn)n∈N be the increasing sequence defined by

{ωn ; n ∈ N} = {λk − λj ; j ∈ {1, 2, 3}, k ≥ j + 1 and k = j = 3} .

There exists a continuous linear map

L : `2r(N,C)→ L2((0, T ),R),

such that for all d := (dn)n∈N ∈ `2r(N,C),∫ T

0

L(d)(t)eiωntdt = dn, ∀n ∈ N.

Proof of Proposition A1 : For n ∈ N∗, let ω−n := −ωn. Using [36, Theorems
9.1, 9.2], it comes that for any finite interval I, there exists C1, C2 > 0, such
that all finite sums

f(t) :=
∑
n

cne
iωnt, cn ∈ C,

satisfy

C1

∑
n

|cn|2 ≤
∫
I

|f(t)|2dt ≤ C2

∑
n

|cn|2.

This relies on Ingham inequality which holds true for any finite interval as
λk = k2π2. Let T > 0 and H0 := AdhL2(0,T )

(
Span{eiωn· ; n ∈ Z}

)
. Thus,

(eiωn·)n∈Z is a Riesz basis of H0 i.e.

J0 : H0 → `2(Z,C)

f 7→
(∫ T

0
f(t)eiωntdt

)
n∈Z

is an isomorphism (see e.g. [6, Propositions 19, 20]). Let d ∈ `2r(N,C). We
define d̃ := (d̃n)n∈Z ∈ `2(Z,C) by d̃n := dn, for n ≥ 0 and d̃n := d−n, for
n < 0. The map L is defined by L(d) := J−10 (d̃). The construction of d̃ and the
isomorphism property ensure that L(d) is real valued.

�
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