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Compression of redundancy free trellis When,,, (N) #0, m’ — ¢ (N) dummy bits equal to 0 are added to

stages in Turbo-Decoder the N bits of the original sequence to obtain an extended sequence of
length N.. Since the extra dummy bits are all equal to zero, (2) gives
E. Boutillon, J. Sanchez-Rojas and C. Marchand X, = [A]™ = Pn (N) - X v Multiplying X v, by [A]#= () we obtain:

S (N) | —rAm . -
For turbo code with coding rate close to one, the high punujurate (4] XN, =[4] XN =XN ®)

induces long sequences of trellis without redundancy bitn#psfication

° - Since ¢,/ (Ne) =0, the agglomeration method (3) can be applied to
technique to compute the final state of a sequence of Redundraaey

el : . . :
Trellis Stage (RFTS) is presented. It compresses a sequencel® &F pomng@( Ne Inlm trellis Stag.esaFlnallyz)m« (IV) extra tre.llls Stfages Wlth
length N into a sequence of RFTS of length — 1 + (N mod (m — input bits equal to 0 are required to pr_océ(’is (computation of equation
1)), wherem is the number of states of the trellis. The computation i§2)): TO Summarize, every trellis section of lengthcan be compressed
reduced accordingly. in a trellis section of lengthn’ + ¢,,,- (V) thanks to the “agglomeration”
modulom/ of the input bits. One can consider the state of the trellis (one

value amongn possible) and the input bit (0 or 1) as Dirac distributions.

Introduction: Turbo codes with coding rate close to one are specified in thg, ;5 the question arises whether the same method can also bedlutiize
LTE (up to 0.95) and HSPA [1] (up to 0.98) standards, leadingigalfi  {he non-Dirac distribution representing state metrics anddbrametrics in
punctured turbo codes. For such high rates, the trellis of eamotutional - he forward-backward decoding algorithm.

code can be viewed as long sequences of Redundancy Fres Bltjie
(RFTS), separated by single trellis stages with a redundancgdshown ., ression with soft information bitsn this section, we replace the

in Fig. 2. For example, lengths of RFTS sequence afe- 101 bits or GF(2) summation of bits in equation (4) by the convolution ofithe

N =102 bitsl fol_rdt_he co_dz rate 0'?8 in HSPA. V\f/itz such purlgggn%, thEssociated probability distribution. For the sake of clarigg, Us restrict
conventional sliding window implementation of the ForwardeBaard , o, _ 4 states recursive convolutional encoder defined by the state

algorithm [2] becomes inefficient. In fact, the convergeneagth L o ati0n (6) and let us consider the processing of the forwanatsin
required to estimate accurately the initial state metric valokshe on a sequence of RFTS of lengfli — 4, starting from a state metric
window borders becomes largé €hould be large enough to contain few !

dund bi | i he hard fici fth ao(i),7=0..3, whereay, () represents the probability of the encoder to be
redundancy bits). Large value éfimpacts t € hardware eiciency o the ot state at timek. Since there is no redundancy, the branch metrics are just
decoder. In [3] and related references, architectures aitineg ofL up to

. given by the information bitpy, gx ), wherep,, = P(Dy =0) andgy =
128 are reported for the LTE standard. In this letter, we ptesenethod P(Dy = 1) at time k, computed from both a-priori and channel values.

Figure ?? shows the 4 sections of the trellis. The branches represented

N Trellis stages with a redundancy bit by filled lines (respectively dotted lines) are associated tonantibit O
 —— v (respectively 1). On the graph, we show also in bold lines thethspa
‘ ‘ ‘ ‘ between state 0 at tinfe= 0 and timek = 4.
Sequences of trellis stages without redundancy Ket1 = { 1 0 Xk + 0 Dy )

From this graph, it is easy to derive; (0) from its initial state metriexg

Fig. 1. Model of trellis with and without redundancy secton and the a-priori bit€py, gx ) x—o..5 as:

that reduces the time of the convergence process oi-atate trellis code a4(0) = ao(0) - (pop1P2p3 + P0q19293 + qoP1P293 + q0q142P3)
by reducing every sequence of RFTS of lendttio a sequence of RFTS of )
lengthm’ + ¢,/ (N), wherem’ =m — 1 and ¢,/ (N) = N mod m’.
The proposed method can be viewed as a generalization of thedneth + a@0(2) - (Pop1g2ps + PoqiP293 + QoP1G293 + qoq1P2p3)
proposed in [4], replacing hard information bit by soft inforinatbit. )
Compression with hard information bitd:et us first focus our attention on (
trellis compression in the case of hard information bits. For aclomonal Factorizing (7), we obtain:
encoder of memoryn, the state-space representation of [5] gives:

a4(0) = a0 (0) - (p1p2 (Pops + 9043) + q192 (Pogs + qop3))

Xit1=[A] - Xx + [B] - Dy (1a)
Vi =[C]-Xg + [D] - Dg (1b)

+ a0(2) - (p1g2 (Pops + qoqs) + q1p2 (Pog3 + qops

whereXy, Vi and Dy, are respectively the state of the encoder, the coded 2
vector and the input information bit at tinig the summation are made +ao(3 (8)
on GF(2). Moreover, for a recursive code, the matdx verifies[A]™ = ) - ]
Id, whereId is the identity matrix. Starting from a sta¥, and the bit According to (4), D§ = Do + D3. Therefore, the probability density
sequenc®y,, k = 0..N — 1, the final state of the encoder is given by: ~ function (p, q5) of Dg is equal to(pops + gog3, Pogs + p3qo) (soft
output of a parity constraint). Thus, we can reduce ie-=4 trellis

) ) )
+ ao(1) - (p1p2 (Pop3 + qoq3) + q1q2 (Pogs + qops))
K ) ( )
) - (P1g2 (Pops + qogs) + q1p2 (Pogs + qops))

Nt stages intom’ = 3 trellis stages, by replacingpops + gogs) with pg
Xy =[AIN - Xo+ Y [A*-[B] D(n—1)—& (2 and(pogs + paqo) ith g2 in the first trellis section, as shown in figure
k=0 ??. This factorization is also explicitly given in (8). Singg(4) =1, an

Since[A]™’ = Id, then, for anye, [A]* = [A]#= (¥). Equation (2) can be extra trellis section of length 1 is required to re-order dhevector using

simplified by regrouping (or agglomerating) thezalues of same modulo only_the O-branches. This meth_od can he generahzeq for anpSRET
m’. Let us assume first that,, (N) = 0. In that case, equation (2) can peSections and values of. In particular, it could be applied for the 8-state
rewritten as: ' encoder of the LTE and HSPA standards.

m’ 1 X " Implementation issuedn the above section, we have derived the
Xn=Xo+ > [A*-[B]- D¢, ), (3) ragglomeration" method in the probability domain. It can also be

k=0 implemented in the logarithm domain using either the log-mapenthax-

whereD¢ is thel*" “agglomerated” bit defined as: Iog-m_ap algori_thms [2]. In the latter case, the agglomeratedrbitlitude

and sign are given by:
N/m'—1 . .
Df= 3 Dprjir, 1=0.m’ —1 (@  PERDDI=mind[LLR(D g0l 5 =0-Ne/m" =1} (9)
j=0 N./m’'—1
sign(LLR(Df))= [ = ségn(LLR(Dynr.54+1))  (10)
=0

ELECTRONICS LETTERS 20th December 2012 Vol. 00 No. 00



1y (0) = Pomt e Pt i P e P, (0) or 102 for this code rate). As shown in figu, trellis compression

gives optimal performance while the classical windows implentemta
degrades significantly the performances (2 dB for a Frame Erate R
(FER) of10~2).

o

Conclusion: In this paper, we show that for a:-state convolutional

decoder, a sequence of RFTS of lengfhcan be reduced to a sequence
of RFTS of lengthm’ + ¢,,, (V) steps thanks to the bit agglomeration
method ¢(n’ + 1 if extra muxes are used to perform the final shuffle).

(Po, 90) (ph%) (pqu) (p3,q3) This method opens a new efficient way to perform sliding windasdal
V algorithms for high rate turbo codes, and it should have an ingrafttture
architecture developments.
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Fig. 3 Simulation results for HSDPAK=5114, R=0.98 with 4 decoding
iterations

where LLR(Dy) is the Log-Likelihood Ratio of bitD; defined as
LLR(Dy) =1In(pr/qx)- In the context of a turbo code, the computation
of the agglomerated bits can be done on the fly during the geoeraf
the extrinsic information of the previous iteration. Usingsberoperties
and without any change in the trellis structure, the convargeof the
forward (or backward) algorithm can be significantly accated. For
example, for a(m = 8)-state turbo code, a window of lengih= 64 is
processed in 64 cycles using conventional methods (one treltig sier
clock cycle). If the window does not contain any redundanitytiellis
agglomeration allows to process it T+ ¢~ (64) = 8 clock cycles. If the
window contains a single section with a redundancy bit in pasit
(with 7 < < 56), then the number of clock cycles needed to process the
window is7 + ¢~ (u — 1) to obtain the state vectar,, 1, plus one trellis
section for obtainingx,, (trellis section with redundancy), and finally,
7 4+ ¢7(64 — u) clock cycles for obtainingvs4. The total number of clock
cycles is thus equal t05 4 ¢7(u — 1) + ¢7(64 — u) = 22. One should
note that the lasp,,,- (IV) clock cycles are used only for shuffling on the
state metric: with extra hardware (muxes), this operation cadope in
one clock cycle. In that case, the 22 clock cycles reducste 2 =17
clock cycles. Figur@? shows the performance of a rate 0.98 HSPA turbo
code of payloadk = 5114, with 4 decoding iterations (for high coding
rate, 4 decoding iterations is almost optimal). The curve esfeg is
obtained performing exactly the forward-backward algonitrhe curves

L =128, W =128 and L = 800, W = 128 are classical sliding windows
implementation with a convergence lendgthand windows sizéV'. With
trellis compression, in, =128 clock cycles, a convergence length of
size L =800 can be processed (length of RFTS sequenceMNare 101



