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Abstract—In this paper we present a statistical approach fo
the detection of road signs present in an image bysing only
color related information.
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|. INTRODUCTION

Artificial vision used for the detection and recdgm of
objects is increasingly used in the design of ligieht and

autonomous vehicles which are able to recognizer the

environment. In this context, the detection andgedion of
road signs is an essential aspect helping to rethecaumber
of road accidents.

Two main categories of approaches are proposedhéor
detection of road signs:
information and approaches using form recognition.

Detection approaches based on form recognitionthse
fact that the form of road signs is standardizethr{gular,
circular, rectangular, etc.). These approachesbased on
recent advances in pattern recognition technigégdpt they
also have a number of drawbacks among which we c
mention: the perspective effect in the image catodi objects
thus making them difficult to recognize; objectsost shape is
close to that of the road signs may induce somequity in
the recognition. In [10], the extension of the &dlgi
symmetrical transformation [11] is used to detket points of
interest. The authors propose a detector of requiérgons,
and use it to detect road signs. The overall ambrds similar
to the generalized Hough transform [12]. In [13} §b4], the
detection is performed by computing the correlabetween a
sample image and a distance map derived from tiynak
image.

Detection approaches exploiting color information i
different color spaces, allow the identificationtbé class of
the panel (i.e., danger - characteristic color; mduligation -
characteristic color: blue, in work - charactedstblor: yellow,
directional signs - characteristic color: green)t dlso have a
high sensitivity to brightness changes caused fy,deeather
or seasonal variations. In fact, the color fadesr ¢dvne due to
sun exposure, and visibility is affected by weatbenditions
(i.e., rain, snow, etc.). In addition, the lightachcterizing
different daily moments has a direct impact onittiermation
color (i.e., dark, sun, clouds, etc.).

In [5], a color segmentation technique was usedxtoact
an object from the background of the image and“khean-

approaches exploiting rcolo.

shift” algorithm permits to distinguish between leaibject in
the image. In [1], segmentation was performed iffiedint
color spaces (RGB, HSV, YCDbCr, ClElab ...) by thading
the image and threshold values were obtained hpngakto
account different weather and light during the dainilarly,
in [2], thresholds were used to determine the abdigspixel in

the image: pixel red, blue, green, white or bleBarization

technique based on Otsu algorithm [4], providessholds in

HSV color space. In [3], a technique of color cansy has
been used in order to reduce the effect of thenbress when
doing segmentation. Indeed, color consistency egmesent

the image in a space where the recognition ofrile ¢olor of

a pixel is not affected by light (thus certain costability is

obtained).

Recently, some hybrid approaches (jointly explgitie
information provided by the color and shape) hawerb
emerged. Thus, in [6] and [7], the color is usedeuce the
searching area of the panels on the image andttacexhe
suitable forms.

In this paper, we propose a new technique for tatec

arr(')ad signs present in an image based on the dinadtir? test
of Hotelling which is largely used in SPC (Statati Process
Control) field in order to detect changes in theamef a
multivariate process.

The paper is structured as follows: we preseneatien |l
some theoretical concepts related to the T2 Hatgltest; in
section Il we describe the principle of our methadsection
IV we present an application of the new proposethouology
and, finally, in Section V we present some conclnsi and
perspectives.

Il. STATISTICAL DETECTION OFMEAN SHIFTS

Statistically, the detection of a mean shift in -agpiate
process is formalized as a hypothesis test:

Horp= p
1
Hitp # o @
where:uis the mean vectop, is the target vector.
Without reducing the generality of the problem, aan
consider that, = 0. If the specific direction of the mean shift
is known, the hypothesis test in Eq.1 can be writte

H0:|,1= 0

Hl: n= 6d (2)



where:d is the direction vector (known) arédis the shift
amplitude (scalar unknown).

In this case, the test statistic is derived fromn likelihood
ratio [8]:
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where: Zis the variance-covariance matrik,designs the

transposition operator ardis the vector of means at each

sampling instance.

The null hypothesis in Eq.2 is rejected if:

Stest > Xg(,p (4)

Where:xélpis the quantile of orden of the chi-square
distribution with p degrees of freedom.

An equivalent statistic test of those presentedEdn3 is
obtained by choosing an unitary norm direction @ect
d.elldlly = (dTZ1d)z = 1):

Stest = dTE7IX (5)
Thus, the null hypothesis in Eq.2 is rejected if:
IStestl > @71 (1) ()

where: ®(+) is the cumulative distribution function of the
standard normal distribution ands the type | error.

If the direction of the mean shift is not knownadvance,
then the test statistic suggested by [9] is theegdized
likelihood ratio:

Stest = Maxqz=1{d"Z7'X} (7

It is easy to see that the test statistic of theegaized
likelihood ratio in Eq. 7 reaches its maximum wien
X/|X|lzand, consequently, the test performed is nothihgrot
than the Hotelling T2 test which rejects the nyibthesis if:

Stest = )_(Tz_l)_( > th,p (8)
A special situation is to test several possibleations for
the mean shift:

HO: ll = O 9
Hy: (= 8d) U (= 8d;) U (= 8d,) ®)
where:d4, d,, -+, d.are the direction vectors of the known
mean changes.
The rejection of the null hypothesis is obtainedthé
following statistics:

(10)

i=1,2-r

d'z-1d;

Stest = mMax {

exceeds a certain critical value.
Another commonly used test statistic in this case i

Stest = Max {|dIE7'X]} (11)

If the null hypothesis is rejected, one can usefdliewing
statistics to estimate the direction of the meatft: sh

Ta—1o1\2
Stest = M} (12)

ar max
di=d1,d§,~-~,dr {d?z‘ldi

In the case of estimated parameters, the tesst&tator
detecting mean shifts given in Eq. 8 becomes:

Stest = O_( - ﬁo)Ti_l(x - ﬁo) (13)

where: fiyis the estimate of the mean vectdis the
estimate of the variance-covariance matrix.
Thus, a mean shift is detected if:

p(m—1)(n—1)
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where:Fy p mn-m-p+1 iS thea order quantile of the Fisher
distribution withp andmn — m — p + 1 degrees of freedom;
m is the number of samples of size n used in dalebtain the
estimates oft, andX.

If the sample size is unitary (n=1), one can deteatean
shift if:

(m-1)° (15)

Stest >

pm-p-1
%2

where: B pm-p-1 is the a order quantile of the beta
2’ 2

distribution withg andm_Tp_1 degrees of freedom.

I1l. PROPOSEDDETECTIONAPPROACH

Let X be the matrix of pixels of an image of sizem (see
Fig. 1).Hereafter, we will adopt the following notasx;.(i =
1,--,n) is the i row of the image (a vector of sizex m);
x;(j = 1,---,m) is the j column of the image (a vector of size

T
n X 1); x;; = {x{]xﬁxf;} represents the pixel located at the

intersection of the row i and column j of the imdgéerexj;,
;.gj, x}}are the red, green and blue components okhaixel);
x¥(k € {r,g b}) represents the red, green or blue components
of the i raw in the image;?]?(k € {r,v,b}) represents the red,

green or blue components of the j column in thegiena

X



bl

Fig. 1. Matrix representation of an image.

The algorithm we propose consists of two steps: the

parameters estimation and the detection of the swad

A. — Estimation of the parameters

The parameters (mean vector and covariance maifix)
each line of the image are estimated by an itexadjproach.
Iteration is defined by the sequence of steps 12addscribed
below:

B. Detection of the road signs

At this step, we use a directional test as destribd=q. 9,
using privileged directions corresponding to rell), green
(dg), blue(dy)and yellow(dy).

In the RGB space these four directions are charaeteby
the vectors:

{ d, = {255,0,0}d, = {0,255,0} (20)

dy = {0,0,255}d, = {255,255,0}

Due to various constraints related to the acqaisiof the
image (brightness, meteorological conditions, etthe real
values of the four colors of interest for us in theage are
slightly different from the theoretical directioggven in Eq.
20. So, in order to determine the correspondingctions to
these four colors while taking into account theeefffof light,

Step 1 For each row we estimate the mean vector and thge chose to work in HSV space (Hue, Saturation \daide)

variance-covariance matrix of the three RGB comptse

a1 _ {Ar(1) ~v(1) Ab(l),} (16)

l‘li u'i ’ u'i ’ u'i

where:fik® =

of the component IE€ {r, g, b} for the line i.

~2(1 ~(1 ~(1
ar( ) aﬁv) 0-1Eb)
5= o0 o0 g @
~(1) A1) ~2(D)
Or  Obv b
2
where: 63" = —— %, (xf — i) represents  the

variance (calculated at iteration 1) of the compohes {r, g,
b} for the line i:3y = — %o, (xf — ™) (x} - ;™) is the
covariance between the components k and k|l €
{r,v,b}and k # ).

Step 2 for each row i the Hotelling T2 statistic is aalated
as follows:

T . -1
TiJg = (Xij - ﬁi(l)) Zi(l) (Xij - ﬁi(l)) (18)

Observations exceeding the thresh@dp m-p-1(see Eq.
2’ 2

15) are eliminated.
During the next iteration (iteration 2), the memmrﬁfz)
and the variance-covariance matlf}gz) of each line are

recalculated and the new statistl]ﬁ%compared again to the

critical threshold.

Iterations are renewed until no observation excebds
critical threshold. Let's t bee this iteration, thihe validated
estimators of the mean and the variance-covariaratgx used
in the detection phase are:

~ =(t)

W = l'li and fi = fl(t) (19)

%X is represents the average, at iteration 1,

that separates chrominance from luminance. For pkann
this space the direction vector of red color iegiby:

d,(HSV) = {0,0.7,v} (21)

We deduced the value of "v' as an average brightnes
calculated from the histogram of the brightnesghef entire
image. Then, the final direction vector in the RGpace is
obtained by the conversion of the direction vedtom the
HSV space to the RGB space.

IV. EXAMPLE OF APPLICATION

We were not able to compare the performances of our
method with other methods proposed in the liteeahgcause
there is not a common base of images in the redseasa of
road sign detection approaches. Therefore, we présethis
paragraph just an illustration of the detectioncefhcy of the
methodology we propose.

In Fig.2.a a color image @00 x 200 pixels containing a
road sign is given. In Fig. 2.b we give the resufsour
detection methodology.

b)
Fig. 2. Original image (a) and the detection of the roguh ¢b).



Each time the control limit of the directional Téntrol
chart was exceeded, we kept the original colohefrespective
pixel, and otherwise the pixel color was set t@kla

One can see that our methodology is able to ideatsily
the presence of the road sign on the image andelimit
precisely its real shape.

In Fig.3 we give another example of road sign d&tadn
very different brightness conditions when companéith the
situation presented in Fig.2.

b)
Fig. 3. Original image (a) and the detection of the roagh ¢b).

As one can observe, the road sign is well detdatiedhere
is also present in the image a green spot whittelisnging to
the tree appearing in the center of the image.dRakiobjects
like this could be easily eliminated by the roaghsiecognition
algorithm which should be used in conjunction witte
detection algorithm we proposed in order to idgnpifecisely
the type of the road sign detected.

V. CONCLUSION

In this article we discussed the problem of detgctioad
signs in an image, providing a statistical approatie to

detect different panels in different weather agtitlistress. The

detection of the road sign is realized through weational
statistical test (Hotelling’'s T2 test) using onlyet color
information of pixels.

This detection approach could represent a firgi stethe
frame of more complex road sign identification aitjon
based on statistical tools.

One further extension of the proposed detectioorakgn
could be the detection of road signs in a movieisage.
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